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Accurate detection of objects in 3D point clouds is a central
problem for autonomous navigation. Most existing methods
require data from multiple sensors for the detections. Such

methods are prone to sensor failure.

Given the point cloud and the corresponding height map, network sequentially
regress parameters of a 3D Transformation matrix representing pose of a fixed
size 3D glimpse.

We propose a novel deep architecture called Attentional
PointNet for 3D object detection. The network directly
operates on sparse 3D points.

• We train the model on a custom KITTI dataset.
• We subdivide the FOV area from each scan into equally

spaced cropped regions of 12m×12m with an overlap of 1m.
• Each cropped region of size 12m×12m is also converted into

a grayscale image of size 120×120 pixels encoding height.

Attention- Mechanism in 3D

• We extend visual attention 
mechanisms to 3D point 
clouds for multiple object 
detection. 

• Given a cluttered 
environment, The network 
learns to attend to the 
objects of interest, thus 
reducing the data needed to 
be processed.

Sequential detection

PointNet (T-Net)

For car detection, Attentional PointNet achieves comparable AP of
52.28% among the architectures using LiDAR data only and
surpasses many approaches in terms of inference time.

• For each cropped region network makes three predictions sequentially
classifying and localizing the cars in the scene.

• When there are less than three cars in the scene, the network focuses
outside the cropped region and appropriately classify them as negative
detections.
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A modified PointNet (T-Net) then 
estimates another 3D transformation 
matrix and size representing the 3D 
bounding box of the object inside the 
glimpse.
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