
HAL Id: hal-02160855
https://inria.hal.science/hal-02160855v1

Preprint submitted on 20 Jun 2019 (v1), last revised 16 Jul 2019 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Sound event detection in domestic environments with
weakly labeled data and soundscape synthesis

Nicolas Turpault, Romain Serizel, Ankit Parag Shah, Justin Salamon

To cite this version:
Nicolas Turpault, Romain Serizel, Ankit Parag Shah, Justin Salamon. Sound event detection in
domestic environments with weakly labeled data and soundscape synthesis. 2019. �hal-02160855v1�

https://inria.hal.science/hal-02160855v1
https://hal.archives-ouvertes.fr


Detection and Classification of Acoustic Scenes and Events 2019 25–26 October 2019, New York, NY, USA

SOUND EVENT DETECTION IN DOMESTIC ENVIRONMENTS WITH WEAKLY LABELED
DATA AND SOUNDSCAPE SYNTHESIS

Nicolas Turpault1 , Romain Serizel1, Ankit Parag Shah2, Justin Salamon3
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ABSTRACT
This paper presents task 4 of the Detection and Classification of
Acoustic Scenes and Events (DCASE) 2019 challenge and provides
a first analysis of the challenge results. The task is a follow up to
task 4 of DCASE 2018, and involves training systems for large-
scale detection of sound events using a combination of weakly la-
beled data, i.e. training labels without time boundaries, and syn-
thesized strongly-labeled data. The paper focuses in particular on
the additional synthetic, strongly labeled, dataset provided this year.
More details about the analysis of the results will be provided after
the evaluation period (July 2019).

Index Terms— Sound event detection, Weakly labeled data,
Semi-supervised learning, Synthetic data

1. INTRODUCTION

Sounds carry a large amount of information in our every day life
and we depend upon sounds to better understand the changes in our
physical environment and perceive the events surrounding us. We
perceive the scene (eg. in an airport, in a house etc) as well as indi-
vidual sound events (eg. car honking, footsteps, speech etc). Sound
event detection within an audio segment refers to the task of classi-
fying the sound events in the category as well as temporally locating
the occurrences of an event in the audio recording. Sound event de-
tection has potential applications in context awareness (noise mon-
itoring in smart cities) [1, 2], surveillance [3], urban planning [1],
multimedia information retrieval [4, 5] , domestic applications such
as smart homes, health monitoring systems, home security solutions
[6, 7, 8] to name a few and hence the field has gathered interest in
the broader areas of machine learning and audio processing.

Sound Event detection using weak label learning has gathered
a lot of interest [6, 9, 10, 11] in the community as it address prob-
lems in developing approaches dependent on strongly labeled data.
For instance, strongly labeled data is time consuming and difficult
to annotate as it requires annotation of temporal occurrence as well
as presence of absence of an sound event. Additionally, strongly
labeled data annotations has the probability of introducing human
error given the ambiguity of the onset and offset interpretation for a
sound event. In case of the weakly labeled data, we only have infor-
mation about whether an event is present in the recording or not.

This work was made with the support of the French National Re-
search Agency, in the framework of the project LEAUDS Learning to under-
stand audio scenes (ANR-18-CE23-0020) and the French region Grand-Est.
Experiments presented in this paper were carried out using the Grid5000
testbed, supported by a scientific interest group hosted by Inria and includ-
ing CNRS, RENATER and several Universities as well as other organiza-
tions (see https://www.grid5000)

We have no information about occurrences or information about
the temporal locations of a given sound event in an audio clip with
weakly annotated data. In real world datasets, it is critical to build
systems which generalizes over a large number of classes, variety
of distribution of audio events. For such cases, gathering weakly la-
beled data may be feasible to collect in large quantities as opposed
to strongly labeled data.

We propose to follow up the DCASE 2018 task 4 [6] and inves-
tigate the scenario where large scale detection system exploits the
availability of small weakly annotated dataset, a larger unlabeled
dataset and an additional training set with strongly annotated syn-
thetic soundscapes. In this task, we focus on SED with time bound-
aries in domestic environments. For the task, system has to detect
the presence of a sound event and predict the onset and offset of the
sound event to provide temporal context of when a sound event oc-
curs. We generate strongly annotated synthetic soundscapes using
the Scraper tool [12]. Scraper generates a soundscape keeping the
description of the foreground and background events and is agnos-
tic to the type of sound events. Furthermore, generation depends
upon the sound event specification such as event duration, event
time, pitch shift, time stretch etc which allows us to generate mul-
tiple versions of audio clips according to our requirements based
on a given description. Since generating such strongly labeled syn-
thetic data is feasible on large scale, we provide synthetic data to
explore the scientific question - Do we really need real but partially
and weakly annotated data or is using synthetic data sufficient? or
do we need both for sound event detection? We believe insights
learned from this task will be beneficial for the community as such
an exploration is novel and will provide a pathway to develop scal-
able systems for sound event detection.

This manuscript describes the DCASE 2019 task 4 and is or-
ganized as follows. Section 2 provides a brief overview of the task
description and how the development and evaluation dataset are cre-
ated. Section 3 describes the baseline system and it’s evaluation
process for task 4. Section 4 gives an overview of the evaluation
submissions. Discussion and Conclusions from the challenge are
presented in section 5 and 6

2. TASK DESCRIPTION AND DATASET

2.1. Task description

This task is the follow-up to DCASE 2018 task 4 [6]. Systems
are expected to produce strongly labeled output (i.e. detect sound
events with a start time, end time, and sound class label), but are
provided with weakly labeled data (i.e. sound recordings with only
the presence/absence of a sound included in the labels without any
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timing information) for training. Multiple events can be present in
each audio recording, including overlapping events. As in the pre-
vious iteration of this task, the challenge entails exploiting a large
amount of unbalanced and unlabeled training data together with a
small weakly annotated training set to improve system performance.
However, unlike last year, in this iteration of the challenge we also
provide an additional training set with strongly annotated synthetic
soundscapes. This opens the door to exploring scientific questions
around the informativeness of real (but weakly labeled) data versus
strongly-labeled synthetic data, whether the two data sources are
complementary or not, and how to best leverage these datasets to
optimize system performance.

2.2. Development dataset

The dataset for this task is composed of 10 sec audio clips recorded
in domestic environment or synthesized to simulate a domestic en-
vironment. The task focuses on the 10 classes of sound events used
in DCASE 2018 task 4 [6]. The dataset for DCASE 2019 task 4
is composed of a subset with real recordings (extracted from Au-
dioset) and a subset with synthetic soundscapes. The subset with
real recordings is the same as in DCASE 2018 task 4: the training
set remains the same [6] and the validation set is the combination of
DCASE 2018 task 4 validation set and evaluation set [10].

2.2.1. Synthetic soundscapes generation procedure

The subset with synthetic soundscapes is composed of 10 sec au-
dio clips generated with Scaper [12], a python library for sound-
scape synthesis and augmentation. Scaper operates by taking a
set of foreground sounds and a set of background sounds auto-
matically sequencing them into random soundscapes sampled from
a user-specified distribution controlling the number and type of
sound events, their duration, signal-to-noise ratio, and several other
key characteristics. The foreground events are obtained from the
freesound dataset (FSD) [13, 14]. Each sound event clip was ver-
ified by a human to ensure that the sound quality and the event-
to-background ratio were sufficient to be used as an isolated sound
event. We also controlled if the sound event onset and offset were
present in the clip. Each selected clip was then segmented when
needed to remove silences before and after the sound event and be-
tween sound events when the file contained multiple occurrences of
the sound event class. The number of unique isolated sound event
per class used to generate the subset of synthetic soundscapes is
presented in Table 1.

The background textures are obtained from the SINS dataset
(activity class ‘other‘) [15]. This particular activity class was se-
lected because it presents a low amount of sound events from the
10 target sound event classes. However, there is no guarantee that
these sound event classes are totally absent from the background
clips. A total of 2060 unique background clips are used to generate
the synthetic dataset.

Scaper scripts are designed such that the distribution of sound
events per class, the number of sound events per clip (depending
on the class) and the sound event class co-occurrence are similar
to that of the validation set composed of real recordings. The syn-
thetic soundscapes are annotated with strong labels automatically
generated by Scaper [12].

Class Unique Dev set
events Clips Events

Alarm/bell/ringing 190 392 755
Blender 98 436 540
Cat 88 274 547
Dishes 109 444 814
Dog 136 319 516
Electric shaver/toothbrush 56 221 230
Frying 64 130 137
Running water 68 143 157
Speech 128 1272 2132
Vacuum cleaner 74 196 204
Total 1011 2045 6032

Table 1: Class-wise statistics for the synthetic soundscapes devel-
opment subset

2.3. Evaluation dataset

The evaluation dataset is composed of two subsets. A first subset is
composed of audio clips extracted from youtube and vimeo videos
under creative common licenses. This subset is used for ranking
purposes.

A second subset is composed on synthetic soundscapes gener-
ated with Scaper. This subset is used for analysis purposes and its
design is motivated by the analysis of last year results [10]. The
foreground events are obtained from the FSD [13, 14]. The selec-
tion process was the same as described for the development dataset.
Background sounds are extracted from youtube videos under cre-
ative common license and from the freesound subset of the MU-
SAN dataset [16]. Audio clips are artificially degraded using Audio
Degradation Toolbox [17].

More details about the evaluation set will be provided after the
evaluation period.

3. BASELINE

The baseline system has been inspired by Lu, the DCASE 2018 task
4 winner [18]. It uses a mean-teacher model which is a combination
of two models: a student model and a teacher model (both have the
same architecture). The implementation of Mean teacher model is
based on Tarvainen and Valpola work [19]. The student model is the
final model, and the teacher model aims to help the student model.
The teacher model weights are an exponential moving average of
student model weights.

The student model is trained on synthetic and weakly labeled
data. The classification cost (binary cross entropy) is computed at
frame level on synthetic data and at clip level on weakly labeled
data. The teacher model is not trained, its weights are a moving av-
erage of the student model (at each epoch). For all data, the teacher
model receives the input of the student model with a Gaussian noise
added, and helps the student model thanks to a consistency cost
(mean-squared error) for strong (frame-level) and weak predictions.
During the training, all batches contain unlabeled, weak and strong
labeled data. The 4 costs are combined as follow:

L(θ) = Lclassw (θ)+σ(λ)Lconsw (θ)+Lclasss(θs)+σ(λ)Lconss(θs)

where θ are the weights of the model, θs are the weights of the
model without the activation layer.
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Figure 1: Mean teacher model, θ and θ′ are the weights of the student and teacher model respectively. η and η′ are noises applied to the
different models (here dropout).

The models are a combination of convolutional neural network
(CNN) and recurrent neural network (RNN) followed by an aggre-
gation layer (attention here). The output of the RNN gives strong
predictions while the output of the aggregated layer gives the weak
predictions. The code is open source.1

4. SUBMISSION EVALUATIONS

More details about this will be provided after the evaluation period.

5. DISCUSSION

More details about this will be provided after the evaluation period.

6. CONCLUSION

More details about this will be provided after the evaluation period.
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