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Chapter 1

On the Optimization of WSN
Deployment for Sensing
Physical Phenomena:
Applications to Urban Air
Pollution Monitoring

Wireless sensor networks (WSN) are widely used in environmental applications where
the aim is to sense a physical phenomenon. Air pollution is one of the main physical
phenomena that still need to be studied and characterized. Using WSN for air pollution
monitoring usually targets two main applications: regular mapping and the detection
of high pollution concentrations. Both of these applications need a careful deployment
of sensors in order to get better knowledge of air pollution while ensuring a minimal
deployment cost. In this chapter, we present three formulations of the deployment issue
of sensor and sink nodes based on integer linear programming modeling (ILP) while
tackling the two main applications of air pollution monitoring. In the first ILP model,
we target the regular mapping of air pollution based on predicted pollution maps. In the
second and third ILP model, we target the detection of pollution threshold crossings.
The second model is based on predicted pollution maps as in the first one whereas the
third one is based on pollution emission inventory which describes pollution sources
and their emission rates. In addition to the constraints of pollution coverage, we also
ensure that the deployed networks are connected and their financial deployment cost is
minimized. We perform extensive simulations in order to analyze the performance of
the proposed models in terms of coverage and connectivity results.

Wireless sensor networks (WSN), Deployment, Coverage, Connectivity, Air pollu-
tion monitoring, Air pollution mapping, Air pollution detection, Air pollution predic-
tion, Atmospheric dispersion modeling.
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1.1 Introduction
Wireless sensor networks (WSN) are widely used in environmental applications where
the aim is to sense a physical phenomenon such as temperature, humidity, air pollution,
etc. In this context of application, the use of WSN allows to understand the variations
of the phenomenon over the monitoring region and therefore be able to take adequate
decisions regarding the impact of the phenomenon. Air pollution is one of the main
physical phenomena that still need to be studied and characterized because it highly
depends on other phenomena such as temperature and wind variations. Moreover, air
pollution affects human health dramatically according to the World Health Organiza-
tion (WHO), which states that exposure to air pollution is accountable to seven million
casualties in 2012 [1].

Most of current air pollution monitoring is performed using measuring stations
which are accurate but massive, inflexible and expensive [2]. An alternative – or com-
plementary – solution would be to use electrochemical sensor networks, which are
smaller and cheaper and have a reasonable measurement quality [3][4]. The main
advantages of a WSN infrastructure for air pollution monitoring is to obtain a finer
spatiotemporal granularity of measurements, thanks to the resulting lighter installation
and operational costs [5].

Using WSN for air pollution monitoring usually targets two main applications: i)
the regular mapping where the objective is to construct pollution maps based on the
data gathered by sensors; and ii) the detection of high pollution concentrations where
the objective is to ensure that data gathered by sensors allow to detect the threshold
crossings of air pollution [6]. Both of these applications need a careful deployment
of sensors in order to get better knowledge of air pollution while ensuring a minimal
deployment cost.

In this chapter, we present three formulations of the deployment issue of sensor
and sink nodes based on integer linear programming modeling (ILP) while tackling the
two main applications of air pollution monitoring. In the first ILP model, we target
the regular mapping of air pollution while constraining the positions of sensors by the
quality of pollution maps which will be constructed by data gathered by sensors once
deployed. Since gathering data cannot be done before deployment, we base our first
model on predicted pollution maps. In the second and third ILP models, we target the
detection of pollution threshold crossings while ensuring that sensors will be deployed
at positions where high concentrations may occur. The second model is based on pre-
dicted pollution maps as in the first one whereas the third one is based on pollution
emission inventory which describes pollution sources and their emission rates. In addi-
tion to the constraints of pollution coverage, we also ensure that the deployed networks
are connected so that every sensor is capable of sending its data to a sink node directly
or through relay nodes. In all the three models, the objective is to minimize the finan-
cial cost of WSN deployment which is usually equivalent to minimizing the number of
nodes to deploy. For each ILP model, we show a proof-of-concept performed on a real
world data set. We also analyze the performance of the proposed models in terms of
coverage and connectivity results.

The remainder of this chapter is organized as follows. We first review the related
works on the WSN deployment issue in section 1.2. Then, we present and analyze the
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literature methods used for air pollution prediction in section 1.3. Next, we present the
formulation and the simulation results of our three ILP models in sections 1.4, 1.5 and
1.6. Finally, we provide some future directions and conclude the chapter in sections
1.7 and 1.8.

1.2 WSN deployment
The deployment issue of wireless sensor networks has been addressed extensively in
the literature where several mathematical models, optimal algorithms and near-optimal
heuristics have been proposed [7]. The problem consists in determining the optimal
positions of sensors and sinks so as to cover the environment and ensure the network
connectivity while optimizing an objective function such as the deployment cost or the
coverage quality [8]. The network is said connected if each sensor can communicate
information to at least one sink. Coverage requires that each point of interest is mon-
itored with one or more sensor nodes. In addition to coverage and connectivity, the
main issues targeted in the literature are energy consumption, network lifetime and the
network deployment cost.

This section identifies what lacks in the literature and motivates the need of application-
aware deployment models for air pollution monitoring where the aim is to place sen-
sors in order to optimize their number and the quality of pollution coverage that results
from the data gathered by sensors once deployed. We present the related works based
on their coverage definition while identifying their formulation of connectivity and
network lifetime.

Existing deployment approaches can be considered as either event-aware like the
works presented in [9][10][11][12][13][14][15][16] or correlation-aware like the works
presented in [17][18][19][20][21][22][23]. In the first case, a sensor is assumed to
have a detection range, usually circular, within which the sensor is capable of detecting
any event that may happen. The second class of deployment approaches is based on
the correlation that sensor measurements may present in order to select the minimum
number of sensor nodes.

1.2.1 Event-aware deployment methods
Chakrabarty et al. [9] represent the deployment region as a grid of points and propose
a nonlinear formulation for minimizing the deployment cost of sensors while ensuring
complete coverage of the deployment region. Then, they apply some transformations
to linearize the first model and obtain an ILP formulation. The authors formulate cov-
erage based on the distance between the different points of the deployment field. Each
sensor has a circular detection area, which defines the points that the sensor can cover.
Unfortunately, this measure of coverage is inadequate to the air pollution monitoring
using electrochemical sensors since a sensor positioned at a point A cannot cover a
neighboring point B if there is a difference between pollution concentrations at the two
points.

Altinel et al. [10] proposed another formulation based on the Set Cover Problem,
which is equivalent to the aforesaid model but less complex. They also extend their for-
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mulation to take into account the probabilistic sensing of sensor nodes while assuming
that a node is able to cover a given point with a certain predefined probability. Despite
that, this new formulation is still generic since the dependency between the errors of
the deployed sensors is not considered. However, this has to be taken into account
when doing air pollution estimation.

Chang et al. [11] proposed to use data fusion in the definition of coverage in order
to take into account the collaborative detection of targets. They based in their work
on a probabilistic sensing model to define the probability of target detection and the
false alarm rate. Then, they formulated a nonconvex optimization problem minimizing
the number of nodes under coverage constraints. They presented resolution algorithms
and showed that the obtained solutions are near-optimal and hence very close to the
optimal ones. Still, this work considers the existence of a detection range.

In addition to coverage formulation, the authors of [12] formulate connectivity
based on the flow problem while assuming that sensors generate flow units in the net-
work and verify if sinks are able to recover them. Another connectivity formulation has
been introduced in [13] where authors base on an assignment approach. They introduce
in their ILP formulation new variables to define the communication paths between sen-
sors and sinks. However, this model involves more variables than the one based on the
flow problem and is therefore more complex.

In [14], authors study the trade-off between coverage, connectivity and energy con-
sumption. They formulate the problem as an ILP model and then propose a multi-
objective approach to optimize coverage, the network lifetime and the deployment cost
while maintaining the network connectivity.

In some other works, authors suppose that a set of connected sensors that ensure
coverage are already deployed, and propose integer programming formulations to find
optimal sinks locations and sensors-to-sinks routes. Authors in [15] evaluate firstly the
shortest path cost between each sensor and potential sink location using the Dijkstra
algorithm. Two main metrics were proposed to compute shortest paths: energy cost
and financial cost. In the second case, the proposed ILP model aims to find the optimal
sinks positions while minimizing the financial cost of the sinks deployment and the
sensors-to-sinks routes. Two other formulations based on flows were proposed in [16]
where authors present a single commodity flow and a multi-commodity flow formu-
lations. However, they show that the integer programming model presented in [15] is
better. Moreover, they propose and test good heuristics for this latter.

1.2.2 Correlation-aware deployment methods

In [17], Roy et al. tackled the problem of finding the most informative locations of
sensors for monitoring environmental applications. They assume the existence of a
set of data snapshots characterizing the phenomenon to monitor. Then, they formulate
the problem to find the best locations of sensors in order to reconstruct the data of the
whole phenomenon with a required precision. Two optimization models are proposed
to handle both stationary and non stationary-fields. An iterative resolution algorithm
is proposed to solve the two deployment problems. Unfortunately, this work is based
on a strong assumption; that is sensor measurements are perfect and do not present any
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drift, which is not the case of pollution sensors where sensed values may be different
than pollution ground truth values.

In [18], Krause et al. tackle the same problem based on the assumption that the
variations of the phenomenon are Gaussian. They also assume a pre-deployment phase
allowing to gather data that can be used to characterize the phenomenon. In order to
select the best positions of sensors, they use the concept of mutual information in order
to define the quality of a given topology. After the formulation of the problem, they
use the sub-modularity of mutual information to define a polynomial algorithm. This
work considers only coverage and is extended in [19] to take into account the cost of
connectivity where the links qualities are assumed to be Gaussian. Since air pollution
is not necessarily Gaussian, this work does not fit our application case.

In [20], authors focus on the specific application of soil moisture sensing while
assuming the Gaussian distribution of the phenomenon. They first show that their
application case presents some particular characteristics that can be used to design
application-aware deployment schemes. Based on these characteristics, they propose
a clustering approach that allows them to divide the deployment problem into a set of
disjoint sub-problems. They perform extensive simulations while considering different
correlation-aware deployment algorithms in the resolution of the sub-problems. They
conclude based on the obtained results that their clustering approach allows them to get
solutions that are as good as the global solution of the deployment problem.

In [21], authors consider a different context where some sensors are already de-
ployed for the monitoring of the Columbia River. They perform field estimation based
on sensor measurements in addition to a simulation model, which is commonly known
as data assimilation. Their work is mainly designed for the determination of sensor
nodes whose information is redundant and therefore can be turned off to optimize the
network lifetime. Their approach can be also used to determine the optimal positions of
sensors that should be added to the network in order to improve coverage quality. How-
ever, the proposed approach cannot be used to perform a first deployment of sensors
without considering existing nodes or a trial deployment phase.

As in [21], authors of [22] consider an already deployed sensor network and pro-
pose an algorithm to define a sensing topology to select active sensors and turn off the
others. They estimate the variations of the phenomenon in an online way to decide
whether a sensor is to keep active or not. In contrary to this work, in our case, the sens-
ing locations have to be chosen in an offline way since the selection of sensing points
is performed before the network deployment.

The mathematical characteristics of the correlation-aware deployment problem has
been studied by Ranieri et al. in [23] while considering a generic form. A greedy
heuristic is proposed to solve the problem. They perform extensive simulations to
show that their algorithm is capable of solving the problem in a short time compared
to the existing heuristics while providing a near optimal solution.

1.2.3 Discussion
Even if the recent works take into account network constraints like connectivity and
energy consumption, all coverage formulations either assume that sensors have a given
detection range, which is the case of event-aware methods, or the assumption is instead
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made on the distribution of sensor measurements, which is the case of correlation-
aware methods. Novel application-aware deployment methods have been recently pro-
posed to consider the characteristics of the application case in the design of the deploy-
ment approach; examples include the work of [24] on wind monitoring and the work
of [25] for water pollution monitoring. Following the same direction, we propose in
the remainder of this chapter to consider the context of air pollution monitoring and
present appropriate formulations of coverage in addition to network connectivity.

1.3 Air pollution prediction
The three realistic formulations presented in this chapter are based on the nature of
the phenomenon. This is ensured by integrating in the ILP models the variations of
pollutants over the deployment region. The variations can be estimated using the so-
called air pollution prediction. In this section, we introduce the main methods used in
this latter.

Air pollution prediction allows to estimate pollution concentrations at a given point
in the environment based on some measurements performed in the neighborhood of the
point in question, weather conditions, the urban characteristics of the environment and
the characteristics of the pollution sources located within the deployment region, also
known as the emission inventory [26]. Three major methods are used in air pollution
prediction: atmospheric dispersion, interpolation and land-use regression [27].

1.3.1 Atmospheric dispersion-based methods
Atmospheric dispersion models take as input locations of pollution sources, the pollu-
tant emission rate of each pollution source and meteorological data in order to measure
the pollutant concentration at a given location [27]. The obtained concentrations can
then be calibrated using the measurements of sensors. The theoretical study of pollu-
tion atmospheric dispersion is mainly based on fluid mechanics theory [28]. For the
sake of clarity, we present in this section only steady state dispersion, in particular
Gaussian dispersion. The basic Gaussian model estimates the concentrations of a pol-
lutant gas released by a pointwise pollution source in a free space environment [29].
The estimated value C (g/m3) at a measurement location (x,y,z) is given by Formula
(1.1). Table 1.1 details the parameters of the model.

C(x,y,z) =
Q

2πVwσyσz
e−

y2
2σy (e−

(z−H)2
2σy + e−

(z+H)2
2σy ) (1.1)

∆h =
1,6 ·F1/3 · x2/3

Vw
(1.2)

The pollution source is located at the point (0,0,hs) and the measurement point
location is given according to a 3D coordinate system where the x-axis is oriented in
the wind direction Dw. Parameters σy and σz describe the stability of the atmosphere
and can be approximated using Briggs formulas: σy = ay.|x|by and σz = az.|x|bz . The
parameter H, which represents the pollutant effective release height, is equal to the sum
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Measurement location
x Downwind distance from the pollution source (m)
y Crosswind distance from the pollution source (m)
z Hight (m)

Pollution emission parameters
hs Pollutant source height (m)
Q Mass flow rate at the emission point (g/s)
V Volumetric flow rate at the emission point (m3/s)
Ts Pollutant temperature at the emission point (K)

Weather
T Ambient air temperature (K)
Vw Wind velocity (m/s)
Dw Wind direction (degree)

Constants
ay,by Horizontal dispersion coefficients
az,bz Vertical dispersion coefficients
g Gravity constant (9.8m/s2)

Table 1.1: Parameters of the Gaussian dispersion model

of the pollutant source height hs and the plume rise ∆h. The pollution plume is located
above the pollution source and ∆h is the vertical distance between the source and the
center of the pollution plume. Briggs formulas are commonly used for the calculation
of the ∆h parameter. To simplify the analysis, we only consider the case where the
temperature of the pollutant Ts is greater than the ambient air temperature T , which is
usually the case. In this case, the value of ∆h is given by Formula (1.2) where F , which
denotes the pollutant gas buoyancy, is computed using Formula (1.3).

F =
g
π
·V · (Ts−T

Ts
) (1.3)

The Gaussian model considers only one scenario of weather conditions at a time
to compute pollution concentrations: wind direction affects the direction of the pol-
lution plume and variations of the ambient temperature and the wind velocity affect
the concentrations of the pollution plume. Moreover, formula (1.1) takes into account
only pointwise pollution sources, and thus cannot be applied to area sources like cross-
roads and line sources like highways. Multiple extensions have been proposed in the
literature to deal with these kinds of pollution sources. In addition, many enhanced sys-
tems have been developed based on the Gaussian model to take into account complex
meteorological data, the effect of buildings on pollution dispersion, etc.
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1.3.2 Interpolation-based prediction methods

Interpolation methods formulate the estimated concentration Ẑp at a given location
p ∈P as a weighted combination of the measured concentrations Zq,q ∈P −{p}
[30]. The weights of the measured concentrations Wpq can be evaluated in a deter-
ministic way based on the distance between the location of the measured concentration
and the location of the estimated concentration. In this case, which is called the Inverse
Distance Weighting interpolation, Ẑp is evaluated using formula 1.4. The concentra-
tion weights can also be evaluated in a stochastic way, the most used method doing so
is called kriging.

Ẑp =
∑q∈P−{p}Wpq ∗Zq

∑q∈P−{p}Wpq
(1.4)

1.3.3 Regression-based prediction methods
Land-use regression models are a kind of stochastic regression models [31]. The idea
behind these models is to evaluate the pollution concentration at a given location based
on the concentrations of locations that are similar in terms of land-use parameters such
as the elevation and the distance to the closest busy road.

1.4 Model 1: WSN deployment for air pollution map-
ping based on predicted data

In this section, we present an integer programming model of WSN deployment ensur-
ing air pollution mapping. We formulate the constraint of air pollution coverage based
on interpolation methods in order to determine the optimal positions of sensors allow-
ing to better estimate pollution concentrations at positions where no sensor is deployed.
Our coverage formulation takes into account the sensing drift of sensor nodes and the
impact of weather conditions on air pollution dispersion. We base on the flow problem
to formulate the connectivity constraint that ensures that the deployed sensors are able
to send pollution data to at least one sink. We provide an evaluation of the ILP model
on a dataset of the Lyon city while analyzing the coverage and connectivity results.

1.4.1 Problem formulation
Overview

We consider as input of our model the map of a given urban area that we call the
deployment region. We start by discretizing the deployment region in order to get a
set of points P approximating the urban area at a high-scale (|P| = N ). Our goal
is to be able to determine with a high precision the concentration value at each point
p ∈ P. We ensure that for each point p ∈ P, either a sensor is deployed or the pollution
concentration can be estimated with a high precision based on data gathered by the
neighboring deployed sensors.
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In general case, the set P is thus considered as the set of potential positions of
WSN nodes. However, in smart cities applications, some restrictions on node positions
may apply because of authorization or practical issues. For instance, in order to allevi-
ate the energy constraints, we may place sensors on only lampposts and traffic lights as
experimented in [32]. When this is the case, we do not consider as potential positions
the points p ∈ P where sensors cannot be deployed.

We use decision variables xp (respectively yp) to specify if a sensor (respectively a
sink) is deployed at point p or not. Sensors and sinks may have different costs, thus we
denote by csensor

p (respectively csink
p ) the sensor (respectively the sink) deployment cost

at position p. We summarize in Table 1.2 the notations used in the formulations.

Parameters
P Set of points approximating the deployment region
N Number of points approximating the deployment region
Zp Reference pollution concentration at point p
Wpq Correlation coefficient between points p and q
D The correlation distance function
d Maximum correlation distance
α Attenuation coefficient of the correlation distance
Γ(p) Communication neighborhood of a node deployed at point p
R Communication range of sensor nodes
Ep The tolerated estimation error at point p
M The maximum number of sinks
csensor

p The cost of deploying a sensor at point p
csink

p The cost of deploying a sink at point p
Variables

xp Define whether a sensor is deployed at point p or not
xp ∈ {0,1}, p ∈P

yp Define whether a sink is deployed at point p or not
yp ∈ {0,1}, p ∈P

gpq Flow quantity transmitted from node p to node q
gpq ∈ {0,1, ...}, p ∈P, q ∈ Γ(p)

Table 1.2: Summary of the model notations.

Objective function

The objective of the ILP model is to minimize the overall financial cost of the resulting
network. The cost function to minimize is thus given as follows:

F = ∑
p∈P

csensor
p ∗ xp + ∑

p∈P
csink

p ∗ yp (1.5)
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Coverage

Basic formulation As claimed before, our idea is to base on interpolation methods
in order to ensure that the deployed sensors allow to estimate with a high precision the
pollution concentrations at locations where no sensor is deployed. This means that we
need to have an idea on the dispersion of pollution concentrations in the deployment
region in order to be able to formulate the coverage constraint. More exactly, we need
to know the variability of pollution concentrations among the set of points P in order
to use the formulation of interpolation methods. Fortunately, using numerical atmo-
spheric dispersion models, we can obtain simulated pollution concentrations that may
be considered as reference pollution concentrations [33]. This does not mean that these
reference concentrations are real but they reflect the best today’s pollution knowledge.

Let Zp denote the reference concentration value at point p. Given the set of selected
points where sensors will be deployed {p where xp = 1}, we evaluate the estimated
pollution concentrations Ẑp at points {p where xp = 0} based on reference values
corresponding to the selected points, i.e. based on Zp where p ∈ {p where xp = 1}, as
follows: 

Ẑp =
∑q∈P−{p}Wpq ∗Zq ∗ xq

∑q∈P−{p}Wpq ∗ xq
, p ∈P & xp = 0

∑
q∈P−{p}

Wpq ∗ xq > 0, p ∈P & xp = 0
(1.6)

The Ẑp expression is formulated based on formula 1.4 given in section 1.3.2. We
have chosen this formula because the weights Wpq are given in a deterministic way,
which allows to integrate them to the ILP deployment model. We ensure that the de-
nominator of Ẑp is never equal to zero using the second part of formula 1.6. The Wpq
parameter is the correlation coefficient between points p and q and is calculated us-
ing formula 1.7 based on the distance between the two points. D(p,q) is the distance
function. α is the attenuation coefficient of the correlation distance, this means that for
greater values of α , very low correlation coefficients are assigned to far points. The
last parameter of formula 1.7 is the maximum correlation distance, which defines the
range of correlated neighboring points of a given point.

In order to take into account the impact of the urban topography on the dispersion
of pollutants, let D be the shortest distance along the roads network. This allows to
assign small correlation values to points that are separated by buildings, even if they
are close [34].

Wpq =


1

D(p,q)α
if q ∈ Disc(p,d)−{p}

0 if q /∈ Disc(p,d)
(1.7)

In order to ensure that the concentration is estimated with high precision at points
where no sensor is deployed, we define constraint 1.8. The Ep parameter corresponds
to the estimation error that is tolerated at point p. The choice of different values of Ep
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in function of p allows to assign low tolerated estimation errors to locations that are
sensitive to air quality such as hospitals, primary schools, etc.∣∣∣Ẑp−Zp

∣∣∣≤ Ep, p ∈P & xp = 0 (1.8)

By replacing Ẑp by its expression given in formula 1.6, we obtain the coverage
constraints 1.9 and 1.10. These two constraints should be linearized in order to get an
ILP formulation.

∣∣∣∣∣∑q∈P−{p}Wpq ∗Zq ∗ xq

∑q∈P−{p}Wpq ∗ xq
−Zp

∣∣∣∣∣≤ Ep, p ∈P & xp = 0 (1.9)

∑
q∈P−{p}

Wpq ∗ xq > 0, p ∈P & xp = 0 (1.10)

Linearization of constraint 1.9 The first step is to linearize the fraction part; this
allows to get constraint 1.11. Then, we have to ensure that the constraint is relaxed
when xp = 1. To do so, notice that the left member of constraint 1.11 can be bounded
as presented in formula 1.12. Based on this, we add xp ∗∑q∈P−{p}Wpq ∗ |Zq−Zp| to
the right member of constraint 1.11 to relax it when xp = 1. Hence, we obtain constraint
1.13. Finally, we have to linearize the absolute-value function. Hence, we get the linear
form of constraint 1.9 in constraints 1.14 and 1.15.

∣∣∣∣∣ ∑
q∈P−{p}

Wpq ∗ xq ∗ (Zq−Zp)

∣∣∣∣∣≤ Ep ∗ ∑
q∈P−{p}

Wpq ∗ xq, p ∈P,xp = 0 (1.11)∣∣∣∣∣ ∑
q∈P−{p}

Wpq ∗ xq ∗ (Zq−Zp)

∣∣∣∣∣≤ ∑
q∈P−{p}

Wpq ∗ |Zq−Zp| (1.12)∣∣∣∣∣ ∑
q∈P−{p}

Wpq ∗ xq ∗ (Zq−Zp)

∣∣∣∣∣≤ Ep ∗ ∑
q∈P−{p}

Wpq ∗ xq

+xp ∗ ∑
q∈P−{p}

Wpq ∗ |Zq−Zp|, p ∈P (1.13)

∑
q∈P−{p}

Wpq ∗ xq ∗ (Zq−Zp)≤ Ep ∗ ∑
q∈P−{p}

Wpq ∗ xq

+xp ∗ ∑
q∈P−{p}

Wpq ∗ |Zq−Zp|, p ∈P (1.14)

∑
q∈P−{p}

−Wpq ∗ xq ∗ (Zq−Zp)≤ Ep ∗ ∑
q∈P−{p}

Wpq ∗ xq

+xp ∗ ∑
q∈P−{p}

Wpq ∗ |Zq−Zp|, p ∈P (1.15)
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Linearization of constraint 1.10 The only thing to do to linearize constraint 1.10
is to relax the constraint when xp = 1. This can be obtained by replacing the right
member of the constraint by −xp, which allows to get the constraint 1.16.

∑
q∈P−{p}

Wpq ∗ xq >−xp, p ∈P (1.16)

Taking into account sensing drift Usually, the pollution concentration measured at
point q is not equal to the ground truth value Zq and depends on the sensing technol-
ogy and the quality of sensors. This involves a certain drift in pollution measurements.
The sensing drift is usually given by two parameters aq and bq, which define the mea-
sured concentration that is equal to aq ∗Zq + bq. By introducing parameters aq and
bq in formula 1.6, we get in formula 1.17 the new definition of the estimated pollution
concentration at a given point p depending on the deployed sensors. Using this new
definition, we transform the coverage constraints 1.14 and 1.15 into constraints 1.18
and 1.19, which allows us to include the sensing drift in our coverage model. In this
formulation, parameters aq and bq are assumed to be constants. When it is not the case,
stochastic programming should be used instead of integer programming.

Ẑp =
∑q∈P−{p}Wpq ∗ (aq ∗Zq +bq)∗ xq

∑q∈P−{p}Wpq ∗ xq
(1.17)

∑
q∈P−{p}

Wpq ∗ xq ∗ (aqZq +bq−Zp)≤ Ep ∗ ∑
q∈P−{p}

Wpq ∗ xq

+xp ∗ ∑
q∈P−{p}

Wpq ∗ |aqZq +bq−Zp|, p ∈P (1.18)

∑
q∈P−{p}

−Wpq ∗ xq ∗ (aqZq +bq−Zp)≤ Ep ∗ ∑
q∈P−{p}

Wpq ∗ xq

+xp ∗ ∑
q∈P−{p}

Wpq ∗ |aqZq +bq−Zp|, p ∈P (1.19)

Taking into account weather conditions Air pollution dispersion highly depends
on weather conditions such as wind and temperature. For instance, reference pollution
concentrations Zp can be totally different if there is a change in wind direction. In
order to cope with that, we consider multiple snapshots of reference concentrations.
The resolution of snapshots may be yearly, monthly or daily depending on the needed
deployment accuracy and the data availability. Let T be the set of snapshots and
Z t

p be the reference pollution concentration at point p in snapshot t. We propose to
ensure that constraints 1.18 and 1.19 are verified for each snapshot t ∈ T , hence we
get constraints 1.20 and 1.21. This allows us to place sensor nodes while taking into
account the different weather scenarios corresponding to each pollution snapshot.
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∑
q∈P−{p}

Wpq ∗ xq ∗ (aqZ
t

q +bq−Z t
p)≤ Ep ∗ ∑

q∈P−{p}
Wpq ∗ xq

+xp ∗ ∑
q∈P−{p}

Wpq ∗ |aqZ
t

q +bq−Z t
p |, p ∈P, t ∈T (1.20)

∑
q∈P−{p}

−Wpq ∗ xq ∗ (aqZ
t

q +bq−Z t
p)≤ Ep ∗ ∑

q∈P−{p}
Wpq ∗ xq

+xp ∗ ∑
q∈P−{p}

Wpq ∗ |aqZ
t

q +bq−Z t
p |, p ∈P, t ∈T (1.21)

Connectivity

We formulate the connectivity constraint as a network flow problem. We consider the
same potential positions set P for sensors and sinks. We first denote by Γ(p), p ∈P ,
the set of neighbors of a node deployed at the potential position p. This set can be
determined using sophisticated path loss models. It can also be determined using the
binary disc model, in which case Γ(p) = {q ∈ P where q ∈ Disc(p,R)} where R is
the communication range of sensors. Then, we define the decision variables gpq as
the flow quantity transmitted from a node located at potential position p to another
node located at potential position q. We suppose that each sensor of the resulting WSN
generates a flow unit in the network, and verify if these units can be recovered by sinks.
The following constraints ensure that the deployed sensors and sinks form a connected
wireless sensor network; i.e. each sensor can communicate with at least one sink.

∑
q∈Γ(p)

gpq− ∑
q∈Γ(p)

gqp ≥ xp− (N +1)∗ yp, p ∈P (1.22)

∑
q∈Γ(p)

gpq− ∑
q∈Γ(p)

gqp ≤ xp, p ∈P (1.23)

∑
q∈Γ(p)

gpq ≤ N ∗ xp, p ∈P (1.24)

∑
p∈P

∑
q∈Γ(p)

gpq = ∑
p∈P

∑
q∈Γ(p)

gqp (1.25)

∑
p∈P

yp ≤ M (1.26)

Constraints 1.22 and 1.23 are designed to ensure that each deployed sensor, i.e.
such that xp = 1, generates a flow unit in the network. These constraints are equivalent
to the following.

∑
q∈Γ(p)

gpq− ∑
q∈Γ(p)

gqp


= 1 i f xp = 1,yp = 0
= 0 i f xp = yp = 0
≤ 0,≥−N i f xp = 1,yp = 1
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The first case corresponds to deployed sensors that should generate, each one of
them, a flow unit. The second case, combined with constraint 1.24, ensures that absent
nodes, i.e. xp = yp = 0, do not participate in the communication. The third case
concerns deployed sinks, and ensures that each sink cannot receive more than N units.
Constraint 1.25 means that the overall flow is conservative. The flow sent by deployed
sensors has to be received by deployed sinks. Finally, constraint 1.26 allows to fix the
maximum number of sinks M of the resulting network.

ILP model

The ILP model allowing for air pollution mapping based on predicted pollution maps
is as follows:

[ILP 1]
Minimize (1.5)

Sub ject to. (1.16),(1.20),(1.21),(1.22),(1.23),(1.24),(1.25)
and (1.26)

1.4.2 Simulation results
In this section, we present the simulations that we have performed in order to validate
our model and analyze its performances. We first present the data set that we have used
and the common simulation parameters. Then, we give a proof-of-concept in order
to show how error-bounded deployment is done. Finally, we analyze the results of
pollution coverage and network connectivity while studying the compromise between
the estimation precision and the deployment cost under different configurations of the
correlation distance.

Simulation dataset

In order to consider the real dispersion of air pollutants in the reference pollution con-
centrations Z t

p , we perform our simulations on 2 pollution snapshots generated by an
enhanced atmospheric dispersion simulator called SIRANE [33]. This simulator is
designed for urban areas and takes into account the impact of street canyons on pollu-
tion concentrations. The dataset has been provided by Air-Rhone-Alpes, which is an
observatory for air pollution monitoring within the Lyon region of France [35].

We depict the 2 reference pollution maps in Figure 1.1. We focus on nitrogen diox-
ide (NO2) monitoring since this pollutant is mainly due to road traffic. We evaluate our
ILP model on the La-Part-Dieu district, which is the heart of the Lyon City. Pollution
map granularity is around 5 meters and concentrations correspond to the years 2012
and 2013.

We have implemented the ILP formulation using IBM ILOG CPLEX Optimization
Studio and used a computer with Intel Xeon E5649 processor under Linux. Simulation
parameters are summarized in Table 1.6. We discretize the deployment region which
is of around 0.7km2 using a resolution of 50 meters, thus we get 306 discrete points.
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(a) NO2 concentrations (µg/m3) of 2012 (b) NO2 concentrations (µg/m3) of 2013

Figure 1.1: Reference NO2 concentrations in Lyon La-Part-Dieu district, average over
years 2012 and 2013 (Ref:Air-Rhone-Alpes).

We consider all these points as potential positions of nodes. We use the same tolerated
estimation error Ep = E for all the points p∈P . By default, we use the distance along
roads for the evaluation of the correlation coefficients and we suppose that sensing is
perfect. In addition, we fix the maximum number of sinks to 1 in order to get mono-
sink networks.

Parameter Notation Value
Number of discrete points N 306
Maximum correlation distance d 100m
Attenuation coefficient of correlation distance α 2
Communication range of sensor nodes R 150m
The tolerated estimation error at point p Ep 10µg/m3

The maximum number of sinks M 1
The cost of deploying a sensor at point p csensor

p 1 unity
The cost of deploying a sink at point p csensor

p 10 unities

Table 1.3: Default values of simulation parameters.

Proof of concept

In order to validate our formulation of error-bounded WSN deployment, we ran the ILP
model using the 2 reference pollution maps while considering 3 values for the tolerated
estimation error: 2, 5 and 8 µg/m3. We depict in table 1.4 the resulting optimal cost
corresponding to the snapshot of 2012 alone, the snapshot of 2013 alone and the two
snapshots together (using formulations given in section 1.4.1). We notice that snapshot
2012 needs more sensors than snapshot 2013. This is because the range of pollution
concentrations is larger in snapshot 2012 as shown in figure 1.1, which involves higher

15



pollution variability and thus more interpolation errors. In addition, when trying to
satisfy both of the two snapshots, we place at least the sensors that are required by
snapshot 2012 since this snapshot is more complicated than the other one.

Tolerated estimation error 2µg/m3 5µg/m3 8µg/m3

Snapshot 2012 alone 221 146 105
Snapshot 2013 alone 171 67 48

Snapshots 2012 and 2013 together 237 148 105

Table 1.4: Deployment cost (monetary units) depending on snapshots and the tolerated
estimation error.

We now depict in Figure 1.2 the obtained positions of sensors and sinks when using
only snapshot 2012. We evaluate at each point of the map the estimated concentration
and then we calculate the resulting estimation error, i.e. the difference between the
reference concentrations and the estimated concentrations. The obtained errors are
also depicted in Figure 1.2.

We notice that more sensors are used when the tolerated estimation error decreases.
This is expected since better deployment precision needs more sensor nodes. In addi-
tion, Figure 1.2 shows that the maximum error value is bounded by the tolerated esti-
mation error, which fits with our coverage formulation. Moreover, the obtained nodes
form a connected network as formulated in our connectivity constraint. In the next
simulation cases, we execute the model only on the snapshot of year 2012.

Evaluation of the coverage results

In this simulation scenario, we study the dependency between the deployment preci-
sion and the needed number of sensors under different configurations of the correlation
distance. Since we are studying the cost of the monitoring precision, we execute only
the coverage constraint. We depict in Figure 1.3 the optimal deployment cost depend-
ing on the tolerated estimation error while considering two different functions of the
correlation distance: the Euclidean distance and the distance along roads. We notice
in the two curves that fewer sensors are needed when the tolerated estimation error
decreases. This is because less tolerated estimation error involves high-precision de-
ployment and thus more nodes. In addition, the Euclidean distance gives less number
of sensors, which is explained by the fact that the distance along roads is more realistic
and hence involves more nodes to better estimate pollution concentrations.

We now investigate the impact of the correlation distance on the number of sensors
that are needed to cover a point where no sensor in deployed. We consider different
configurations of the maximum correlation distance d and the attenuation coefficient of
the correlation distance α . We depict in Figure 1.4 the average number of sensors that
are deployed within the maximum correlation distance d of each point where no sensor
is deployed. We notice that fewer sensors are used when considering greater values
of the attenuation coefficient α and less values of the maximum correlation distance
d. To explain this, we recall that smaller values of the d parameter allow to consider
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(a) Ep = 2µg/m3 (b) Ep = 5µg/m3

(c) Ep = 8µg/m3

Figure 1.2: Deployments with increasing estimation errors (µg/m3) for snapshot 2012.
Sensors (respectively sinks) are depicted using "plus signs" (respectively stars).

less points in the interpolation formula, and higher values of the α parameter allow
to assign smaller values of correlation coefficients to the far sensors. This means that
with smaller values of d and higher values of α , the interpolation is done with fewer
sensors, which fits with the results depicted in Figure 1.4.

Evaluation of the network connectivity

In this simulation case, we analyze the deployment cost that is due to the connectiv-
ity constraint, which involves the deployment of sink and relay nodes. We consider
3 possible values of the communication range of sensor nodes: 80m for short range
communications like ZigBee, 150m for medium range communications like WiFi and
1000m for long-range communications. We evaluate the number of nodes depending
on the tolerated estimation error and depict the results in Fig. 1.5. Obviously, the
longer the communication range, the less the number of sensors is. However, the tol-
erated estimation error has a considerable impact on the connectivity of the network.
On the one hand, the medium and long range communications involve nearly the same
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Figure 1.3: Optimal coverage cost vs. tolerated estimation error.

number of nodes. For instance, when estimation errors are less than 10µg/m3, the
medium range communications need at most only two more nodes than the high range
communications. This is explained by the fact that small tolerated errors imply a very
high density of the network so that sensors are placed almost in all positions. On the
other hand, short range communications are very costly and need almost 70% more
nodes than the long range communications when the estimation errors reach 15µg/m3.
This is because the distance between sensor nodes that are responsible for coverage is
very important when high estimation errors are tolerated, which causes the need of too
much relay nodes if the communication range is very short.

1.5 Model 2: WSN deployment for air pollution detec-
tion based on predicted data

In this section, we present an integer programming model of WSN deployment ensur-
ing air pollution detection based on spatial analysis of air pollution predicted maps.
We consider as input of the model a set of air pollution zones where sensors have to
be deployed. This set of zones is determined using ZSCAN, an extension of DBSCAN
which is a well-known and widely used spatial data clustering algorithm [36]. The ILP
model that we present in this section allows to perform a minimum-cost deployment of
sensors while ensuring pollution coverage and network connectivity in a joint way. We
evaluate the ILP model on a data set of the Paris city and analyze the impact of some
parameters on the deployment results.

1.5.1 Problem formulation
Overview

In order to deploy sensors efficiently in a given city, the ILP model requires as a pri-
mary input, air pollution predicted maps. Given a pollutant to monitor, this consists
of estimated values of the pollutant concentrations in the whole city for different time
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(a) Impact of the maximum correlation distance

(b) Impact of the attenuation coefficient of correlation distance

Figure 1.4: Impact of correlation distance parameters on the mean number of neighbors
per point.

instants. As explained in section 1.3, these concentrations can be estimated using at-
mospheric dispersion modeling based on the locations of pollution sources and meteo-
rological data. They can be also obtained using interpolation algorithms based on some
measurements established by a set of monitoring stations.

In the following, we denote by T the set of time instants when pollution is esti-
mated, and I the set of spatial points representing the city. The second set is defined
by applying a high resolution discretization process. For each time instant t ∈ T and
spatial point i ∈I , let Ct,i denote the estimated or measured pollution concentration.
In addition to air pollution estimated concentrations, the model also requires data on
sensor potential positions, this corresponds to positions where sensors can be deployed.
We denote in what follows this set by P .

Before the execution of the ILP model, a spatial clustering algorithm is applied to
the air pollution maps in order to determine pollution zones that are due to the same
pollutant sources. The ILP model allows to define a mono-sink connected wireless
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Figure 1.5: Optimal number of sensors depending on the communication range.

sensor network that covers all the pollution zones z ∈Z while minimizing the deploy-
ment cost. Pollution monitoring is ensured by deploying at least one sensor in each
pollution zone to ensure the coverage constraint. Once the deployment positions of
the connected sensors are determined, the sink location can be defined among sensor
positions in order to optimize energy consumption, end-to-end transmission delay, etc.
The sets used in the ILP model are summarized in table 1.5.

Notation Description
T Set of time instants of pollution estimations
I Set of discrete points of pollution estimations
P Set of potential positions of sensors and sinks
Z Set of pollution zones

Table 1.5: Summary of the model sets.

Identification of pollution zones

We present hereafter ZSCAN, a clustering algorithm which is applied to the estimated
concentrations in order to group points that belong to the same pollution zone.

As presented in Algorithm 1, ZSCAN identifies all the pollution zones occurring
in each time instant. To this end, pollution peaks, i.e. points having the highest pol-
lution concentration, are first identified. A pollution zone is created every time a peak
is identified using the construct function, which starts by adding all the neighbors of
the pollution peak i to the zone under construction. The neighborhood of a point in the
map is defined as the set of closer and unvisited points whose pollution concentration
estimated in t is less. The neighbors of each chosen point are then added to the current
zone. This process stops when it arrives at a point whose neighborhood set is empty,
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Algorithm 1 ZSCAN

Inputs: T ,I ,{Ct,i; t ∈T , i ∈I }
Output: Z
Z ← /0
for t ∈T do

Mark all the points in I as unvisited
repeat

Let i be the unvisited point having the highest
concentration Ct,i
z← construct(i, t)
Mark all the points in z as visited
z← f ilter(z,∆C)
z← points_to_polygon(z)
Z ←Z ∪{z}

until all the points in I are visited

meaning that its neighbors have higher pollution concentration values. Once the cur-
rent pollution zone is completely identified, a filtering function is applied to keep only
points where pollution concentration is sufficiently closer the peak value, i.e. points
where pollution concentration difference with the peak value is less than a threshold
that we denote by ∆C. This increases the chance that a sensor deployed in the detected
zone is able to monitor the corresponding pollution sources. At the end, a geometrical
form is given to the found zone by applying the function points_to_polygon.

The main difference between DBSCAN and ZSCAN is that this latter visits points
in an ordered way, starting by pollution peaks, and then expands the peak neighborhood
to detect pollution zones.

ILP deployment model

Let G = {V,A} be a flow oriented graph where vertices set V corresponds to the pol-
lution zones and the sensors potential positions, i.e. Z ∪P . Note that each zone is
considered as a single vertex. Let A(i) denote the neighborhood of i ∈V . We define a
first set of arcs from each pollution zone z ∈Z to sensor potential positions p that are
within its region, i.e. p ∈ z. A second set of arcs is defined from each sensor potential
position p ∈P to positions which are in its communication range that we denote by
Γ(p).

The idea behind the formulation is that each pollution zone inserts one flow unit
in the network through the first set of arcs. For a given selected positions of sensor
nodes, the latter ensures network coverage and connectivity if and only if the received
units from pollution zones can be forwarded by these nodes through the second set of
arcs so that a chosen pollution zone can recover all the generated units (which ensures
the connectivity of the defined graph). This particular zone does not generate units
but recovers all of them from a sensor that is placed within its region. With these
considerations, the selected sensor positions ensure jointly coverage and connectivity
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if the recovering pollution zone gets all the flow units generated by the other pollution
zones and forwarded by the selected sensors. Indeed, Flow passing in the first set of
arcs guaranties coverage, and connectivity is verified due to flow forwarded by only
selected positions through the second set of arcs. In what follows, we choose the first
pollution zone Z 0 to be the one that recovers flow units, meaning that the other zones
generate, each one, a unique flow unit.

We use binary decision variables xp to specify if a sensor should be placed at a
position p or not. Sensors cost may depend on their positions, thus we denote by
costp the cost of deploying a sensor at a position p. We also define the positive integer
decision variables fi j as the flow quantity transmitted from i to j. The flow domain is
set to {0, |Z |−1} for j = Z 0 in order to ensure that Z 0 recovers the units from only
one sensor.

The proposed model ILP 2 minimizes the overall deployment cost as formulated in
the objective function. Constraints 1.28 ensure that each pollution zone except the first
one generates exactly a flow unit. Sensors are flow conservative thanks to constraints
1.30. Constraints 1.31 ensure that sensors that are not selected (xp = 0) do not partic-
ipate in communication. This means that generated flow units will be transmitted by
only present sensors. Finally, the first pollution zone receives all the generated units,
thanks to constraint 1.29.

[ILP 2] Min ∑
p∈P

costp ∗ xp (1.27)

S.T.

∑
p∈z

fzp = 1, z ∈Z −{Z 0} (1.28)

∑
p∈Z 0

fpZ 0 = |Z |−1 (1.29)

∑
q∈A(p)

fpq− ∑
q∈A(p)

fqp = 0, p ∈P (1.30)

∑
q∈A(p)

fpq <= (|Z |−1)∗ xp, p ∈P (1.31)

After the execution of the ILP model, one of the selected sensor positions can be
designated as the sink position since the resulting sensor positions form a connected
network. As we are investigating the use of urban facilities in this work, i.e. energy
constraints are alleviated, we will consider in the simulation part the sensor-to-sink
delay as the main metric for the location of the sink position. One way to do that is
to first determine shortest paths between all the pairs of the sensor positions using the
delay metric. Then, an optimization model similar to the works presented in [15, 16]
can be used in order to find an optimal sink location that minimizes the maximum delay
in the network.
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1.5.2 Simulation results
In this section, we present the simulations that we have performed in order to validate
our model and analyze its performances. We first present the data set that we have used
and the common simulation parameters. Then, we give a proof-of-concept showing the
use of the ZSCAN algorithm and validating the ILP deployment model. Finally, we
analyze the impact of some parameters on the coverage and connectivity results.

Simulation dataset

We evaluate the ILP model on a pollution dataset of the Paris city while we focus
on monitoring NO2 pollutant particles (Nitrogen dioxide). The pollution dataset was
provided by AirParif, a French air quality monitoring association. We based on pol-
lution data measured by 22 monitoring stations to estimate pollutant concentrations in
the whole city. Because pollution achieved maximum values in Paris in March 2014
[37], we decided to base on pollution estimation for some periods of this month where
pollution concentrations were high. Overall, we constructed 10 snapshots of pollution
concentrations. We used the kriging interpolation method to estimate the pollution val-
ues with a map resolution of 100 meters. A set of 21201 spatial data records was then
obtained for each snapshot. In addition to pollution data, we used lamppost locations
as sensors potential positions P . The lampposts dataset was provided by the open data
service of the Paris city. We summarize in table 1.6 the common values of simulation
parameters.

Parameter value
Map discretization resolution (for set I ) 100m
Number of time instants (set T ) 10
∆C (used in ZSCAN) 5µg/m3

Sensors communication range (used for Γ(p), p ∈P) 100m
Sensors cost (costp, p ∈P) 1 unity (constant)

Table 1.6: Default values of simulation parameters

Proof of concept

First, we execute the ZSCAN algorithm to identify pollution zones where sensors will
be deployed. Pollution peaks are detected and then expanded to form these zones.
Points in each obtained pollution zone have as maximum concentration difference with
the pollution peak of the zone 5µg/m3, this corresponds to the value of the parameter
∆C as mentioned in table 1.6. A number of pollution zones is extracted from each
time snapshot. The execution of the spatial clustering algorithm identified 29 pollution
zones that occurred in March 2014, these zones are depicted in Figure 1.6. We notice
that some zones occur in different snapshots with a little bit different shape. This is
because these zones correspond usually to the same pollutant sources, the different
shapes are due to the evolution of weather conditions.
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In order to alleviate the execution of the ILP model, we propose to group pollution
zones that share intersections into a region site where a mono sink sensor network will
be deployed. In this simulation case, four sites were identified and are illustrated in
Figure 1.6.

We now execute the ILP 2 optimization model in order to find sensor optimal
positions based on the generated pollution zones. The ILP model is executed on each
site to locate sensors ensuring coverage and connectivity. The results are depicted
in Figure 1.6. The latter shows that sensors are placed in intersections in order to
minimize the financial cost. In addition to sensors placed to ensure the coverage of
pollution zones, Figure 1.6 shows that some sensors are deployed to serve as relay
nodes and hence ensure the network connectivity.

As menionned in the previous section, we base on the works of [15, 16] in order
to find the optimal positions of sinks while minimizing the maximum sensor-to-sink
delay. We consider in our tests that the delay is linearly proportional to the hop count
to the sink. Results are depicted in the same figure 1.6. We notice that sinks are placed
in the center of each sub-network, which minimizes the maximum hop count and thus
the maximum sensor-to-sink communication delay.

Evaluation of the coverage results

In this section, we assess the coverage of the model ILP 2 while showing a compar-
ison to the literature generic formulation presented in section 1.2 (i.e. coverage and
connectivity are modeled independently, coverage is formulated by analogy to the Set
Covering Problem using a basic detection model and connectivity formulation is based
on the flow concept).

The coverage formulation of ILP 2 takes into account the nature of the phenomenon
based on spatial analysis of pollution data. This is not the case of the generic formu-
lation given in the literature, which assumes that a sensor is able to detect pollutants
within a detection range, i.e. pollution is homogeneous within the detection range of a
sensor. Even though this assumption is unrealistic since sensors can only detect pollu-
tants that come into their contact, we compare in this simulation scenario the coverage
cost given by our model and the generic formulation.

We depict in Fig. 1.7 the coverage deployment cost of sites 2 and 3 obtained us-
ing the generic formulation while considering different values of the detection range
compared to our model. Fig. 1.7 shows that our model is at least 5 times better than
the generic approach when the detection range is less than or equal to 500m. The
coverage cost computed by the generic approach decreases when the detection range
increases. However, our model remains better since pollution cannot be homogeneous,
as assumed in the generic approach, especially within very large detection ranges.

Evaluation of the network connectivity

We now analyze the deployment cost given by the model ILP 2 for sites 2 and 3 while
considering different values of the communication range of nodes. We plot in Fig.
1.8 the obtained results. We recall that the optimum value of deployment cost when
connectivity constraint is not taken into account is equal to 2 as shown in Fig. 1.8.
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Figure 1.7: Optimal coverage deployment cost given by the generic formulation de-
pending on the detection range of sensors.

We notice that the larger the communication range, the smaller the deployment cost
is. This is expected since using a larger communication range allows to minimize the
number of nodes used to connect sensors which are positioned within pollution zones.
Fig. 1.8 also shows that when the communication range increases significantly, the
overall deployment cost tends to the coverage deployment cost.

Figure 1.8: Optimal deployment cost given by our model depending on the communi-
cation range of nodes.
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1.6 Model 3: WSN deployment for air pollution detec-
tion based on emission inventory

In this section, we present an ILP optimization model for the deployment of WSN for
air pollution detection. Based on the pollution dispersion modeling applied on pollu-
tion emission inventory and the ILP related works, we first present pollution coverage
and network connectivity independently. Then, we show how both coverage and con-
nectivity can be formulated in a joint way using the flow concept. The ILP model takes
into account the probabilistic sensing of pollution sensors and is designed to handle
multiple scenarios of weather conditions. We apply the model on a data set of the Lon-
don city in order to assess the impact of the model inputs on the deployment results.

1.6.1 Problem formulation
Overview

We base our coverage formulation on a pollution dispersion model. For the sake of
clarity, we use the Gaussian dispersion model presented in section 1.3.1 in order to
define the inputs of the ILP deployment model. However, these inputs can be also
provided by other dispersion models, which may take into account the impact of build-
ings and urban structures. Pollution sources include industrial sources as well as traffic
sources such as highways and crossroads. Table 1.7 depicts the main notations used in
the integer programming model.

In the following, we consider a set of a predefined potential positions, denoted
P , which is obtained by discretizing the deployment field while considering only the
allowed positions. In free space environments without deployment restrictions, that
would be a regular grid. We denote N = |P| the number of potential positions. The
locations of pollution sources, e.g. factories, sewage treatment plants, crossroads, high-
ways..., is denoted I . M denotes the number of pollution sources. Let the binary
decision variables xp, resp. yp, define if a sensor, resp. a sink, is placed at position p.

We consider that sinks are equipped with pollution sensors. They are also con-
nected to a backbone network. Deploying a sink is therefore more expensive than a
regular sensor node. The cost of deploying a sensor, resp. a sink, at position p is
denoted csensor

p , resp. csink
p .

Objective function

The optimization model minimizes the sensors and sinks overall deployment cost.
Thus, the objective function is defined as follows:

F = ∑
p∈P

csensor
p · xp + ∑

p∈P
csink

p · yp (1.32)

Since a sink embeds sensing capabilities, a sink and a sensor cannot be deployed at
the same potential position p as formulated in constraint 1.33.

xp + yp ≤ 1, p ∈P (1.33)
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Sets
P Set of potential positions of sensors and sinks
N Number of sensors and sinks potential positions
I Set of pollution sources
M Number of pollution sources
S Set of weather scenarios

Parameters
Z s

i The pollution zone formed by source i under scenario s
Bs

ip Define whether the position p belongs to the zone Zs
i or not

Γ(p) The neighborhood of the potential position p
csensor

p The cost of deploying a sensor at position p
csink

p The cost of deploying a sink at position p
β Minimum coverage probability to ensure for each zone
W s

ip The probability of detecting the zone Zs
i at position p

δ Percentage of scenarios that have to be taken into account
αs Probability that scenario s is realized
C0 Pollutant concentration threshold

Variables
xp Define whether a sensor is deployed at position p or not

xp ∈ {0,1}, p ∈P
yp Define whether a sink is deployed at position p or not

yp ∈ {0,1}, p ∈P
ts
i Define whether the zone Z s

i is covered or not
ts
i ∈ {0,1}, i ∈I , s ∈S

gpq Flow quantity transmitted from node p to node q
gpq ∈ {0,1, ...}, p ∈P, q ∈ Γ(p)

f s
ip Flow quantity transmitted from zone Z s

i to node p
f s
ip ∈ {0,1}, i ∈I , s ∈S , p ∈Z s

i

Table 1.7: Main notations used in the deployment model.

Coverage

The coverage constraints rely on the modeling of the atmospheric dispersion. We as-
sume that pollution sources release pollutants independently and may have simultane-
ous release. Our formulation ensures the coverage of threshold crossings in all cases.
As explained in section 1.3.1, pollution concentrations vary depending on weather con-
ditions. Hence, we consider a set of possible weather scenarios S that can be obtained
based on statistical data or weather forecast. A scenario corresponds to a tuple of am-
bient temperature T , wind velocity Vw and wind direction Dw: s = (T s,V s

w,D
s
w). Each

scenario s has probability αs to happen. We assume that S is a partition of the space
of weather conditions, i.e. ∑s∈S αs = 1 and s1∩ s2 = /0, ∀s1,s2 ∈ S. Here s1∩ s2 = /0
if the weather scenario s1 occurs independently from s2.
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Using an atmospheric dispersion model, we determine the set of generated pollu-
tion zones. Each zone Z s

i corresponds to the geographical area, i.e. set of positions,
where the pollution threshold is crossed when the pollution source i is releasing pollu-
tants under the weather scenario s.

Let the binary parameter Bs
ip denote whether a position p belongs to Z s

i or not.
A pollution zone Z s

i is therefore the set {p ∈P where Bs
ip = 1}. When using the

pointwise Gaussian dispersion model, the value of Bs
ip is calculated using Formula

(1.34) where σy, σz, Q and H are the parameters presented in Section 1.3, p = (x,y,z)
and C0 is the threshold of pollutant concentration above which a point is considered as
polluted.

Bs
ip =

1 if
Q

2πV s
wσyσz

e−
y2

2σy (e−
(z−H)2

2σy + e−
(z+H)2

2σy )≥C0

0 otherwise
(1.34)

A sensor exposed to a given pollutant will detect its concentration with a probability
depending on the sensing accuracy. We denote W s

ip ∈]0,1[ the probability of detecting
the pollution source i under the weather scenario s at position p, p ∈ Zs

i . The W s
ip

parameters are mainly due to the technical characteristics of pollution sensors and are
not related to the dispersion model.

Once the pollution zones Z s
i are identified and the probability parameters W s

ip are
computed, we formulate the coverage of each pollution source i under each weather
scenario s with a probability β in constraint 1.35.

∏
p∈Z s

i

(1−W s
ip · (xp + yp))≤ (1−β ), i ∈I , s ∈S (1.35)

When a sensor or a sink is placed at position p, i.e. xp + yp = 1, 1−W s
ip · (xp + yp)

is then equal to 1−W s
ip, the probability that the node deployed at p do not cover the

pollution zone Zs
i at position p. Assuming that the detection events are independent

among all potential positions, constraint 1.35 ensures therefore that each zone Zs
i is

covered with a probability β ∈]0,1[.
Constraint 1.35 ensures that each pollution source is covered with a probability

β under each scenario s. One could want to relax this constraint and ask only for
the coverage of each pollution source under δ percent of weather scenarios, with a β

probability for each scenario. For that, we introduce the binary variable ts
i that define

whether source i is covered during weather scenario s. Therefore ts
i = 1 if a sufficient

number of sensors is placed in the pollution zone Zs
i . The percentage of weather con-

ditions where i can be detected is the sum of the probabilities that a scenario in which i
is detected happens. As a result, the coverage formulation of the partial coverage case
is given by the constraints 1.36 and 1.37.

∏
p∈Z s

i

(1−W s
ip · (xp + yp))≤ (1−β · ts

i ), i ∈I ,s ∈S (1.36)

∑
s∈S

ts
i ·αs ≥ δ , i ∈I (1.37)
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Constraint 1.36 should be linearized in order to get an ILP formulation. We first
apply the log function.

log ∏
p∈Z s

i

(1−W s
ip · (xp + yp))≤ log(1−β · ts

i ), i ∈I ,s ∈S (1.38)

∑
p∈Z s

i

log(1−W s
ip · (xp + yp))≤ log(1−β · ts

i ), i ∈I ,s ∈S (1.39)

Since xp + yp and ts
i are binary, the log can be rewritten as follows and constraint

1.40 is linear.

∑
p∈Z s

i

(xp + yp) · log(1−W s
ip)≤ ts

i · log(1−β ), i ∈I ,s ∈S (1.40)

Connectivity

As in [38, 12] and [39], we formulate in this first model the connectivity constraint as
a network flow problem. In contrast to these works, we consider the same potential
positions set P for sensors and sinks and we do not assume that potential positions
of sinks are known or different from those of sensors. We first denote by Γ(p), p ∈
P the set of neighbors of a node deployed at the potential position p. This set can
be computed using any adequate propagation models. Then, we define the decision
variables gpq as the flow quantity transmitted from a node located at potential position
p to another node located at potential position q. We suppose that each sensor of the
resulting WSN generates a flow unit in the network, and verify if these units can be
recovered by sinks. The following constraints ensure that deployed sensors and sinks
form a connected wireless sensor network; i.e. each sensor can communicate with at
least one sink.

∑
q∈Γ(p)

gpq− ∑
q∈Γ(p)

gqp ≥ xp−N · yp, p ∈P (1.41)

∑
q∈Γ(p)

gpq− ∑
q∈Γ(p)

gqp ≤ xp, p ∈P (1.42)

∑
q∈Γ(p)

gpq ≤ N · xp, p ∈P (1.43)

∑
p∈P

∑
q∈Γ(p)

gpq = ∑
p∈P

∑
q∈Γ(p)

gqp (1.44)

Constraints 1.41 and 1.42 are designed to ensure that each deployed sensor, i.e.
such that xp = 1, generates a flow unit in the network. These constraints are equivalent
to the following.

∑
q∈Γ(p)

gpq− ∑
q∈Γ(p)

gqp


= 1 i f xp = 1,yp = 0
= 0 i f xp = yp = 0
≤ 0,≥−N i f xp = 0,yp = 1
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The first case corresponds to deployed sensors that should generate, each one of
them, a flow unit. The second case, combined with constraint 1.43, ensures that absent
nodes, i.e. xp = yp = 0, do not participate in the communication. The third case con-
cerns deployed sinks, and ensures that each sink cannot receive more than N units.
The case xp = yp = 1 is not possible because of constraint 1.33. Constraint 1.43 en-
sures also that deployed sinks cannot transmit flow units, and only act as receivers.
Constraint 1.44 means that the overall flow is conservative. The flow sent by deployed
sensors has to be received by deployed sinks.

ILP Model

Now, we propose to combine coverage and connectivity constraints defined in the two
previous sections using only the flow concept. By considering pollution sources as a
part of the network, we obtain a homogeneous coverage/connectivity formulation as
a network flow problem. Each pollution source i should transmit some flow units to
potential nodes p which are located within the pollution zone corresponding to each
weather scenario s i.e. p ∈ Z s

i . In addition, sensors are flow conservative and the
sinks receive the flow units generated by pollution sources. Therefore, the definition
of the joint coverage/connectivity is to ensure that sinks will be informed each time
that a threshold crossing occurs. In this regard, a sensor has to receive at most one unit
from a given pollution zone. We hence define the binary decision variable f s

ip as the
flow quantity from the pollution source i to the potential node p in the case of weather
scenario s. The following constraints ensure coverage and connectivity for air pollution
detection in a joint way.

∑
s∈S

ts
i ·αs ≥ δ , i ∈I (1.45)

∑
p∈Z s

i

f s
ip · log(1−W s

ip)≤ ts
i · log(1−β ), i ∈I ,s ∈S (1.46)

∑
i∈I ,s∈S :p∈Z s

i

f s
ip + ∑

q∈Γ(p)
gqp−gpq ≤N M |S |yp, p ∈P (1.47)

∑
i∈I ,s∈S :p∈Z s

i

f s
ip + ∑

q∈Γ(p)
gqp−gpq ≥ 0, p ∈P (1.48)

∑
q∈Γ(p)

gpq ≤N M |S |xp, p ∈P (1.49)

f s
ip ≤ xp + yp, p ∈P, i ∈I ,s ∈S (1.50)

Coverage is formulated in constraints 1.45 and 1.46. Constraint 1.45 ensures cov-
erage of each pollution source under a δ percentage of weather scenarios. Constraint
1.46 is derived from constraint 1.40 and ensures that each pollution source i generates
a sufficient number of flow units in the network. Constraint 1.50 enforces that all the
flow units are received by deployed nodes. Thanks to constraints 1.47 and 1.48, when
a sensor is deployed on point p (case yp = 0 and xp=1), we ensure that the inflow of
sensor p is equal to its outflow; i.e. The flow is conservative on deployed sensors. In
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addition, constraints 1.47 and 1.48 also ensure that the sinks are allowed to gather all
the flow units that are generated in the network (case yp = 1 and xp=0). Constraints
1.49 and 1.50 combined with constraints 1.47 and 1.48 ensure that absent nodes do not
participate in the communication. As a results, the deployed sensors have to send the
flow units gathered from pollution sources to the sinks in order to get the connectivity
constraints verified.

Finally, the ILP optimization model can be written as follows:

[ILP 3]
Minimize (1.32)

Sub ject to. (1.33),(1.45),(1.46),(1.47),(1.48),
(1.49) and (1.50)

1.6.2 Simulation results
In this section, we present the simulations that we have performed to evaluate the ILP
3 deployment model. We first present the data set of Greater London that we used in
simulation. Then, as a proof of concept we apply the model to the London Borough
of Camden. Finally, we study the impact of the sink/sensor cost ratio, nodes height,
pollution sources density, the probabilistic sensing of sensors and weather conditions.
This study allows us to derive engineering insights for effective deployments of air
pollution sensors in an urban environment.

Simulation dataset

We evaluate the deployment model on a data set provided by the Greater London com-
munity [40]. London is one of the most polluted cities in Europe [41]. The data set
corresponds to the locations of urban pollution sources. In this data set, mostly urban
facilities have the potential to affect the air quality such as petrol stations, waste oil
burners, cement works, etc. Fig. 1.9 depicts the set of pollution sources, spread over
the 32 boroughs of Greater London. Overall, 1090 pollution sources are considered.
Pollution sources distribution per borough depends on the surface of the borough and
ranges from 6 sources to 161 sources.

In addition to pollution sources locations, we compute the weather scenarios lever-
aging statistical data gathered by a weather station of London. The location of this
station is depicted in Fig. 1.9. We consider weather conditions of each month of the
year averaged over the last past 10 years [42]. The set of weather conditions is depicted
in table 1.8, each scenario corresponds to values of ambient temperature, wind direc-
tion and wind velocity. As proof of concept and without loss of generality, we assume
that weather scenarios provided by the considered weather station are homogeneous in
all the area of Greater London.

ILP formulations are implemented using the IBM ILOG CPLEX Optimization Stu-
dio and executed on a PC with Intel Xeon E5649 processor under Linux. The ILP solver
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Figure 1.9: Pollution sources (squares) and the considered weather station (disk).

Month of year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Ambient temperature (oC) 7 7 9 13 15 19 21 20 18 14 9 7
Wind velocity (m/s) 5 5 5 5 5 5 5 5 5 5 5 5
Wind direction (degree) 225 247 270 270 270 225 225 225 225 202 225 247

Table 1.8: Weather statistics of London.

is executed with a time limit of 30 minutes. The default values of simulation parame-
ters are summarized in Table 1.9. We generate the pollution inputs of our deployment
model using the Gaussian model presented in section 1.3 while considering the pollu-
tant characteristics depicted in table 1.10. We define the nodes neighboring Γ based on
a given transmission range. Moreover, we assume that the cost of nodes is independent
of the position of the node, i.e. csensor

p = csensor and csink
p = csink. Furthermore, we inves-

tigate the coverage of pollution sources with respect to all the considered scenarios, i.e.
δ = 1.0. In addition, we consider that the probabilistic sensing value W s

ip is constant
and equal to 90%.

Proof of concept

As a proof of concept, we first execute the deployment model on the London Borough
of Camden. We use streetlights as potential positions of sensors in order to alleviate
the energy constraints. The streetlights data set was provided by the Camden DataStore
[43]. Camden is spread over an area of around 8km× 6km and contains 19 pollution
sources. Fig. 1.10 depicts the pollution zones obtained by running of the Gaussian
dispersion model while taking into account weather conditions of the month of January.
Fig. 1.10 also shows the obtained positions of wireless sensor network nodes computed
by the deployment model. We notice that sensors are placed at the intersections of the
different pollution zones in order to minimize the coverage deployment cost. Moreover,
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Parameter Value
Nodes transmission range 100m
Nodes height 10m
Sensors cost (csensor

p ) 1 monetary unit
Sinks cost (csink

p ) 10 monetary units
Coverage requirements of pollution zones (β ) 0.98
Coverage requirements of weather conditions (δ ) 1.0
Detection sensitivity of sensors (W s

ip) 0.9
Ambient Temperature (T ) 7oC
Wind velocity (Vw) 5m/s
Wind direction (Dw) 225o

Pollution threshold (C0) 20µg/m3

Table 1.9: Summary of default simulation parameters.

Parameter value
hs 25m
Q 5g/s
V 1.9mm3/s
Ts 30oC
ay 1.36
by 0.82
az 0.275
bz 0.69

Table 1.10: Common values used for simulation of the Gaussian model

the resulting network consists of 7 sub-networks, a sink is deployed in each one and
some sensors are added to ensure connectivity.

The following results have been obtained by running the deployment model on
a hundred of 1200m× 1200m blocks extracted from the Greater London map. The
density of pollution sources varies between 3 and 18 sources per block. We discretize
each block with a resolution of 100m to get a 2D grid of points that we consider as
potential positions of WSN nodes.

Evaluation of the network connectivity

Evaluation of the number of nodes In this simulation case, we analyze the number
of sinks and sensors in the resulting networks while varying the ratio between sink cost
and sensor cost. We plot in Fig. 1.11 the impact of the cost ratio on the optimal number
of sensors and sinks. The cost ratio ranges from 1 to 12 and the results are averaged
over all the London blocks defined in the previous section. On one hand, we notice
that sensors are less used when their cost is close to the sinks cost. For instance, only
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(a) Location of Camden in Greater London (b) Pollution sources and zones

(c) WSN obtained by application of deployment
model. Sensors are depicted in green and sinks
in red.

Figure 1.10: Application of our deployment model to the London Borough of Camden

sinks are used when the cost ratio is equal to 1. On the other hand, when the cost ratio
increases, more sensors are used and the number of required sinks tends to one. As a
result, the network is usually formed by only one sink when the cost ratio is greater
than 10. This is explained by the fact that adding some relay sensor nodes to ensure
connectivity has a less cost than using a lot of sinks that are equipped with pollution
sensors.

In the following simulations, we execute the deployment model with a default value
of sink/sensor cost ratio equal to 10 as shown in table 1.9. Thus, we use formulations
corresponding to the mono-sink case.

Evaluation of the number of hops to sink nodes In this simulation case, we eval-
uate the obtained networks in terms of the number of hops to sink nodes, which is
a measure of the network lifetime and communication delay [44]. As formulated in
our connectivity constraints, the positioning of sink nodes does not take into account
the length of sensor-to-sink paths. However, sinks can be relocated on the obtained
network when the network is monosink, which is the case as shown in the previous
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Figure 1.11: Average number of sinks and sensors depending on their cost ratio.

subsection. The sink node can be relocated in such a way that the maximum distance
to the sink in terms of hops is minimized. This distance is called the radius of the
network and describes how much the network is well connected when considering the
best position of the sink node. If the sink position is given randomly, the maximum
distance to the sink is bounded by the diameter of the network, which is the distance to
the sink node when choosing the worst position of the sink.

We depict in Fig. 1.12 the cumulative distribution functions of the network radius
and diameter. Results show that the network radius is as at most equal to 5 for more
than 96% of the instances. This means that the number of hops to the sink node af-
ter relocation is at most equal to 5 in almost all instances. Moreover, we notice that
the network radius is nearly equal to the diameter of the network for the rest of the
instances, which means that the sink relocation does not improve much the network
connectivity in this case.

Figure 1.12: Cumulative distribution functions of the network radius and diameter.
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Evaluation of the coverage results

Impact of nodes height We now study the impact of the height at which are placed
sensors and sinks on the deployment cost. We assume that the height of pollution
sources is equal to 25m, and all the sensors and sinks are deployed at the same height,
which is considered in the range from 5 to 40 meters. We plot in Fig. 1.13 the sensors
and sinks overall deployment cost depending on their height when applying two differ-
ent weather scenarios, those corresponding to January and December. The results are
averaged over all the London blocks. On one hand, we notice that the deployment cost
is minimal when the nodes height is close to the effective release height of pollution
sources H, which is nearly equal to 25.1 in our case. This is explained by the fact
that pollution concentration gets the highest values when being near to the pollutant
effective release height H. On the other hand, pollutants are more likely to drop than
to increase, which is due to gravitation. Indeed, the deployment cost at 40m is much
greater than the deployment cost at 5m. Fig. 1.13 also shows that when using different
weather scenarios, the deployment cost is not the same. Indeed, weather conditions
impacts the disposition of pollution zones allowing for more or less intersections. As
a result, the obtained WSN topology depends on the weather conditions taken into
account.

Figure 1.13: Deployment cost average depending on nodes height with different
weather conditions.

Impact of pollution sources density In this scenario, we study the impact of pollu-
tion sources density on the deployment cost. For this purpose, we take the results of
the previous scenario corresponding to January weather conditions and averaged with
respect to the number of pollution sources of each instance, i.e. the number of pollution
sources within each block instance. We plot in Fig. 1.14 the deployment cost variations
depending on the nodes height while considering three different densities: 4, 5 and 6
pollution sources per instance. Fig. 1.14 shows that more there are pollution sources
in the environment, more there are sensors required and thus higher is the deployment
cost. This can be explained by the number of pollution zones that increases with the
number of pollution sources, and thus requires much sensors to ensure the coverage
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requirements. In addition, the increasing in the deployment cost from 5 sources den-
sity to 6 sources density is less than the increasing from 4 sources density to 5 sources
density. This is because when the number of pollution sources increases, more inter-
sections between pollution zones appear and affect the increasing of the deployment
cost.

Figure 1.14: Deployment cost average depending on nodes height and pollution sources
density.

Impact of probabilistic sensing The probabilistic sensing of pollution sensors is
one of the most important factors that affect the topology of sensor networks used
for pollution monitoring. Fig. 1.15 depicts the average cost of the resulting deploy-
ments of the block instances while considering two values of the detection sensitivity
of sensors: W s

ip = 0.9 and W s
ip = 0.8. As expected, using sensors with better detection

sensitivity yields less deployment cost. We notice that the ratio between the two curves
is around 1.1. This is explained by the intersection existence between the different
polluted zones, which means that in some cases a sensor can monitor more than one
pollution source.

Impact of the number of weather conditions In this simulation case, we study the
impact of using a small number of weather scenarios on the deployment results. It is
clear that when considering all the possible weather scenarios, the resulting WSN en-
sures better pollution monitoring. However, when there is a huge number of weather
scenarios, considering a less number of these scenarios alleviates the deployment model
allowing their application on large-scale instances.

We recall that S is the set of the monthly weather scenarios presented in table 1.8.
Given a subset S ′ of S , we define the missed pollution zones percentage as the per-
centage of pollution zones that cannot be covered by the WSN resulting from executing
the model under only weather scenarios S′. Fig. 1.16 illustrates the variations of the
missed pollution zones percentage depending on the number of weather scenarios taken
into account starting from January weather scenario in the first curve and starting from
December weather scenario is the second one. Fig. 1.16 shows that the percentage of
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Figure 1.15: Deployment cost average depending on nodes height and probabilistic
sensing values.

missed pollution zones usually decreases when considering more weather scenarios,
this is expected since the number of pollution zones depends on the weather scenar-
ios set. However, in some cases, the missed pollution zones percentage remains the
same when considering additional scenarios of weather conditions. Indeed, additional
weather scenarios involve new pollution zones that may be, in some cases, already in-
cluded in the set of pollution zones formed without taking into account the additional
scenarios. This may happen for instance when additional weather scenarios are slightly
different from those already taken into account.

Figure 1.16: Average percentage of missed pollution zones depending on weather sce-
narios.

In addition to the impact of the number of weather scenarios, their similarity has
also to be taken into account. As shown in Fig. 1.16, considering only weather scenar-
ios from December to May meaning only 8 scenarios allows to cover the whole set of
pollution zones in contrary to the scenarios set from January to October that requires
10 scenarios.
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1.7 Discussion and future directions
In this chapter, we focused on what the literature lacks in WSN deployment for air
pollution monitoring, which is an appropriate coverage formulation of both regular
mapping and high concentrations detection. We have also shown how connectivity and
coverage can be merged into one constraint in order to make the deployment models
less complex. More details about the three presented models can be found respectively
in [45], [46], [47] and [48].

Since the proposed models are integer linear programs, their complexity mainly
depends on the number of binary variables which represent the potential positions of
sensor nodes. Therefore, the execution time of solvers increases exponentially with the
area of the deployment region (if we keep the same spatial resolution of maps). As
for the number of pollution snapshots which characterize weather scenarios, it mainly
impacts the number of constraints. Hence, the execution time increases linearly with
the number of timeframes.

We believe that our models can be extended in order to take into account the net-
work lifetime and mobile deployment. We provide hereafter some details about how
the extension of our models can be achieved.

Optimization of the network lifetime One possible solution is to base on the work
of [12] where authors define the energy constraints based on the flow concept. This
solution is viable since our models are also based on the flow concept. The idea is to
split the lifetime of the network into a sequence of timeframes (a sequence of minutes
for instance) and enforce each sensor node to send a flow unit in each timeframe. Then,
a new constraint should be added to the models in order to ensure that for each sensor,
the sum of the energy that is consumed in the set of timeframes is less than the energy of
the battery of the sensor. The lifetime objective function corresponds to the maximum
number of timeframes where the network is operating.

Mobile deployment Indeed, our models are designed for static networks, which is
argued by the fact that pollution sensors operate well when they are static [49]. How-
ever, sinks can be considered as mobile nodes and this can be integrated in our models
based on existing mobile-sinks formulations such as the work of [12]. The idea is to
consider a set of timeframes as in the extension of network lifetime. The mobile sink
changes its positions in each timeframe. Then, the flow constraints should be formu-
lated in order to ensure that the flow is conservative in the network in each timeframe.
This means that in each timeframe, each sensor generates a flow unit and the sink node
receives all the generated units.

1.8 Conclusion
Air pollution is becoming a major problem of smart cities due to the increasing in-
dustrialization and the massive urbanization. In this chapter, we focused on the use
of wireless sensor networks for the two main applications of air pollution monitoring:
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regular mapping and the detection of threshold crossings. We addressed the deploy-
ment issue and presented three optimization models ensuring pollution coverage and
network connectivity with the minimum cost. Unlike the inadequate related works,
which are either generic or rely on a detection model, we based on the nature of the
phenomenon in order to provide realistic models.

We evaluated the impact of the parameters of the different models on the deploy-
ment results while using real data sets. Among our conclusions, the fact that sensors
should be placed at a height close to the one of pollution sources and the fact that
the size of the resulting network depends on the degree of the variations of pollution
concentrations within the deployment region. We also concluded that the desired mon-
itoring precision impacts well the density of sensors and hence the connectivity of the
network.

As future work, we are trying to consider the impact of the nature of pollutants and
the urban topography on the coverage results. We are also working on the validation of
our deployment models.
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