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Abstract This paper is devoted to the analysis of nec-

essary (not sufficient) optimality conditions for the `0-

regularized least-squares minimization problem. Such

conditions are the roots of the plethora of algorithms

that have been designed to cope with this NP-hard

problem. Indeed, as global optimality is, in general, in-

tractable, these algorithms only ensure the convergence

to suboptimal points that verify some necessary opti-

mality conditions. The degree of restrictiveness of these

conditions is thus directly related to the performance

of the algorithms. Within this context, our first goal is

to provide a comprehensive review of commonly used

necessary optimality conditions as well as known rela-

tionships between them. Then, we complete this hier-

archy of conditions by proving new inclusion properties

between the sets of candidate solutions associated to
them. Moreover, we go one step further by providing

a quantitative analysis of these sets. Finally, we report

the results of a numerical experiment dedicated to the
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comparison of several algorithms with different opti-

mality guaranties. In particular, this illustrates the fact

that the performance of an algorithm is related to the

restrictiveness of the optimality condition verified by

the point it converges to.
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1 Introduction

Sparse models are widely used in machine learning,

statistics, and signal/image processing applications (e.g.,

coding, inverse problems, variable selection, or image

decomposition). They usually lead to optimization prob-

lems that are known to be very hard, which makes them

even more interesting from a scientific point of view. For

instance, given a linear operator A ∈ RM×N (with gen-

erally M � N) and a sparse signal x ∈ RN , a standard

problem aims at recovering x from the noisy measure-

ment y = Ax+n, where n represents a vector of noise.

To achieve this goal, one would ideally solve

x̂ ∈
{

arg min
x∈RN

1

2
‖Ax− y‖2 + λ‖x‖0

}
, (1)

or its constrained counterparts, where ‖ · ‖0 denotes the

`0 pseudo-norm that counts the number of non-zero en-

tries of x. Within this context, the present paper is de-

voted to the analysis of necessary optimality conditions

for the challenging optimization problem (1), whose ob-

jective function is denoted from now on by F0.

1.1 Solving (1): A Brief Literature Review

The combinatorial nature of the `0 pseudo-norm makes

Problem (1) belonging to the NP-hard class of com-
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plexity [28]. Yet, when the size of x does not exceed

hundreds of variables, it can be solved exactly through

mixed integer programming together with branch-and-

bound algorithms [6].

The picture is radically different for large-scale in-

verse problems (e.g., in imaging) as the aforementioned

approaches become computationally prohibitive. A pop-

ular alternative leverages efficient convex optimization

tools through the `1-relaxation of Problem (1). Need-

less to say that this convex relaxation enjoys optimal-

ity guaranties—under some (restrictive) hypothesis on

A—which are the roots and have made the success of

compressed sensing [8,15].

Besides, direct approaches to find approximate so-

lution of (1) have also been extensively studied. These

include greedy methods [2,4,12,23–25,36,41–44] as well

as iterative thresholding algorithms [5,14,19,27].

Finally, there exist alternatives approaches that fo-

cus on continuous, yet nonconvex, relaxation of (1).

Within this framework, the standard practice aims at

replacing the `0 term in (1) by a continuous sparsity

promoting penalty Φ : RN → R. Problem (1) is then

relaxed as

x̂ ∈
{

arg min
x∈RN

1

2
‖Ax− y‖2 + Φ(x)

}
, (2)

and we refer to the objective function of this relaxed

problem as F̃ . Numerous penalties have been proposed

and analyzed in the literature [7,9,13,18,20,37,38,46,

47,49,50]. Moreover, some of them lead to exact re-

laxations F̃ of F0 in the sense that their minimizers

coincide [10,39,40].

1.2 Necessary Optimality Conditions

Because Problem (1) is NP-hard, not only one cannot

expect, in general, to attain an optimal point, but ver-

ifying the optimality of a point x̂ is also, in general, in-

tractable. Hence, there has been an increasing interest

in studying tractable necessary (not sufficient) optimal-

ity conditions for Problem (1) [4,30,45], its constrained

counterpart [2,3], as well as links between these differ-

ent formulations [31,48]. Such conditions are important

tools as they constitute a criteria to compare the afore-

mentioned suboptimal methods. The stronger (i.e., the

more restrictive) the optimality condition verified by

points attained by a given algorithm, the “better” the

algorithm. Moreover, these conditions can also give rise

to new iterative algorithms [2,4,42]. Although a variety

of necessary optimality conditions with different degree

of sophistication have been defined, analyzed, and hi-

erarchized (see Section 2 and Figure 1), there is a lack

of connection between some of them. In particular, the

relation between conditions that are based on the sup-

port and those that derive from exact relaxations such

as (2) have not been studied yet.

1.3 Contributions and Roadmap

To complete the picture of hierarchy between existing

necessary optimality condition for (1) (see Section 2),

we consider the continuous exact `0 (CEL0) penalty [39]

Φ(x) = λN−
N∑
i=1

‖ai‖2

2

(
|xi| −

√
2λ

‖ai‖

)2

1{
|xi|≤

√
2λ
‖ai‖

}, (3)

where ai ∈ RM denotes the ith column of A. Note that

this penalty can also be obtained through the com-

putation of the quadratic envelope of the `0 pseudo-

norm [10] and can be seen as a reparametrization of

the minimax concave penalty [47]. Theorem 1 recalls

prior results on the links between minimizers of F0 and

those of the CEL0 relaxation F̃ .

Theorem 1 (Links between (1) and (2)-(3) [39,

10]) Let L0 (L̃, respectively) be the set of local mini-

mizers of F0 (F̃ , respectively). Let G0 ⊆ L0 (G̃ ⊆ L̃,

respectively) be the corresponding subset of global min-

imizers. Then,

1. there exists a simple thresholding rule T : RN →
RN , defined by

[T (x)]i =

{
xi if |xi| ≥

√
2λ/‖ai‖,

0 otherwise,
(4)

such that for any x ∈ L̃, T (x) ∈ L0

2. G0 ⊆ G̃.

In other words, global minimizers of F0 are pre-

served by F̃ and from each local minimizer of F̃ one

can easily extract a local minimizer of F0.

Apart from the result of Theorem 1, our motiva-

tion in considering the CEL0 relaxation is that it corre-

sponds to the inferior limit of the class of exact penalties

derived in [40] (tightness), and is thus the more likely to

remove local (not global) minimizers of F0 (no converse

property for point 1 of Theorem 1).

To simplify the presentation and discard the need of

the thresholding rule T in Theorem 1, we work under

Assumption 1.

Assumption 1. When F0 does not admit a unique

global minimizer, every pair (x̂1, x̂2) of global minimiz-

ers (x̂1 6= x̂2) verify ‖x̂1 − x̂2‖0 > 1.

Assumption 1 implies the following corollary of The-

orem 1 whose proof is detailled in Appendix C.
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Fig. 1: Hierarchy between optimality conditions. Arrows stand for inclusion (i.e., A→ B means A ⊆ B) while the dotted line
indicates that there is no inclusion property between the two sets. New results from the present paper are highlighted with
thick blue lines. The employed terminology is as follows: minglob{ · } for global minimizers, minloc{ · } for local minimizers,
minst

loc{ · } for stirct local minimizers, SuppCWpartial{ · } for partial support coordinate-wise points, L–Stat{ · } for L-stationary

points (with L ≥ ‖A‖2), and SO{ · } for support optimal points. URP means that the inclusion property is valid under the
unique representation property (see Theorem 5). Finally, the references where these relationships (including redundant ones)
were established are summarized in Table 1.

Corollary 1 Under Assumption 1, global minimizers

of F0 and F̃ coincide (i.e., G0 = G̃). Moreover, they are

stricts for both F0 and F̃ .

A consequence of Corollary 1 is that, under Assump-

tion 1, strict local optimality for F̃ is a necessary opti-

mality condition for F0.

Remark 1 Assumption 1 is always fulfilled when F0 ad-

mits a unique global minimizer. Moreover, when F0 ad-

mits multiple global minimizers, Assumption 1 eventu-

ally breaks only for a finitely number of λ values (see

Appendix B).

Finally, we summarize our contributions as follows:

– We derive necessary and sufficient conditions ensur-
ing that a critical point of F̃ is a strict local mini-

mizer of F̃ (Section 3),

– We prove new relationships between necessary opti-

mality conditions as summarized in Figure 1, build-

ing upon the prior work [4] (Section 4),

– We provide a quantitative analysis of optimal points

with respect to the penalty parameter λ (Section 5),

– We compare the performance of several algorithms

which are proven to converge to points verifying dif-

ferent necessary optimality conditions (Section 6).

1.4 Notations

Scalars and functions are denoted by italic letters. Vec-

tors are denoted by bold lowercase letters and matri-

ces by bold uppercase letters. We define the set IN =

{1, . . . , N}. The zero vector of RN is denoted 0RN and

we write ei the ith vector of the natural basis of RN .

Given a column vector x = [x1 · · ·xN ]T , its p-norm

is defined as ‖x‖p = (
∑N
i=1 |xi|p)

1
p . When not speci-

fied, ‖ · ‖ = ‖ · ‖2. The open `p-ball, p ∈ [0,∞], of ra-

dius η > 0 centered at x ∈ RN is denoted Bp(x, η) =

{u ∈ RN : ‖u − x‖p < η}. Then, we write its clo-

sure as B̄p(x, η). We denote the support of x ∈ RN as

σx = {i ∈ IN : xi 6= 0}. Hence, we have ‖x‖0 = #σx
where the prefix # stands for cardinality. Let ω ⊆ IN ,

then we define xω ∈ R#ω (Aω ∈ RM×#ω, respectively)

as the restriction of x ∈ RN (A ∈ RM×N , respectively)

to the elements (the columns, respectively) indexed by

ω. Moreover, for the sake of simplicity, ai = A{i} de-

notes the ith column of A. Given x ∈ RN and the

index i ∈ IN , we define the vector x(i) = x − xiei =

[x1 · · ·xi−1 0xi+1 · · ·xN ]T .

2 Necessary Optimality Conditions: Definitions

and Known Relationships

In this section, we review necessary optimality condi-

tions for Problem (1) that have been studied over the

past. The upcoming definitions are mainly related to

the two papers [4,30].

Definition 1 (Support optimality [4]) A point x ∈
RN is said to be support optimal (SO) for (1) if

x ∈
{

arg min
u∈RN

‖Au− y‖2 s.t. σu ⊆ σx
}
, (5)

or, equivalently, if x is such that

〈ai,Ax− y〉 = 0 ∀i ∈ σx (6)

This support optimality condition, introduced by

the authors in [4], should not be confused with the op-

timality of the support (i.e., when x shares its sup-
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Table 1: References establishing the hierarchy between opti-
mality conditions. The top part of the table corresponds to
the links depicted in Figure 1 while the bottom part contains
additional (redundant) results for completeness.

Property Reference

minglob{F0} = minglob{F̃} Corollary 1

minglob{F0} ⊆ SuppCWpartial{F0} [4, Theorem 4.14]

minglob{F̃} ⊆ minst
loc{F̃} Corollary 1

minst
loc{F̃} ⊆ L–Stat{F0} Theorem 4

minst
loc{F̃} ⊆ minst

loc{F0} [39, Corollary 4.9]

SuppCWpartial{F0} ⊆ L–Stat{F0} [4, Theorem 4.17]

SuppCWpartial{F0} ⊆ minst
loc{F0} Theorem 5

L–Stat{F0} ⊆ SO{F0} [4, Theorem 4.11]

minst
loc{F0} ⊆ minloc{F0} By definition

SO{F0} = minloc{F0} [30, Corollary 2.5]

SuppCWpartial{F0} ⊆ minst
loc{F̃} Theorem 6

L–Stat{F0} - - - minst
loc{F0} Section 4.2

minglob{F0} ⊆ minst
loc{F0} [30, Theorem 4.4]

minglob{F0} ⊆ L–Stat{F0} [4, Theorem 4.10]

port with a global minimizer x̂ of F0). Instead, Defini-

tion 1 characterizes points that are optimal in the least-

squares sense for a given support. Actually, from [30,

Corollary 2.5], SO points are local minimizers of F0,

and conversely.

Among these local minimizers (or SO points) of

F0, an important subset contains the strict local min-

imziers, i.e., points x ∈ RN such that

∃ε > 0, ∀u ∈ B2(x, ε), F0(x) < F0(u). (7)

The relevance of these points comes from [30, Theorem

4.4] which states that global minimizers of F0 are strict.

Hence, strict local optimality—characterized by Theo-

rem 2—is a necessary optimality condition for F0 that

is stronger than SO.

Theorem 2 (Strict local optimality for F0 [30])

A point x ∈ RN is a strict local minimizer of F0 if and

only if it is SO and rank(Aσx) = #σx.

From Theorem 2, one can easily obtain a strict lo-

cal minimizer of F0 by choosing a support ω ∈ IN such

that rank(Aω) = #ω and solving the restricted nor-

mal equations (Aω)TAωxω = (Aω)Ty. As the number

of such supports is upper-bounded by
∑M
k=0

(
N
k

)
, strict

local optimality, although stronger than SO, is not re-

ally discriminant.

Another consequence of Theorem 2 is that the main

difficulty in solving Problem (1) lies in the determina-

tion of the support of the solution. This naturally led

researchers to investigate necessary optimality condi-

tions that are based on the support. Most of them ex-

ploit the fact that the function value should not increase

if one performs a small change in the support between

SO points. For instance, a simple condition—which is

at the core of greedy algorithms such as OLS [12] and

SBR [41]—is to test if any insertion and/or removal

in the support does not increase the objective func-

tion. Allowing a higher degree of complexity, these in-

sertion and removal tests can be completed by any swap

between support and non-support elements. However,

the verification of such conditions requires the compu-

tation of at least N SO points (i.e., solving at least

N times (5)) which may lead to computational limita-

tions for large-scale problems. Therefore, for the sake of

tractability, we consider partial versions of these condi-

tions as proposed in [4].

Definition 2 (Partial support coordinate-wise op-

timality [4]) A point x ∈ RN is said to be partial sup-

port coordinate-wise (CW) optimal for (1) if it is SO

and verifies ‖x‖0 ≤ min{M,N} as well as

F0(x) ≤ min{F0(u) : u ∈ U}, (8)

with

U =


{u+

x } if ‖x‖0 = 0,

{u−x ,uswap
x ,u+

x } if ‖x‖0 ∈ (0,min{M,N}),
{u−x } if ‖x‖0 = min{M,N},

(9)

where u−x , uswap
x , and u+

x are SO points defined by

u−x ∈
{

arg min
u∈RN

‖Au− y‖2 : σu ⊆ σx\{ix}
}

uswap
x ∈

{
arg min

u∈RN
‖Au− y‖2 : σu ⊆ σx\{ix} ∪ {jx}

}
u+
x ∈

{
arg min

u∈RN
‖Au− y‖2 : σu ⊆ σx ∪ {jx}

}
for a chosen ix ∈ σx and jx ∈ IN\σx.

In Definition 2, there are different ways to choose

ix ∈ σx and jx ∈ IN\σx. In this work, we follow the

selection rule introduced by the authors in [4], which

reads as follows,

ix ∈
{

arg min
k∈σx

|xk|
}
, (10)

jx ∈
{

arg max
k∈IN\σx

| 〈ak,Ax− y〉 |
}
. (11)

Remark 2 As opposed to [4], we refer to points verify-

ing (8) as “partial support CW”. We added the term

“support” to prevent any confusion with the traditional
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definition of CW minimizers [2,21]. However, to sim-

plify the presentation, we discard the analysis of tradi-

tional CW minimizers as they do not bring additional

information to Figure 1.

In addition, we slightly modified the definition of

these partial support CW points, compared to the def-

inition proposed in [4], with the introduction of equa-

tion (9). First, it allows to properly deal with the fact

that ix cannot be defined when x = 0RN (let us recall

that 0RN is always an SO point). Second, it avoids com-

paring F0(x) with F0(u+
x ) when ‖x‖0 = min{M,N}.

Actually, when ‖x‖0 = min{M,N} and N ≤ M , u+
x

and uswap
x make no sense as jx cannot be defined.

Although barely exploited so far, exact continuous

relaxations (2) such as CEL0 open the door to new nec-

essary optimality conditions for the initial Problem (1).

Indeed, from Theorem 1 and Corollary 1, global mini-

mizers of F0 are strict local minimizers for F̃ . We pro-

vide a description of these points in Section 3. More-

over, we shall show that strict optimality for F̃ is a

much stronger condition than its counterpart for F0

(Section 5).

Finally, we also consider another necessary optimal-

ity condition, namely L-stationarity, which became pop-

ular due to its relation with the iterative hard thresh-

olding (IHT) algorithm [5]. More precisely, L-stationarity

points for L ≥ ‖A‖2 are fixed points of the IHT algo-

rithm [1,5].

Definition 3 (L-stationarity [45,4]) A point x ∈
RN is said to be L-stationary for (1) (L > 0), if

x ∈
{

arg min
u∈RN

1

2
‖TL(x)− u‖2 +

λ

L
‖u‖0

}
, (12)

where TL(x) = x− L−1AT (Ax− y).

To conclude this section, known relationships be-

tween these necessary optimality conditions are illus-

trated in Figure 1 (black arrows). The associated refer-

ences are provided in Table 1.

3 Description of the Strict Minimizers of F̃

In [39], only the relation between local (not global) min-

imizer of F̃ and minimizers of F0 is studied. The ques-

tion to know how to recognize critical points of F̃ which

are local minimizers is not addressed. In this section, we

derive necessary and sufficient conditions which ensure

that a critical point of F̃ is a strict local minimizer.

We first recall the characterization of the critical

points of CEL0.

Proposition 1 (Critical points of CEL0 [39]) Let

x ∈ RN and z ∈ RN be such that zi =
〈
ai,Ax(i) − y

〉
.

Then x is a critical point of the CEL0 relaxation F̃ if

and only if ∀i ∈ IN

xi ∈


{0} if |zi| <

√
2λ‖ai‖

−sign(zi)×
[
0,
√

2λ
‖ai‖

]
if |zi| =

√
2λ‖ai‖

{−zi/‖ai‖2} if |zi| >
√

2λ‖ai‖

(13)

Moreover, given a critical point x ∈ RN of CEL0,

we introduce the two following sets,

σ−x =
{
i ∈ IN : 0 < |xi| <

√
2λ
‖ai‖

}
, (14)

σ+
x =

{
i ∈ IN : |

〈
ai,Ax(i) − y

〉
| =
√

2λ‖ai‖
}
. (15)

Clearly, from Proposition 1, we have σ−x ⊆ σ+
x .

We now derive in Theorem 3 a necessary and suf-

ficient condition to recognize critical points that are

strict local minimizers of F̃ . The proof is provided in

Appendix D.

Theorem 3 (Strict local optimality for F̃ ) A crit-

ical point x ∈ RN of F̃ is a strict local minimizer of F̃

if and only if σ+
x = ∅ and rank(Aσx) = #σx.

4 New Relationships Between Optimality

Conditions

In this section, we provide new relationships between

the necessary optimality conditions depicted in Fig-

ure 1. We distinguish inclusion properties (blue arrows

in Figure 1) from partial inclusion properties (dotted

lines in Figure 1).

4.1 Inclusion Properties

In Theorems 4 and 5, we show that strict local minimiz-

ers of F̃ are L-stationary points and that partial sup-

port CW points are strict local minimizers of F0. More-

over, we prove in Theorem 6 that partial support CW

points are also strict local minimizers of F̃ . These re-

sults constitute three new inclusion properties between

the necessary optimality conditions of Figure 1. The

proofs of Theorems 4 and 6 are provided in Appen-

dices E and F, respectively.

Theorem 4 (minst
loc{F̃} ⇒ L-stationary) Let x ∈

RN be a strict local minimizer of F̃ . Then it is a L-

stationary point of (1) for any L ≥ maxi∈IN ‖ai‖2.

Note that ‖A‖2 = sup‖x‖=1 ‖Ax‖2 ≥ maxi∈IN ‖ai‖2
and thus Theorem 4 includes L ≥ ‖A‖2.
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Theorem 5 (SuppCWpartial{F0} ⇒ minst
loc{F0})

Let A satisfy the unique representation property (URP)1.

Let x ∈ RN be a partial support CW point of (1) as

specified in Definition 2. Then it is a strict local mini-

mizer of F0.

Proof Let x ∈ RN be a partial support CW point.

Then, from Definition 2, it is an SO point (i.e., a lo-

cal minimizer of F0) such that ‖x‖0 ≤ min{M,N}. It

follows that rank(Aσx) = #σx because A satisfies the

URP. Finally, Theorem 2 allows to conclude that x is

a strict local minimizer of F0.

Theorem 6 (SuppCWpartial{F0} ⇒ minst
loc{F̃})

Let A satisfy the URP and have unit norm columns.

Then, for all λ ∈ R>0\Λ (where Λ is a subset of R>0

whose Lebesgue measure is zero), each partial support

CW point of (1) is a strict local minimizer of F̃ .

Remark 3 The unit norm assumption for the columns

of A in Theorem 6 can be easily relaxed by modifying

the definition of ix and jx in (10) and (11) as

ix ∈
{

arg min
k∈σx

‖ak‖ |xk|
}
, (16)

jx ∈
{

arg max
k∈IN\σx

| 〈ak,Ax− y〉 |/‖ak‖
}
. (17)

Remark 4 Inquisitive minds will have observed that the

proof of Theorem 6 does not make use of uswap
x in Def-

inition 2. Hence, the result of Theorem 6 is also valid

for a weaker partial support CW optimality condition

that involves only insertions and deletions (no swap)

on the support. Note that the connections between this

alternative optimality condition and the L-stationarity

as well as the strict local optimality of for F0 are then

trivial by chaining.

4.2 A Partial Inclusion Property

We provide here some evidence that the relationship

between L-stationarity and strict local optimality for

F0 does not constitute an inclusion property.

Given a strict local minimizer x of F0 and L > 0,

one can easily get a value of λ (from Lemma 2 in Ap-

pendix A) for which x is not a L-stationary point. This

fact is illustrated in Figure 2 (see Section 5) which re-

veals that some strict local minimizers of F0 are not L-

stationary points. Conversely, L-stationary points are

not necessarily strict local minimizers of F0 as their

characterization in Lemma 2 does not impose Aσx to

be full rank. We refer the reader to [4, Example 4.18]

1 A matrix A ∈ RM×N satisfies the URP [22] if any
min{M,N} columns of A are linearly independent.

for an example of a problem admitting an infinite num-

ber of L-stationary points which are thus nonstrict local

minimizers of F0.

5 Quantifying Optimal Points

The relationships between the necessary optimality con-

ditions that are summarized in Figure 1 and Table 1 are

qualitative and not quantitative. The “restrictiveness”

of these conditions is not reflected by these theoretical

results. However, this notion is of a fundamental im-

portance as one seeks necessary optimality conditions

with a strong power of discrimination among candidate

solutions (i.e., local minimizers of F0).

From now on, we denote by S0 the set of strict local

minimizers of F0. According to Theorem 2, S0 contains

a finite number of points. Then, we define three subsets

of S0, namely

– S̃ = {x ∈ S0 : x strict local minimizer of F̃}
– SCW = {x ∈ S0 : x partial support CW point}
– SL = {x ∈ S0 : x L-stationary point}

From the diagram in Figure 1 (and associated theo-

rems), these sets are non-empty as they contain at least

the global minimizer(s) of Problem (1) (see [30] for a

discussion about the existence of global minimizers).

Moreover, note that from [39, Corollary 4.9] (Theo-

rem 5, respectively) we have that S̃ (SCW, respectively)

contains all the strict local minimizers of F̃ (all the par-

tial support CW points, under the URP of A, respec-

tively). However, let us recall that this is not the case

for SL (see Section 4.2).

5.1 Numerical Experiment

Our goal is to quantify the number of strict local min-

imizers2 of F0 that satisfy a given necessary optimal-

ity condition (e.g., L-stationarity, strict local optimal-

ity for F̃ , partial support-CW optimality). Hence, we

first need to compute all strict local minimizers of F0.

Following Theorem 2, this can be achieved by solving

(Aω)TAωxω = (Aω)Ty (18)

for any support ω ∈ Ω̄ where

Ω̄ =

M⋃
r=0

Ωr, Ωr={ω ∈ IN : #ω = r = rank(Aω)}. (19)

Because the cardinality of Ω̄ explodes quickly with the

dimension N (and M), we restrict this experiment to

2 Nonstrict local minimizers are uncountable by definition.
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small-size problems (M = 5 and N = 10). Then, it is

noteworthy to mention that the computation of strict

local minimizers of F0 does not depend on λ [30, Re-

mark 5]. Hence, F0 admits the same set of strict local

minimizers for any value of λ (i.e., S0 is independent

of λ), which is not the case for the others optimality

conditions that we study. For a set of values of λ, we

thus determine the amount of strict local minimizers of

F0 that verify a given necessary optimality condition.

To summarize, given A ∈ R5×10 and y ∈ R5, we

proceed as follows:

1. Compute all strict local minimizers of F0 → S0,

2. For each λ ∈ {λ1, . . . , λP }, determine the subset of

S0 that contains points verifying a given necessary

optimality condition (i.e., S̃, SCW, SL),

3. Repeat 1-2 for different A ∈ R5×10 and y ∈ R5,

and draw the average evolution of #S̃, #SCW, and

#SL, with respect to λ.

We consider three ways of generating A ∈ R5×10 and

y ∈ R5,

– The entries of A and y are drawn from a zero mean

unit variance normal distribution,

– The entries of A and y are drawn from a uniform

distribution on [0, 1],

– A is a “sampled Toeplitz” matrix built from a Gaus-

sian kernel (Aij = exp(−(xi−0.5(j−1)/M)2/(2σ2))

where {xi}Mi=1 are M uniform sampling points of

[0, 1] and σ2 = 0.04). The entries of y are drawn

from a zero mean unit variance normal distribution.

Remark 5 Note that we have #S0 ≤ #Ω̄, i.e., two sup-

ports (ω, ω′) ∈ Ω̄2 can lead to the same strict local

minimizer x. The equality or the strict inequality de-

pends on y. However, the equality is verified for all

y ∈ RM\Y, where

Y =
⋃
ω∈Ω̄

#ω⋃
i=1

{y ∈ RM :
〈
ei, (A

T
ωAω)−1AT

ωy
〉

= 0}. (20)

Moreover, RM\Y contains a dense open subset in RM [30,

Lemma 3.7]. Hence, in our experiments, we control that

y ∈ RM\Y. This ensures that all the strict local mini-

mizers computed with (18)-(19) are distinct.

The evolution of #S̃, #SCW, and #SL with respect

to λ is depicted in Figure 2. First, one can see that both

strict local optimality for F̃ and partial support CW

optimality are stronger conditions than L-stationarity.

This illustrates and completes the results provided by

Theorem 4 and [4, Theorem 4.17]. Second, in light of

Theorem 6, the results reported in Figure 2 reveal that,

in general, there is less partial support CW points that

strict local minimizers of F̃ .
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Fig. 2: Cardinality of S̃ (strict (local) minimizers of F̃ ),
SCW (partial support CW points), and SL (L-stationary
points), with respect to λ. The curves correspond to an aver-
age value (with standard deviation) over 1000 generations of
A ∈ R5×10 and y ∈ R5 (see the text for a description). As a
reference, we plot the value of #S0 (strict (local) minimizers
of F0) that does not depend on λ [30, Remark 5].

Then, a remarkable observation is that, for large

and small values of λ, these three necessary optimality

conditions are equivalent. Moreover, this is true for any

operator A and we shall provide a theoretical justifi-

cation of this behaviour in Section 5.2. Finally, for in-

termediate values of λ, we observe different behaviours

depending on the choice of A. In particular, the situa-
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tion is more favorable when the entries of A are gener-

ated from a normal distribution rather than a uniform

distribution or a sampled Toeplitz matrix. Given that

the former (i.e., i.i.d. normal entries) leads to matrices

A with good restricted isometry property (RIP), this

observation is supported by the recent work [11].

5.2 Theoretical Explanation

We provide in Theorem 7 a theoretical justification of

the observations made with the experiment presented

in Section 5.1. The proof is detailled in Appendix G.

Theorem 7 Let S0 be the set of strict local minimizers

of F0. Let S̃, SCW, and SL be the subsets of S0 contain-

ing the strict local minimizers of F̃ , the partial support

CW points, and the L-stationary points, respectively.

Finally, define

XLS = arg min
x∈RN

‖Ax− y‖2, (21)

the solution set of the un-penalized least-squares prob-

lem. Then, for all S ∈ {S̃,SL,SCW}, there exists (under

the URP of A for SCW) λ0 > 0 and λ∞ > 0 such that

1. ∀λ ∈ (0, λ0), S = (S0 ∩ XLS),

2. ∀λ ∈ (λ∞,+∞), S = {0RN }.

Hence, when λ is sufficiently small, the three stud-

ied necessary optimality conditions are equivalent in

the sense that, among the strict local minimizers of

F0, they preserve only those which are solution of the

un-penalized least squares problem. For the experiment

reported in Figure 2, and following Remark 5, there is

exactly
(

10
5

)
= 252 5-sparse strict minimizers of F0 (un-

der the URP of A and y /∈ RM\Y defined in Remark 5)

that are also solutions of the un-penalized least-squares

problem. This value corresponds to the limiting value

for small λ that we observe in Figure 2. Then, the sec-

ond point of Theorem 7 states that these necessary op-

timality conditions are also equivalent when λ is large

as they allow to discard all the non-zero strict local

minimizers of F0. Note that, for such large values of λ,

0RN is the global minimizer of F0.

Although S̃, SCW, and SL are completely character-

ized by Theorem 7 for extreme values of λ, a theoretical

analysis of theses sets for intermediates values of λ re-

mains an interesting open question. Clearly, from the

experiments of Figure 2, such an analysis will depend

on the operator A.

6 Algorithms

Let A denotes an algorithm that is proven to converge

to a point that satisfy one of the necessary optimality

conditions studied in the present paper. Then, accord-

ing to the inclusion properties of Table 1 as well as the

analysis conducted in Section 5, one can expect that

the efficiency of A to minimize F0 depends on the nec-

essary optimality condition it guarantees to converge

to. In this section, we propose a numerical illustration

of this claim. We consider four algorithms:

– CowS: the CW support optimatity (CowS) algo-

rithm. It is a greedy method that converges to a

support CW point [4].

– IHT: the iterative hard thresholding (IHT) algo-

rithm that ensures the convergence to an L-stationary

point [1,4,5].

– FBS-CEL0: the forward-backward splitting (FBS)

algorithm applied to the CEL0 exact relaxation F̃

defined by equations (2)-(3). FBS ensures the con-

vergence to a stationary point of F̃ [1].

– IRL1-CEL0: the iterative reweighted-`1 (IRL1) al-

gorithm [35] also used to obtain a stationary point

of the CEL0 exact relaxation F̃ .

Note that FBS-CEL0 and IRL1-CEL0 do not en-

sure the convergence to a strict local minimizer of F̃ ,

but only the convergence to a stationary point of F̃ .

Hence, the results reported hereafter for the use of the

CEL0 relaxation could be improved by the design of an

algorithm that ensures the convergence to a strict local

minimizer of F̃ .

6.1 Description of the Experiment

For K = 50 instances of Problem (1) (i.e., instances

of A and y) and two values of the penalty parame-

ter λ ∈ {10−8, 10−3}, we execute the four algorithms

with the initialization x0 = 0RN . Following the ex-

periment conducted in Section 5.1, we consider three

ways of generating the matrix A of size M = 100 and

N = 256: (i) i.i.d. entries drawn from a normal distri-

bution, (ii) i.i.d. entries drawn from a uniform distribu-

tion, (iii) “sampled Toeplitz” matrix with a Gaussian

kernel (Aij = exp(−(xi − 0.4(j − 1)/M)2/(2σ2)) where

{xi}Mi=1 are M uniform sampling points of [0, 1] and

σ2 = 10−4). Then, the columns of A are normalized

and the measurements y ∈ RM are generated accord-

ing to

y = Ax? + n, (22)

where x? is a 30-sparse vector (i.e., ‖x?‖0 = 30) whose

non-zero entries are drawn from a normal distribution,
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Fig. 3: Value of the ratio F0(x̂)/F0(x0) where x̂ is the output of the minimization algorithm and x0 = 0RN is the initial point.
For each type of matrix A, results are reported for K = 50 instances of Problem (1) with two values of λ, and for the four
algorithms CowS, IHT, FBS-CEL0, and IRL1-CEL0. The K instances of Problem (1) are sorted according to the value of the
ratio F0(x̂)/F0(x0) obtained with the CowS method.

and n is a vector of Gaussian noise with standard de-

viation 10−2.

6.2 Results

For each algorithm and each instance of Problem (1),

Figure 3 reports the value of the ratio F0(x̂)/F0(x0),

where x̂ ∈ RN is the output of the algorithm.

For λ = 10−8, we observe the same behaviour inde-

pendently of the way A is generated. Indeed, this sit-

uation corresponds to the small λ regime described by

Theorem 7 and illustrated by the experiment reported

in Section 5.1. The differences that one can observe

between the algorithms come from the fact that IHT,

FBS-CEL0, and IRL1-CEL0, converge to nonstrict lo-

cal minimizers of F0 such that ‖x̂‖0 > M (such points

are not studied in Section 5 as they are uncountable).

More precisely, on average we have ‖x̂FBS−CEL0‖0 =

‖x̂IHT‖0 = N and M < ‖x̂IRL1−CEL0‖0 < N , which ex-

plain the observed differences between the correspond-

ing curves. As opposed to these three methods, the

CowS algorithm always converges to a point x̂ with

‖x̂‖0 ≤ M . In particular, this is due to its greedy be-

haviour. Note that we propose this small λ situation

as an additional illustration of the results developed

in Section 5. Indeed, this regime (i.e., λ < λ0 of Theo-

rem 7) has no practical interest as one can easily obtain

a global minimizer of F0 by selecting a support ω ⊆ IN
such that rank(Aω) = rank(A). For similar reasons, we

do not present the case for a large value of λ.

The interesting regime corresponds to “intermedi-

ate” values of λ which are represented by λ = 10−3 in

Figure 3. One can clearly see that IHT—that ensures

the convergence to an L-stationary point—presents the

worst performance. This observation is in agreement

with the results of Section 5 as Cows, FBS-CEL0, and

IRL1-CEL0 ensure a convergence to a point verifying a

stronger optimality condition than L-stationarity. Then,

when the entries of A are generated according to normal

and uniform distributions, the CowS method tends to

provide slightly better results than the minimization of

the CEL0 relaxation F̃ with either FBS or IRL1. How-

ever, for a sampled Toeplitz matrix A, the results are

more mitigated, showing that both the reached neces-
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sary optimality condition and the algorithm are driving

the quality of the minimization.

7 Discussion

Support-Based Optimality Conditions One can easily

get alternative support-based necessary optimality con-

ditions by i) modifying the selection rule in Definition 2,

or ii) modifying the set U in (9) (i.e., the neighbours

supports). By increasing U , one would likely define a

stronger necessary optimality condition. The price to

pay, however, is a larger computational cost to verify

this condition for a given point x ∈ RN . Furthermore,

this cost is directly related to the one of the greedy

method that can be derived from such a support-based

condition.

Hence, there is a trade-off to find between the re-

strictiveness of the condition and the computational

burden it generates. For instance, in light of Remark 4,

uswap
x can be removed from U in Definition 2 without

any change in the hierarchy presented in Figure 1. This

leads to a (probably) weaker condition but faster to ver-

ify as uswap
x do not need to be computed. One can also

define a heavier but stronger condition that compares

the current value of F0(x) to the one obtained by any

insertion or deletion in the support of x. Actually, this

condition is at the core of the single best replacement

(SBR) algorithm [41]. Hence, as a by product of the

results developed in the present paper, we get that the

SBR algorithm is ensured to converge to a strict local

minimizer of the CEL0 relaxation F̃ . Finally, note that

adding to the optimality condition used in SBR the test

of any swap in the support of x is computationally pro-

hibitive as one would have to solve #σx × (N −#σx)

additional linear systems at each iteration of the greedy

method.

Greedy versus Variational Approaches While support-

based conditions naturally lead to greedy approaches,

exact continuous relaxations of F0 [10,40], which in-

clude CEL0 [39], open the door to a variety of varia-

tional approaches dedicated to nonsmooth nonconvex

optimization. It is noteworthy to mention that these

methods could not (in general) be used directly on the

initial problem (due to the discontinuity of F0). In this

work, we restricted our analysis to optimality condi-

tions that derive from the CEL0 functional itself, rather

than the algorithm used to minimize it (as opposed to

the L-stationarity for F0). Hence, our results are in-

dependent of any algorithm. Yet, given an algorithm, a

specific analysis of its fixed points would also be of inter-

est as some strict local minimizers (or critical points) of

F̃ can potentially not be fixed points of the algorithm.

The inclusion property derived in Theorem 6 as well

as the numerical experiment reported in Section 5 play

in favor of greedy-based necessary conditions. However,

the results presented in Section 6 reveal that, in prac-

tice, the associated algorithms are comparable in terms

of their ability to minimize F0. This observation is in

line with the fact that the algorithm itself can escape

from non-(globally)-optimal points of F̃ . Moreover, for

large-scale problems such as in imaging sciences, the

computational burden of greedy methods may make

the use of exact relaxations together with variational

approaches preferable. Finally, we would like to stress

out that, for moderate-size problems, the exact con-

tinuous relaxation F̃ can be globally minimized using

Lasserre’s hirerarchies [26].

Appendices

A Preliminary Lemmas

In this section we provide two technical lemmas that are

used in some of the proofs detailed in the next appen-

dices. The following developments make use of the no-

tations σ−x and σ+
x that are defined in (14) and (15), re-

spectively. Other notations can be found in Section 1.4.

Lemma 1 Let x ∈ RN be a local minimizer of F̃ and

set si = sign(
〈
ai,Ax(i) − y

〉
). Then,

1. ∀i ∈ σ+
x , ∃Ti ⊆ [0,

√
2λ/‖ai‖], a non-degenerate in-

terval of R, such that |xi| ∈ Ti and ∀t ∈ Ti,

x̄ = x(i) − sitei

is a local minimizer of F̃ .

2. if x is a global minimizer, then ∀i ∈ σ+
x , Ti =

[0,
√

2λ/‖ai‖] and x̄ is a global minimizer.

Proof Let i ∈ σ+
x and f : [0,

√
2λ/‖ai‖] → R be the

restriction of F̃ defined by

f(t) = F̃ (x(i) − sitei), ∀t ∈

[
0,

√
2λ

‖ai‖

]
. (23)
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Denoting, φi(x) = λ − ‖ai‖
2

2

(
|x| −

√
2λ
‖ai‖

)2

1{
|x|≤

√
2λ
‖ai‖

},

we can rewrite f as

f(t) =
1

2
‖Ax(i) − sitai − y‖2 +

∑
j 6=i

φj(xj) + φi(−sit)

= C − sit〈ai,Ax(i) − y〉+
‖ai‖2

2
t2 + λ

− ‖ai‖
2

2

(
|sit| −

√
2λ

‖ai‖

)2

= C − sit〈ai,Ax(i) − y〉+ t
√

2λ‖ai‖

= C + t(
√

2λ‖ai‖ − |〈ai,Ax(i) − y〉|)
= C ∈ R, (24)

where C = 1
2‖Ax(i) − y‖2 +

∑
j 6=i φj(xj) is a constant

independent of t. The last equality comes from the fact

that, by definition (eq. (15)), i ∈ σ+
x ⇒ |〈ai,Ax(i) −

y〉| =
√

2λ‖ai‖.
We now show the two assersions of Lemma 1.

1. Because x is a local minimizer of F̃ , there exists

η > 0 such that,

∀u ∈ B2(x, η), F̃ (x) ≤ F̃ (u). (25)

Then, ∀i ∈ σ+
x let

Ti =

{
t ∈

[
0,

√
2λ

‖ai‖

]
,u = x(i) − sitei ∈ B2(x, η)

}
.

Clearly, because η > 0, Ti is a non-degenerate inter-

val of R. Then,

∀t ∈ Ti, ∃η′ ∈ (0, η), s.t. B2(x̄, η′) ⊂ B2(x, η), (26)

where x̄ = x(i) − sitei, and we get

∀u ∈ B2(x̄, η′), F̃ (x̄) =
(24)

F̃ (x) ≤
(25)&(26)

F̃ (u) , (27)

which completes the proof of the first assertion of

Lemma 1.

2. Using the fact that x is a global minimizer of F̃ ,

(24) completes the proof.

Lemma 2 A point x ∈ RN is L-stationary for L > 0

if and only if it is SO and{
|
〈
ai,Ax(i) − y

〉
| ≤
√

2λL if i ∈ IN\σx,
|
〈
ai,Ax(i) − y

〉
| ≥
√

2λ/L‖ai‖2 if i ∈ σx.
(28)

Proof Let x ∈ RN be a L-stationary point for L > 0.

Then, from Definition 3, x verifies (12) which is equiv-

alent, by separability, to: ∀i ∈ IN ,

xi ∈
{

arg min
u∈R

1

2
([TL(x)]i − u)2 +

λ

L
|u|0
}
, (29)

⇐⇒ xi ∈


{0} if |[TL(x)]i| <

√
2λ/L,

{0, [TL(x)]i} if |[TL(x)]i| =
√

2λ/L,

{[TL(x)]i} if |[TL(x)]i| >
√

2λ/L.

(30)

Hence, we now shall show that (30) is equivalent to x

SO and (28). We proceed by proving both implications.

=⇒ Let x be a L-stationary point, then it is SO from [4,

Theorem 4.11]. Hence, it follows from Definition 1 that

∀i ∈ σx, 0 = 〈ai,Ax− y〉 , (31)

⇐⇒ ∀i ∈ σx, xi = −
〈
ai,Ax(i) − y

〉
/‖ai‖2. (32)

Combining that fact with the expression of [TL(x)]i =

xi − L−1 〈ai,Ax− y〉 we obtain{
[TL(x)]i = −L−1

〈
ai,Ax(i) − y

〉
if i ∈ IN\σx,

[TL(x)]i = −
〈
ai,Ax(i) − y

〉
/‖ai‖2 if i ∈ σx.

(33)

Finally, by injecting (33) into (30) we get (28).

⇐= Let x be a SO point such that (28) is verified.

As previously, the SO property implies (31)-(32), and

thus (33). Finally, injecting (33) into (28) completes the

proof.

B Breaking Assumption 1

For λ > 0, let x̂1 ∈ RN and x̂2 ∈ RN be two global

minimizers of F0 such that ‖x̂1 − x̂2‖0 = 1. (Note that

‖x̂1 − x̂2‖0 = 0 would imply that x̂1 = x̂2.) Then,

x̂1 and x̂2 differ from only one component. Moreover,

because global minimizers of F0 are stricts [30, Theorem

4.4], we necessarily have ‖x̂2‖0 = ‖x̂1‖0−1 (or ‖x̂1‖0 =

‖x̂2‖0 − 1 by reversing the role of x̂1 and x̂2). It then

follows that

F0(x̂1) = F0(x̂2) (34)

⇐⇒ 1

2
‖Ax̂1 − y‖2 + λ‖x̂1‖0

=
1

2
‖Ax̂2 − y‖2 + λ(‖x̂1‖0 − 1) (35)

⇐⇒ λ =
1

2

(
‖Ax̂2 − y‖2 − ‖Ax̂1 − y‖2

)
(36)

Hence two such points x̂1 and x̂2 can be both global

minimizers of F0 for only one value of the regularization

parameter λ. This shows that, when F0 admits multiple

global minimizers, Assumption 1 eventually breaks only

for a finitely number of λ values.
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C Proof of Corollary 1

Let G0 and G̃ be the sets of global minimizers of F0

and F̃ respectively. Then, from Theorem 1, we have

G0 ⊆ G̃. Now assume that, under Assumption 1, there

exists x̂ ∈ G̃ such that x̂ /∈ G0. This implies from The-

orem 1 that σ−x̂ 6= ∅ (i.e., given the definition of σ−x̂
in (14), that there exists i ∈ {1, . . . , N} such that |x̂i| ∈
(0,
√

2λ/‖ai‖)). From the second point of Lemma 1

(see Appendix A), we can then build a sequence of

global minimizers of F̃ , denoted {xk}Kk=1, such that

x1 = x̂ and xk+1 = x
(jk)
k where {j1, . . . , jK} = σ−x̂

and K = #σ−x̂ . In other words, we set one by one the

components of x̂ indexed by the elements of σ−x̂ to zero.

Note that xK = T (x̂) where T is the thresholding rule

defined in (4).

Considering xK−1, we can either set its jKth com-

ponent to zero and get xK , or set this component to

−sjK
√

2λ/‖ajK‖ to obtain another global minimizer of

F̃ (see Lemma 1) which we denote by x̃K . Moreover,

we have by definition that σ−xK = σ−x̃K = ∅, and thus

both xK and x̃K are global minimizers of F0 from The-

orem 1. However, by construction,

‖xK − x̃K‖0 = 1, (37)

which contradicts Assumption 1. This proves that x̂ ∈
G0 ∩ G̃ and that G0 = G̃.

Finally, we know that these global minimizers are

strict for F0 from [30, Theorem 4.4]. Hence, according

to the fact that G0 = G̃, they are also strict for F̃ .

D Proof of Theorem 3

We proceed by proving both implications.

D.1 Proof of =⇒

Let x ∈ RN be a strict local minimizer of F̃ and assume

that σ+
x 6= ∅. Then from Lemma 1, for all i ∈ σ+

x , there

exists a non-degenerate interval Ti ⊆ [0,
√

2λ/‖ai‖] con-

taining |xi| such that, ∀t ∈ Ti, x̄ = x(i)−sitei is another

local minimizer of F̃ . This contradicts the fact that x is

a strict local minimizer of F̃ . Hence σ+
x = ∅. Then, the

fact that rank(Aσx) = #σx comes from [39, Corollary

4.9]. The idea is that a strict minimizer of F̃ is nec-

essarily a strict minimizer of F0 (because F̃ is always

lower than F0). Then, we know from [30, Theorem 3.2]

that a strict minimizer of F0 verifies rank(Aσx) = #σx.

D.2 Proof of ⇐=

Let x ∈ RN be a critical point of F̃ such that σ+
x = ∅

and rank(Aσx) = #σx. To prove the result, we will

show that there exists η > 0 such that

∀ ε ∈ B2(0RN , η), F̃ (x + ε) > F̃ (x). (38)

D.2.1 Determination of η

Let η be defined as

η = min
i∈{1,2,3}

ηi, (39)

where

η1 = min
i∈σcx

(√
2λ

‖ai‖

)
(40)

η2 = min
i∈σcx

(
2(
√

2λ‖ai‖ − | 〈ai,Ax− y〉 |)
‖ai‖2

)
(41)

η3 = min
i∈σx

(
|xi| −

√
2λ

‖ai‖

)
, (42)

and σcx = IN\σx. Clearly η > 0 as σ+
x = ∅ implies

– ∀i ∈ σcx, | 〈ai,Ax− y〉 | <
√

2λ‖ai‖ =⇒ η2 > 0,

– ∀i ∈ σx, |xi| >
√

2λ/‖ai‖ =⇒ η3 > 0.

D.2.2 Proof of (38)

Let ε ∈ B2(0RN , η) \ {0RN }. Then by definition of η

in (39) we have,

∀i ∈ σcx, |xi + εi| = |εi| < η ≤
√

2λ/‖ai‖, (43)

∀i ∈ σx, |xi + εi| > |xi| − η ≥
√

2λ/‖ai‖, (44)

By combining the inequalities (43) and (44) with

the definition of the CEL0 penalty in (3), we obtain

Φ(x + ε) =
∑
i∈σcx

φi(εi) +
∑
i∈σx

φi(xi), (45)

where, φi(x) = λ− ‖ai‖
2

2

(
|x| −

√
2λ
‖ai‖

)2

1{
|x|≤

√
2λ
‖ai‖

}.
On the other hand, we have

1

2
‖A(x + ε)− y‖2 =

1

2
‖Ax− y‖2 +

1

2
‖Aε‖2

+
∑
i∈IN

εi 〈ai,Ax− y〉 . (46)

Using the description of the critical points in Propo-

sition 1 and the fact that σ+
x = ∅, we get that ∀i ∈ σx,



New Insights on the Optimality Conditions of the `2-`0 Minimization Problem 13

〈ai,Ax− y〉 = 0. Hence the last term in (46) can be

simplified as∑
i∈IN

εi 〈ai,Ax− y〉 =
∑
i∈σcx

εi 〈ai,Ax− y〉 . (47)

Combining equations (45) to (47), we obtain

F̃ (x + ε) =
1

2
‖Ax− y‖2 +

1

2
‖Aε‖2 +

∑
i∈σx

φi(xi)

+
∑
i∈σcx

εi 〈ai,Ax− y〉+ φi(εi) (48)

≥ F̃ (x) +
1

2
‖Aε‖2

+
∑
i∈σcx

φi(εi)− |εi| | 〈ai,Ax− y〉 | (49)

From the expression of φi and the fact that ∀ε ∈
B2(0RN , η)\{0RN }, |εi| <

√
2λ/‖ai‖ ∀i ∈ σcx, we have,

φi(εi)− |εi| | 〈ai,Ax− y〉 | (50)

= |εi|
(√

2λ‖ai‖ −
‖ai‖2

2
|εi| − | 〈ai,Ax− y〉 |

)
(51)

Moreover, ∀i ∈ σcx

√
2λ‖ai‖ −

‖ai‖2

2
|εi| − | 〈ai,Ax− y〉 | > 0, (52)

⇐⇒|εi| <
2

‖ai‖2
(√

2λ‖ai‖ − | 〈ai,Ax− y〉 |
)
, (53)

which is true by definition of η (see (41)). Hence, we

can write (49) as

F̃ (x + ε) ≥ F̃ (x) +
1

2
‖Aε‖2 +

∑
i∈σcx

α|εi|, (54)

where α > 0. Finally, because rank(Aσx) = #σx and

ε 6= 0RN , at least one of the two following assertions

holds true

– ∃i ∈ σx such that |εi| > 0 and thus ‖Aε‖2 > 0,

– ∃i ∈ σcx such that |εi| > 0 and thus α|εi| > 0.

Hence, we have

F̃ (x + ε) > F̃ (x), (55)

which shows that x is a strict local minimizer of F̃ and

completes the proof.

E Proof of Theorem 4

Let x ∈ RN be a strict local minimizer of F̃ . Hence, it

is a critical point of F̃ such that σ+
x = ∅ (Theorem 3).

From Proposition 1, x is SO and verifies{
|
〈
ai,Ax(i) − y

〉
| <
√

2λ‖ai‖ if i ∈ IN\σx,
|
〈
ai,Ax(i) − y

〉
| >
√

2λ‖ai‖ if i ∈ σx.
(56)

It follows from Lemma 2 that x is L-stationary for

L ≥ max
i∈IN
‖ai‖2 ⇒ ∀i,

{√
2λ‖ai‖ ≤

√
2λL,

√
2λ‖ai‖ ≥

√
2λ/L‖ai‖2,

(57)

which completes the proof.

F Proof of Theorem 6

Let x ∈ RN be a partial support CW point of Prob-

lem (1) for λ ∈ R>0\Λ, where

Λ =

{
λ =

(〈
ak,Ax(k) − y

〉)2

/2

for k ∈ {ix, jx} and x ∈ minst
loc{F0}

}
, (58)

with ix and jx defined in (10) and (11), respectively.

Clearly, because minst
loc{F0} contains a finite number of

points [30], Λ has a zero Lebesgue measure.

Under the URP of A, Theorem 5 states that x is a

strict local minimizer of F0 and it follows from Theo-

rem 2 that rank(Aσx) = #σx. Then, from Theorem 3,

we get that x is a strict local minimizer of F̃ if and only

if x is a critical point of F̃ and σ+
x = ∅. According to

Proposition 1 together with the definition of σ+
x in (15),

these two conditions are equivalent to{
| 〈ai,Ax− y〉 | <

√
2λ ∀i ∈ IN\σx

|xi| >
√

2λ ∀i ∈ σx.
(59)

(We recall that A is assumed to have unit norm columns

in the statement of Theorem 6 and that
〈
ai,Ax(i) − y

〉
=

〈ai,Ax− y〉 for i ∈ IN\σx and
〈
ai,Ax(i) − y

〉
= −xi

for i ∈ σx.)

Now assume that x is not a strict local minimizer

of F̃ . We distinguish two cases from (59)

– ∃j ∈ IN\σx such that | 〈aj ,Ax− y〉 | ≥
√

2λ. By

definition of jx in (11), we have

| 〈ajx ,Ax− y〉 | ≥ | 〈aj ,Ax− y〉 | ≥
√

2λ (60)

Hence, the first line of (59) is also violated for jx.

Now let t ∈ R be such that

t = arg min
v∈R

1

2
‖A(x + ejxv)− y‖2

= −〈ajx ,Ax− y〉 , (61)
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and define x̄ = x + ejxt. Given that λ ∈ R>0\Λ, we

have t >
√

2λ. Then,

1

2
‖Ax̄− y‖2 =

1

2
‖Ax− y‖2 +

t2

2

+ t 〈ajx ,Ax− y〉

=
(61)

1

2
‖Ax− y‖2 − t2

2

<
1

2
‖Ax− y‖2 − λ. (62)

Moreover, by definition of u+
x , we get

1

2
‖Au+

x − y‖2 ≤ 1

2
‖Ax̄− y‖2, (63)

and that σu+
x
⊆ σx̄ = σx ∪ {jx}. Hence, ‖u+

x ‖0 ≤
‖x‖0 + 1 and, with (62) and (63), we obtain that

F0(x) > F0(u+
x ). This is in contradiction with the

fact that x is a partial support CW point.

– ∃i ∈ σx such that |xi| ≤
√

2λ. Again, from the defi-

nition of ix in (10), we get

|xix | ≤ |xi| ≤
√

2λ, (64)

which shows that the second line of (59) is also vi-

olated for ix. Moreover, because λ ∈ R>0 \ Λ, we

have |xix | <
√

2λ and

1

2
‖Ax− y‖2 =

1

2
‖Ax(ix) − y‖2 +

x2
ix

2

+ xix

〈
aix ,Ax(ix) − y

〉
=

1

2
‖Ax(ix) − y‖2 −

x2
ix

2

>
1

2
‖Ax(ix) − y‖2 − λ. (65)

Moreover, by definition of u−x , we have

1

2
‖Ax(ix) − y‖2 ≥ 1

2
‖Au−x − y‖2. (66)

Combining these two last inequalities with the fact

that ‖u−x ‖0 ≤ ‖x‖0 − 1, we obtain F0(x) > F0(u−x ).

This contradicts the fact that x is a partial support

CW point and completes the proof.

G Proof of Theorem 7

We provide three independent proofs for S̃, SCW, and SL.

Before to enter into the details of the proofs, let us re-

call the reader that S0 contains a finite number of points

that do not depend on λ. Moreover, ∀x ∈ S0

〈ai,Ax− y〉 = 0 ∀i ∈ σx, (67)

and such points belong to XLS if and only if

ATAx = ATy

⇐⇒
under (67)

〈ai,Ax− y〉 = 0, ∀i ∈ IN\σx. (68)

Also let us recall that for x ∈ S0 and i ∈ IN\σx,

〈ai,Ax− y〉 = 〈ai,Ax(i) − y〉.
Finally, for the first statement of Theorem 7, we

need to verify that S0∩XLS is non-empty. This is always

true as for any support ω ⊆ IN such that rank(Aω) =

#ω = rank(A), the associated SO point x (which is

unique) belongs to both S0 and XLS.

G.1 Proof for S̃

1. Define

λ̃ = min
x∈S0\XLS

‖x‖0<N

{
max

i∈IN\σx

〈ai,Ax− y〉2

2‖ai‖2

}
. (69)

Clearly, from (68), we have λ̃ > 0. Then, for all

λ < λ̃ and all x ∈ S0\XLS such that ‖x‖0 < N , we

have

λ < max
i∈IN\σx

〈ai,Ax− y〉2

2‖ai‖2
(70)

This implies that, for such λ and x, there exists

i ∈ IN \ σx such that |〈ai,Ax − y〉| >
√

2λ‖ai‖.
Then, from Proposition 1, it follows that x cannot

be a critical point of F̃ , and thus x /∈ S̃. As a result,

for λ < λ̃, we have that S̃ ⊆ S0∩XLS (recalling that

S̃ ⊆ S0).

To show the reciprocal inclusion, we define λ0 =

min{λ̃, λ′}, where

λ′ = min
x∈(S0∩XLS)\{0RN }

{
min
i∈σx

(xi‖ai‖)2

2

}
. (71)

It is also easy to see that λ0 > 0. Then, for all

λ < λ0 and x ∈ (S0∩XLS)\{0RN }, we get from (71)

that for all i ∈ σx, |xi| >
√

2λ/‖ai‖. Hence σ−x =

∅ and moreover, with (68), we have σ+
x = ∅. The

fact that rank(Aσx) = #σx follows from the fact

that x is a strict local minimizer of F0 (x ∈ S0).

Finally, with (67) and Proposition 1 we get that x

is a critical point of F̃ . Hence, for all λ < λ0, all x ∈
S0 ∩ XLS fulfill the requirement of Theorem 3 and

are thus strict local minimizers of F̃ (i.e., x ∈ S̃).

2. Define

λ∞ = max
x∈S0\{0RN }

{
min
i∈σx

(xi‖ai‖)2

2

}
. (72)
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Then, for all λ > λ∞ and all x ∈ S0\{0RN }, we have

λ > min
i∈σx

(xi‖ai‖)2

2
. (73)

This implies that, for such λ and x, there exists

i ∈ σx such that |xi| <
√

2λ/‖ai‖. Hence, σ−x 6= ∅
and thus σ+

x 6= ∅ as σ−x ⊆ σ+
x . Then, it follows from

Theorem 3 that x /∈ S̃. As a result, for λ > λ∞, we

have S̃ ⊆ {0RN }. Finally the equality comes from

the fact that S̃ includes the set of global minimiz-

ers of F̃ and F0 (from Corollary 1) which is non-

empty [30, Theorem 4.4 (i)].

G.2 Proof for SL

Using Lemma 2, the proof follows the line of the one

for S̃ (see Section G.1). Hence, we let it to the reader.

G.3 Proof for SCW

1. Let x ∈ S0\XLS (if applicable, i.e., non-empty, oth-

erwise go to the paragraph before equation (82)).

Then we have ‖x‖0 < min{M,N}. Indeed, x ∈ S0

and ‖x‖0 = min{M,N} would imply that

rank(Aσx) = min{M,N} = rank(A), (74)

and thus x ∈ XLS.

Then, by definition of u+
x in Definition 2, we have

β(x) =
1

2
‖Ax− y‖2 − 1

2
‖Au+

x − y‖2>0, (75)

The fact that β(x) > 0 comes from the URP of A.

Indeed, let us first show that we necessarily have

u+
x 6= x (which is not trivial as by definition σu+

x
⊆

σx ∪{jx}, where jx is defined in (11)). To that end,

assume that u+
x = x. Hence, by construction of u+

x

we get that (normal equations)

〈ajx ,Ax− y〉 = 0. (76)

It follows, by definition of jx in (11), that

〈aj ,Ax− y〉 = 0, ∀j ∈ IN\σx. (77)

Moreover, from (67), (77) is also true for all j ∈ σx.

This implies that x ∈ XLS (with (68)) which leads

to a contradiction. As a result, we get that u+
x 6= x.

Now assume that β(x) = 0. Then, again by con-

struction of u+
x , β(x) = 0 implies that for ω =

σx ∪ {jx}, both (u+
x )ω and xω (which are differ-

ent) are minimizers of v 7→ 1
2‖Aωv − y‖2. This is

in contradiction with the fact that Aω is full rank

(#ω ≤ min{M,N} and URP of A). Hence β(x) > 0

and we can define

λ̃ = min
x∈S0\XLS

β(x). (78)

It follows that, for all λ < λ̃ and all x ∈ S0\XLS,

F0(x)− F0(u+
x ) = β(x) + λ(‖x‖0 − ‖u+

x ‖0) (79)

≥ β(x)− λ (80)

> β(x)− λ̃ ≥
(78)

0, (81)

using the fact (for the second line) that ‖u+
x ‖0 ≤

‖x‖0 + 1. Hence, F0(x) > F0(u+
x ), which prevents

x from being a partial support CW point. Thus, we

have SCW ⊆ S0 ∩ XLS (recalling that SCW ⊆ S0 by

definition).

Now, let x ∈ S0 ∩ XLS.

We will show that for all u ∈ U defined in (9), we

have F0(x) ≤ F0(u). This will ensure that x ∈ SCW.

– Case u−x : By definition of U in (9), this case is

relevant only for x 6= 0RN . Let

β(x) =
1

2
‖Au−x − y‖2 − 1

2
‖Ax− y‖2 > 0. (82)

The fact that β(x) > 0 comes from similar ar-

guments as those used previously. Indeed, here

we have u−x 6= x by definition (σu−x ⊆ σx\{ix}).
Then #σx ≤ min{M,N} (because x ∈ S0) to-

gether with the URP of A allows to conclude.

Now, define

λ̃− = min
x∈S0∩XLS

β(x)/(‖x‖0 − ‖u−x ‖0). (83)

By construction we have ‖x‖0 > ‖u−x ‖0 and

hence λ̃− > 0. It follows that, for all λ < λ̃−

and all x ∈ S0 ∩ XLS,

F0(u−x )− F0(x) = β(x)− λ(‖x‖0 − ‖u−x ‖0)

>
(83)

0, (84)

– Case u+
x : By definition of U in (9), this case is

relevant only when ‖x‖0 < min{M,N}. Then,

because x ∈ XLS we have

〈aj ,Ax− y〉 = 0, ∀j ∈ IN\σx. (85)

Hence, one can choose jx to be any element of

IN\σx according to (11). Moreover, for any of

these choices, one will get under the URP of A

that u+
x = x and thus F0(x) = F0(u+

x ).
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– Case uswap
x : Again, by definition of U in (9), this

case is relevant only when ‖x‖0 ∈ (0,min{M,N}).
Let

β(x) =
1

2
‖Auswap

x −y‖2− 1

2
‖Ax−y‖2 > 0. (86)

Once again the fact that β(x) > 0 comes from

the URP of A together with the facts that u+
x =

x (see previous point) and that σuswap
x
⊆ σx ∪

{jx}. Now define

λ̃swap = min
x∈S0∩XLS

β(x)

max{1, (‖x‖0 − ‖uswap
x ‖0)}

.

(87)

It follows that, for all λ < λ̃swap and all x ∈
S0 ∩ XLS,

F0(uswap
x )− F0(x) = β(x)− λ(‖x‖0− ‖uswap

x ‖0)

>
(87)

0, (88)

using the fact that ‖uswap
x ‖0 ≤ ‖x‖0.

Finally taking λ0 = min{λ̃, λ̃−, λ̃swap} completes

the proof.

2. For x ∈ S0\{0RN }, we define

β(x) =
1

2
‖Au−x − y‖2 − 1

2
‖Ax− y‖2 > 0, (89)

where u−x is an SO point such that ‖u−x ‖0 ≤ ‖x‖0−1

(see Definition 2). The fact that β(x) > 0 follows the

same arguments as for (82). Now, let

λ∞ = max
x∈S0\{0RN }

β(x). (90)

It follows that, for all λ > λ∞ and all x ∈ S0\{0RN },

F0(u−x )− F0(x) = β(x) + λ(‖u−x ‖0 − ‖x‖0) (91)

≤ β(x)− λ (92)

< β(x)− λ∞ ≤
(90)

0. (93)

Hence, F0(x) > F0(u−x ), which prevents x from be-

ing a partial support CW point and we thus have

SCW ⊆ {0RN }.
Finally, let x = 0RN . To assert if it is a partial

support CW point, we have to compare F0(0RN )

to F0(u+
0RN

),

F0(0RN )− F0(u+
0RN

) = β(u+
0RN

)− λ (94)

< β(u+
0RN

)− λ∞ ≤
(90)

0 (95)

This shows that 0RN ∈ SCW and thus SCW = {0RN }.

References

1. H. Attouch, J. Bolte, and B. F. Svaiter. Convergence
of descent methods for semi-algebraic and tame prob-
lems: proximal algorithms, forward–backward splitting,
and regularized Gauss–Seidel methods. Mathematical
Programming, 137(1):91–129, February 2013.

2. A. Beck and Y. Eldar. Sparsity Constrained Nonlinear
Optimization: Optimality Conditions and Algorithms.
SIAM Journal on Optimization, 23(3):1480–1509, Jan-
uary 2013.

3. A. Beck and N. Hallak. On the Minimization Over
Sparse Symmetric Sets: Projections, Optimality Condi-
tions, and Algorithms. Mathematics of Operations Re-
search, 41(1):196–223, February 2016.

4. A. Beck and N. Hallak. Proximal Mapping for Symmetric
Penalty and Sparsity. SIAM Journal on Optimization,
28(1):496–527, January 2018.

5. T Blumensath and M. E. Davies. Iterative hard thresh-
olding for compressed sensing. Applied and Compu-
tational Harmonic Analysis, 27(3):265–274, November
2009.

6. S. Bourguignon, J. Ninin, H. Carfantan, and M. Mon-
geau. Exact Sparse Approximation Problems via Mixed-
Integer Programming: Formulations and Computational
Performance. IEEE Transactions on Signal Processing,
64(6):1405–1419, March 2016.

7. L. Breiman. Better Subset Regression Using the Nonneg-
ative Garrote. Technometrics, 37(4):373–384, 1995.

8. E. J. Candes, J. Romberg, and T. Tao. Robust uncer-
tainty principles: exact signal reconstruction from highly
incomplete frequency information. IEEE Transactions
on Information Theory, 52(2):489–509, February 2006.

9. E. J. Candès, M. B. Wakin, and S. P. Boyd. Enhanc-
ing Sparsity by Reweighted l1 Minimization. Journal of
Fourier Analysis and Applications, 14(5):877–905, De-
cember 2008.

10. M. Carlsson. On Convex Envelopes and Regularization
of Non-Convex Functionals without moving Global Min-
ima. arXiv:1811.03439 [math], November 2018. arXiv:
1811.03439.

11. M. Carlsson, D. Gerosa, and C. Olsson. An unbiased ap-
proach to compressed sensing. arXiv:1806.05283 [math],
June 2018. arXiv: 1806.05283.

12. S. Chen, C. F. N. Cowan, and P. M. Grant. Orthogo-
nal least squares learning algorithm for radial basis func-
tion networks. IEEE Transactions on Neural Networks,
2(2):302–309, March 1991.

13. E. Chouzenoux, A. Jezierska, J. Pesquet, and H. Talbot.
A Majorize-Minimize Subspace Approach for `2− `0 Im-
age Regularization. SIAM Journal on Imaging Sciences,
6(1):563–591, January 2013.

14. W. Dai and O. Milenkovic. Subspace Pursuit for Com-
pressive Sensing Signal Reconstruction. IEEE Trans-
actions on Information Theory, 55(5):2230–2249, May
2009.

15. D. L. Donoho. For most large underdetermined systems
of linear equations the minimal `1-norm solution is also
the sparsest solution. Communications on Pure and Ap-
plied Mathematics, 59(6):797–829, June 2006.

16. S. Durand and M. Nikolova. Stability of the Minimizers of
Least Squares with a Non-Convex Regularization. Part I:
Local Behavior. Applied Mathematics and Optimization,
53(2):185–208, March 2006.

17. S. Durand and M. Nikolova. Stability of the Minimiz-
ers of Least Squares with a Non-Convex Regularization.



New Insights on the Optimality Conditions of the `2-`0 Minimization Problem 17

Part II: Global Behavior. Applied Mathematics and Op-
timization, 53(3):259–277, May 2006.

18. J. Fan and R. Li. Variable Selection via Nonconcave
Penalized Likelihood and Its Oracle Properties. Journal
of the American Statistical Association, 96(456):1348–
1360, 2001.

19. S. Foucart. Hard Thresholding Pursuit: An Algorithm
for Compressive Sensing. SIAM Journal on Numerical
Analysis, 49(6):2543–2563, January 2011.

20. S. Foucart and M-J. Lai. Sparsest solutions of un-
derdetermined linear systems via `q-minimization for
0<q ≤ 1. Applied and Computational Harmonic Analy-
sis, 26(3):395–407, May 2009.

21. D. Geman and G. Reynolds. Constrained restoration and
the recovery of discontinuities. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 14(3):367–
383, March 1992.

22. Irina F. Gorodnitsky and Bhaskar D. Rao. Sparse signal
reconstruction from limited data using FOCUSS: A re-
weighted minimum norm algorithm. IEEE Transactions
on Signal Processing, pages 600–616, 1997.
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