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Abstract

Most state-of-the-art methods for action recognition consist of a two-stream architecture with 3D convolutions: an appearance stream for RGB frames and a motion stream for optical flow frames. Although combining flow with RGB improves the performance, the cost of computing accurate optical flow is high, and increases action recognition latency. This limits the usage of two-stream approaches in real-world applications requiring low latency. In this paper, we introduce two learning approaches to train a standard 3D CNN, operating on RGB frames, that mimics the motion stream, and as a result avoids flow computation at test time. First, by minimizing a feature-based loss compared to the Flow stream, we show that the network reproduces the motion stream with high fidelity. Second, to leverage both appearance and motion information effectively, we train with a linear combination of the feature-based loss and the standard cross-entropy loss for action recognition. We denote the stream trained using this combined loss as Motion-Augmented RGB Stream (MARS). As a single stream, MARS performs better than RGB or Flow alone, for instance with 72.7% accuracy on Kinetics compared to 72.0% and 65.6% with RGB and Flow streams respectively.

1. Introduction

The emergence of convolutional neural networks (CNNs) \cite{13, 19, 36}, together with larger datasets \cite{10, 18} have recently led to remarkable progress in action recognition \cite{2, 32, 37}. To integrate temporal information with CNNs, three main ideas have been proposed. Simonyan and Zisserman \cite{32} introduced a two-stream approach where one stream models appearance by taking RGB frames as input, and the other processes optical flow frames to leverage motion information. Tran et al. \cite{37} proposed an architecture with 3D convolutions on RGB frames, i.e., convolutions operating over both space and time. And lastly, recurrent neural networks, such as LSTMs, have been used to aggregate information iteratively over frames \cite{5}. Recent methods \cite{2, 38, 44} are based on the combination of the two-stream approach with 3D convolutions in each stream that are trained using large datasets \cite{18}.

In summary, the strategy of combining 3D CNN-based RGB and Flow streams produces the best results, but it does have significant drawbacks. Firstly, two-stream approaches require explicit and accurate optical flow extraction from RGB frames, which is computationally expensive, as shown in the accuracy vs. time plot on the MiniKinetics dataset \cite{44} in Figure 1. From the plot, we observe that Flow and RGB+Flow are significantly slower than RGB. Efficient methods for computing flow do exist \cite{34}, but they are not as effective when combined with the RGB stream.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Accuracy vs. time on MiniKinetics for different streams using 16-frame clips. Time is averaged over all videos. Flows are estimated using TV-L1 \cite{45}. Our MERS approach successfully mimics the Flow stream, while being significantly faster, as it avoids flow computation. Combining MERS with the RGB stream (MERS+RGB), we achieve accuracy comparable to RGB+Flow at a significantly lower computation cost. Rather than using two streams, our MARS approach is twice as fast as MERS+RGB and maintains the same performance. Note that computation time only depends on the input size, irrespective of the dataset: MARS is \textasciitilde100 times faster than RGB+TVL1Flow.}
\end{figure}
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Figure 2: Training to mimic the Flow stream. We first train the Flow stream to classify actions using optical flow clips with cross entropy loss and freeze its weights. To mimic flow features using RGB frames, in step 1, we backpropagate the MSE loss through all the layers of MERS except the last layer. In step 2, we separately train the last layer of MERS with a cross entropy loss.

Figure 3: Training to leverage motion and appearance information. Initially, we train the Flow stream to classify actions using optical flow clips with cross entropy loss and freeze its weights. Our approach, MARS, leverages both motion and appearance information by backpropagating the cross entropy loss in addition to MSE loss between features, through all the layers of the network.

In this paper, we propose two novel learning strategies, based on the concept of distillation [14] and learning under privileged information [39], to avoid flow computation at test time, while preserving the performance of two-stream approaches. To begin with, we train a standard 3D CNN that takes RGB as input, and hallucinates features from the Flow stream. More precisely, we minimize the difference between features from the layer preceding the last fully-connected layer of the network, and features at the same level from the motion stream (see Figure 2). In other words, our stream is similar to the RGB stream in terms of architecture and inputs, but is trained using a different loss function. We show that by using this approach, Flow features can be obtained from RGB frames without explicit optical flow computation during inference. For ease of notation, we denote this network as Motion-Emulated RGB Stream (MERS). MERS shows that, by accurately mimicking the Flow stream, one can effectively transfer knowledge gained from optical flow to a stream with RGB inputs based on 3D convolutions. More importantly, it also implies that flow computation can be avoided at test time. By combining the standard RGB stream with our new stream (MERS) based only on RGB inputs, we obtain accuracy comparable to a two-stream approach (RGB+Flow), but at a significantly lower computational cost (see MERS and RGB+MERS vs. Flow and RGB+Flow in Figure 1).

We then go beyond mimicking flow features, and propose to combine appearance and motion information, effectively into a single stream. This is achieved by training a standard 3D CNN with RGB inputs to minimize the difference in features compared to the Flow stream (as in MERS), as well as to perform action recognition (cross entropy loss, as in a standard RGB stream), see Figure 3. We denote this network by MARS for Motion-Augmented RGB Stream. Experiments highlight that a network trained using our novel approach, performs better than the individual RGB and Flow streams, and is comparable to the two-stream combination (RGB+Flow), with significantly lower computational cost, see Figure 1. This shows that MARS effectively leverages both appearance and motion information. Specifically, MARS obtains 72.7% accuracy on Kinetics compared to 72.0% and 65.6% for RGB and Flow respectively. Similarly on HMDB51 (split-1), MARS obtains 80.1% accuracy, compared to 73.5% and 75.9% for RGB and Flow stream, respectively. Code and models are available at http://www.europe.naverlabs.com/Research/Computer-Vision/Video-Analysis/MARS.

2. Related Work

Significant progress has been made with CNNs for image-based tasks like classification [13, 19], segmentation [3, 23] and object detection [12, 28], especially since 2012. Their impact on problems in the video domain was
not remarkable initially due to the inability of early models to capture temporal variations in video, and the lack of large video datasets. We discuss strategies developed to address this, \textit{e.g.} two-stream architectures and new datasets, in the following. We also summarize recent work on distillation methods to transfer knowledge between two networks, as it is related to our proposed approach with transfer between RGB and Flow streams.

\textbf{Two-stream networks.} Simonyan and Zisserman \cite{32} proposed a two-stream 2D CNN architecture, where one stream operates on RGB frames, and the other on optical flow. The two streams are trained to estimate action class labels, and the final label is obtained by averaging the scores of both the streams. Feichtenhofer et al. \cite{8} presented improvements to this two-stream network with different strategies to fuse the two streams. Initial work in this two-stream paradigm was focused on 2D CNNs, but a transition to 3D CNNs was made since spatio-temporal features are better learned with 3D CNNs compared to their 2D equivalents \cite{37}. This transition comes at: (i) a high computational cost, largely due a large number of parameters that need to be optimized \cite{37, 38, 44}, and (ii) the problem of overfitting due to small datasets. To deal with the problem of overfitting, Carreira and Zisserman \cite{2} introduced the Kinetics dataset \cite{18}, which was large enough to successfully train 3D CNNs \cite{11}. Using RGB and Flow streams pretrained on Kinetics, I3D \cite{2} achieved the state of art on the HMDB51 \cite{20} and UCF101 \cite{33} datasets. Methods such as \cite{38, 44} replaced 3D convolutions with separate spatial and temporal convolutions, which significantly reduces the number of parameters to learn, to alleviate the issues of computational cost. Irrespective of their differences, all the methods discussed above use hand-crafted optical flow features such as \cite{1, 45} for the motion stream, creating a bottleneck for fast and online inference. Such improvements when combining the two streams suggest that despite spatio-temporal convolutions, the appearance stream fails to fully capture the information from the motion stream. In contrast, our approach avoids flow computation at test time, while maintaining the state-of-the-art performance of the two-stream framework.

\textbf{Joint appearance and motion modeling.} CNNs have also been used to estimate optical flow directly from RGB frames \cite{6, 16, 27}, instead of relying on hand-crafted optical flow methods, typically with an encoder-decoder structure. This makes the Flow stream end-to-end trainable using a loss on optical flow to guide the flow component, \textit{i.e.}, learn optical flow from RGB frames, and then recognize actions with the estimated optical flow. One alternative to this loss, which requires ground-truth optical flow, is using an unsupervised loss to train on action datasets where this ground-truth is unavailable \cite{49}. Other approaches, such as \cite{4, 26} used an off-the-shell optical flow method \cite{1} in \cite{4}, EpicFlow \cite{29} in \cite{26} as pseudo ground-truth flow. Fan et al. \cite{7} integrate TV-L1 flow \cite{45} in the form of a differentiable module into a CNN. Instead of learning the flow module from scratch, they initialize it with a model learned on optical flow benchmarks, and only train the network for action recognition, without any loss on flow. As expected, the output of the flow module learned in this fashion no longer corresponds to an accurate optical flow. In contrast to these works, we propose to compute a loss on the features from the motion stream, thereby allowing the network to mimic or enhance the Flow stream.

Very recent works have attempted to model appearance and motion into a single stream \cite{2, 35}, with modules designed to better exploit temporal information, leading to complex architectures for a modest gain. We show that our strategy of minimizing a feature-based loss provides an effective way to integrate temporal information into a standard 3D convolutional architecture.

\textbf{Distillation.} Our proposed learning approach is related to the concept of generalized distillation \cite{24} that combines distillation \cite{14} and privileged information \cite{39}. Distillation was originally proposed for knowledge transfer from a complex to a simple model by using class probabilities of the complex model as ‘soft target’ for the smaller one \cite{14}. In a similar spirit, our goal is to transfer knowledge from the motion stream to a network with only RGB input, without explicit flow computation. The learning under privileged information paradigm provides a model trained with additional information available only in the training phase and not at test time \cite{39}. In our case, flow is the privileged information available for training, along with RGB, but only RGB is available at test time.

Garcia \textit{et al}. \cite{9} developed a distillation framework for action recognition with their four-step process that hallucinates depth features from RGB frames. They distilled depth features via logits, as well as matching feature maps of depth and RGB networks. In a similar spirit, Hoffmann \textit{et al}. \cite{15} hallucinate depth information for an object detector by combining different losses between mid-level features with standard object detection losses. Another recently proposed graph distillation approach \cite{25} dynamically leverages information across different modalities. Our method differs from these works as: (a) we consider the case of RGB and Flow inputs, and (b) distill knowledge from the Flow to the RGB stream by matching high-level features, instead of matching class probabilities (logits).

\section{Learning to Replace Flow}

The state of the art for action recognition leverages both appearance (RGB) and motion (Flow) streams \cite{2}. These streams have standard image architectures with 3D convolutions instead of 2D convolutions, and take clips of a fixed length as input. Given a video clip of consecutive frames...
of an action \( \hat{y} \), the RGB and Flow streams are trained separately to classify actions. Let \( s_{\text{RGB}} \) (resp. \( s_{\text{Flow}} \)) denote the score computed by the RGB (resp. Flow) network before softmax, and \( y_{\text{RGB}} \) (resp. \( y_{\text{Flow}} \)) the predicted class, i.e., the one with the highest score. The prediction at test time is usually obtained by averaging \( s_{\text{RGB}} \) and \( s_{\text{Flow}} \).

We now address the challenge of avoiding flow computation at test time, while achieving similar performance as two-stream network. To this end, we propose a solution based on the concept of learning under privileged information [39]. We consider the Flow stream, operating on flow clips, as a teacher network that possesses vital information needed for action recognition. Our goal is to train a second network (student) to classify actions using RGB frames as input, along with the privileged information from the teacher, i.e., Flow, that is supplied only at training time. In the following, we assume that the Flow stream is already trained for action recognition and we freeze its weights. We now detail our two learning strategies: (i) to mimic flow features using RGB frames (Section 3.1), and (ii) to leverage both appearance and motion information (Section 3.2).

3.1. MERS

Our first training strategy to hallucinate flow features from RGB input is denoted as Motion Emulating RGB Stream (MERS). We achieve this by imposing a loss function at the feature level. Initial layers of a CNN represent low-level local features, while the latter layers represent high-level global features [46], which are highly discriminative [31] for the concerned task. We thus use a loss on the output of the layer immediately before the final fully-connected layer of MERS, to mimic those of the Flow stream. We denote these features from MERS and Flow streams as \( f_{c_{\text{MERS}}} \) and \( f_{c_{\text{Flow}}} \), respectively. Figure 2 illustrates the training strategy for MERS. MERS has a similar architecture and inputs as a standard RGB stream with 3D convolutions, but its target is to reduce the Mean Squared Error (MSE) loss between these features:

\[
\mathcal{L}_{\text{MERS}} = \| f_{c_{\text{MERS}}} - f_{c_{\text{Flow}}} \|^2. \tag{1}
\]

Applying this loss at the penultimate layer of the network leaves the last layer of MERS untrained. We follow a two-step training procedure, where we first train all the layers of MERS, except the last one, using the mean squared loss (1). This training provides a stream that mimics the features of the Flow stream. For performing action recognition, we train (Step 2 in the figure) only the last fully-connected layer, i.e., the classifier, separately, with a cross entropy loss using these “mimicked” features.

In summary, we first train the Flow stream to classify actions using optical flow clips with cross entropy loss between the true class labels \( \hat{y} \) and the predicted class labels \( y_{\text{Flow}} \). Once the Flow stream is trained, we freeze its weights. We then train MERS to mimic the Flow stream using RGB frames by backpropagating the MSE loss between \( f_{c_{\text{MERS}}} \) and \( f_{c_{\text{Flow}}} \) through the first \( n - 1 \) layers of a \( n \) layered network. These hallucinated flow features are finally used for action classification by training the \( n \)-th layer of MERS, with a cross-entropy loss between the true class, \( \hat{y} \) and the class predicted through score \( s_{\text{MERS}} \). Note that the cross entropy loss is backpropagated only through the last layer of MERS. At test time, MERS is independent of the Flow stream, and only RGB input is necessary.

3.2. MARS

Our second strategy goes a step further: we train a network that leverages both appearance and motion information with only RGB inputs at test time, and without explicit flow estimation. We refer to this as Motion-Augmented RGB Stream (MARS). Recall that MERS uses the MSE loss to distill motion information into a network operating on RGB frames. To enhance this training with appearance information, we train the network by backpropagating a linear combination of MSE and cross entropy losses through the entire network. In other words, we train MARS using the following loss function:

\[
\mathcal{L}_{\text{MARS}} = \text{CrossEntropy}(s_{\text{MARS}}, \hat{y}) + \alpha \| f_{c_{\text{MARS}}} - f_{c_{\text{Flow}}} \|^2, \tag{2}
\]

where \( \alpha \) is a scalar weight modulating the influence of motion features. Smaller values of \( \alpha \) makes MARS similar to a standard RGB stream, and larger ones drive it closer to MERS that mimics the Flow stream. We study the impact of \( \alpha \) in Section 5.3. Using this combined loss ensures that a difference between the mimicked and flow features leads to a decrease in cross-entropy, i.e., a higher classification accuracy. As the stream is based on RGB data, this feature difference comes from appearance. Thus, MARS effectively combines motion information distilled from the Flow stream with complementary appearance information necessary for better action classification.

To sum up our strategy MARS, we first train the Flow stream, with standard cross entropy loss. We then freeze its weights and train MARS; see Figure 3. When testing with MARS, we only use RGB frames as input to compute the class scores, thus avoiding flow computation.

4. Experimental Setup

4.1. Datasets and metrics

We focus on the popular benchmarks for action recognition: Kinetics400 [18], HMDB51 [20], UCF101 [33], and SomethingSomethingv1 [10]. Kinetics400 consists of 400 classes with approximately 240k training, 20k validation and 40k test videos. As this dataset is large, we perform some of the analyses on the MiniKinetics subset containing 200 classes, 80k training and 5k validation videos introduced by [44]. HMDB51 consists of 51 action classes...
with a total of 7000 videos and three different train/test splits. UCF101 contains 101 action classes with a total of 13,320 videos and also three train/test splits. We denote the first split for HMDB51 and UCF101 as HMDB51-1 and UCF101-1, respectively. SomethingSomethingv1 contains a total of 174 action classes with 86,017 training, 11,522 validation and 10,960 test videos.

Metrics. For all the datasets we report top-1 mean accuracy. For Kinetics400 and SomethingSomethingv1, we report performance on the validation set as the test servers are not available anymore.

4.2. Implementation details

RGB and flow inputs. We extract frames at 25 fps and resize them, such that the smallest dimension is 256 pixels, except for SomethingSomethingv1 where frames are provided at 12 fps with a frame height of 100 pixels [10]. Following recent approaches [2, 44], we use the TV-L1 method [45] to extract optical flow, with default parameter setting from OpenCV. We truncate the values to lie between −20 and 20, map them to the [0, 255] range, and then save them with jpeg compression. Following [11], most experiments are done with clips of 16 consecutive frames (16f-clip) to maintain reasonable training time. We also experiment with 64 frames clips (64f-clip) with the same data augmentation. At training, we randomly sample a 112 × 112 crop in the image from a random clip of the given length, and randomly apply horizontal flipping, which includes reverting the x-direction in the case of flow input. We subtract the ActivityNet mean for RGB inputs and 127.5 for optical flow, i.e., we assume flow is centered at 0. At test time, we use center crop and average scores of all non-overlapping clips. When combining multiple streams, we average the scores of each stream.

We also evaluate the performance of two computationally efficient flow approaches, MPEGFlow [17] and PWC-Net [34] on MiniKinetics. MPEGFlow corresponds to the motion vector encoded in the MPEG video compression format that can be retrieved at nearly zero computational cost. We extract MPEGFlow from videos using macroblocks of size 8 × 8, and resize these flow frames such that the smaller dimension is 256 pixels. PWC-Net is a recent CNN-based approach that operates about four times faster than its competitors, while maintaining a reasonable endpoint error. For PWC-Net, input frame dimensions are resized to a multiple of 64 and pixels values are normalized between [0, 1]. For both these approaches, we follow the same scaling and data augmentation procedure as that of TV-L1.

Architecture and training. We choose the 3D ResNeXt-101 [43] architecture due its performance on Kinetics400, UCF101, and HMDB51 [11]. Following the setting of [11], we use the SGD optimization method with a weight decay of 0.0005, momentum of 0.9, and an initial learning rate of 0.1, except when training flow with 64f-clips, where we use 0.01. While training MARS, we choose α = 50 based on the experimental results detailed in Section 5.3. We train on Kinetics400 and MiniKinetics from scratch. For other datasets, we finetune from the model trained on Kinetics400: all the layers in the case of SomethingSomethingv1, and only the last block and the last fully-connected layer for the smaller HMDB51 and UCF101 datasets.

5. Results and Discussion

We begin with an analysis of the impact of flow in two-stream approaches in Section 5.1. Section 5.2 compares the performance of MERS and MARS training strategies and shows that MARS outperforms both RGB and Flow. Next, we present an extensive study of our network with the influence of the weighing factor in the loss equation (Section 5.3), and the impact of motion (Section 5.4). We finally compare with the state of the art in Section 5.5.

5.1. Flow stream

We first evaluate the performance of three optical flow approaches, namely TV-L1, PWC-Net, and MPEGFlow,
Table 1: Top-1 accuracy using 16f-clips. For MiniKinetics and Kinetics400, all the streams are trained from scratch. For UCF101-1, HMDB51-1 and SomethingSomethingv1, all the streams are finetuned from Kinetics400 pretrained models. Optical flows are computed using TV-L1 algorithm.

<table>
<thead>
<tr>
<th>Stream</th>
<th>MiniKinetics</th>
<th>Kinetics400</th>
<th>UCF101-1</th>
<th>HMDB51-1</th>
<th>SomethingSomethingv1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>69.3</td>
<td>68.2</td>
<td>91.7</td>
<td>66.7</td>
<td>30.2</td>
</tr>
<tr>
<td>Flow</td>
<td>61.7</td>
<td>54.0</td>
<td>92.5</td>
<td>71.4</td>
<td>34.5</td>
</tr>
<tr>
<td>RGB+Flow</td>
<td>72.7</td>
<td>69.1</td>
<td>95.6</td>
<td>74.0</td>
<td>38.8</td>
</tr>
<tr>
<td>MERS</td>
<td>62.2</td>
<td>54.3</td>
<td>93.4</td>
<td>71.8</td>
<td>35.5</td>
</tr>
<tr>
<td>MERS+RGB</td>
<td>72.3</td>
<td>68.3</td>
<td>95.6</td>
<td>72.9</td>
<td>38.4</td>
</tr>
<tr>
<td>MERS+Flow</td>
<td>63.3</td>
<td>55.0</td>
<td>93.4</td>
<td>72.4</td>
<td>36.4</td>
</tr>
<tr>
<td>MERS+RGB+Flow</td>
<td>72.2</td>
<td>67.0</td>
<td>95.5</td>
<td>74.5</td>
<td>39.4</td>
</tr>
<tr>
<td>MARS</td>
<td>72.3</td>
<td>65.2</td>
<td>94.6</td>
<td>72.3</td>
<td>39.6</td>
</tr>
<tr>
<td>MARS+RGB</td>
<td>72.8</td>
<td>69.6</td>
<td>95.6</td>
<td>73.1</td>
<td>37.6</td>
</tr>
<tr>
<td>MARS+Flow</td>
<td>71.3</td>
<td>62.8</td>
<td>94.9</td>
<td>74.5</td>
<td>39.2</td>
</tr>
<tr>
<td>MARS+RGB+Flow</td>
<td>73.5</td>
<td>68.9</td>
<td>95.8</td>
<td>75.0</td>
<td>40.4</td>
</tr>
</tbody>
</table>

Table 2: Top-1 accuracy using 64f-clips. For Kinetics400, all the streams are trained from scratch. For UCF101-1, HMDB51-1 and SomethingSomethingv1, all the streams are finetuned from Kinetics400 pretrained models. Optical flows are computed using TV-L1 algorithm.

<table>
<thead>
<tr>
<th>Stream</th>
<th>Kinetics400</th>
<th>UCF101-1</th>
<th>HMDB51-1</th>
<th>SomethingSomethingv1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>72.0</td>
<td>95.2</td>
<td>73.5</td>
<td>46.6</td>
</tr>
<tr>
<td>Flow</td>
<td>65.6</td>
<td>95.8</td>
<td>75.9</td>
<td>43.0</td>
</tr>
<tr>
<td>RGB+Flow</td>
<td>74.5</td>
<td>97.5</td>
<td>79.8</td>
<td>51.7</td>
</tr>
<tr>
<td>MARS</td>
<td>72.7</td>
<td>97.1</td>
<td>80.1</td>
<td>48.7</td>
</tr>
<tr>
<td>MARS+RGB</td>
<td>74.8</td>
<td>97.3</td>
<td>80.6</td>
<td>51.7</td>
</tr>
<tr>
<td>MARS+Flow</td>
<td>72.3</td>
<td>97.5</td>
<td>80.9</td>
<td>50.4</td>
</tr>
<tr>
<td>MARS+RGB+Flow</td>
<td>74.9</td>
<td>97.8</td>
<td>81.3</td>
<td>53.0</td>
</tr>
</tbody>
</table>

5.2. Recognition accuracy

MERS. We now evaluate our training strategy MERS, whose goal is to mimic the Flow stream from RGB inputs, to avoid flow computation at test time. From the results shown in Table 1, we observe that the difference in mean accuracy between MERS and Flow is less than 1% on all the datasets. This shows that MERS is a good replacement for the Flow stream. This observation is further supported by the minimal difference between MERS+RGB and RGB+Flow. Also, combining Flow with MERS, results in almost no performance improvement. In summary, MERS provides an effective alternative to the Flow stream.

MARS. Table 1 also illustrates the performance of our training strategy combining feature-based and cross entropy losses (MARS). All the results correspond to the $\alpha = 50$ setting. We observe that MARS outperforms both RGB and Flow streams alone on MiniKinetics, UCF101, HMDB51, and SomethingSomethingv1 by a substantial margin (between 1% to 9%), showing that MARS learns to leverage both appearance and motion information, effectively. However, on Kinetics400, MARS performs worse than the RGB stream. This is due to the poor performance of the Flow stream with short clips on this dataset, with a 14% difference over RGB, as many videos are mostly static in a
that MARS not only achieves a trade-off between RGB and Flow, but effectively leverages both motion and appearance. Higher values of \( \alpha \) increase the influence of MSE over cross-entropy loss, thus causing MARS to tend towards the Flow stream accuracy, which is essentially MERS.

We also experimented applying the feature-based loss on earlier layers or on the logits. We find that applying this loss on the earlier layers leads to a drop in accuracy, as it is more difficult to mimic lower-level flow features from RGB inputs. When this feature-based loss is applied on the logits, we obtain a similar performance on MiniKinetics, as when the loss is applied to high-level features. However, a model pretrained on Kinetics400 does not generalize well enough to other datasets.

5.4. Impact of motion

To further understand the difference in the features learned by MARS and MERS compared to those of RGB and Flow streams, we analyze their performance in the absence of motion. We replace the actual test clips of MiniKinetics by ‘static’ clips that are created by duplicating the middle frame of each clip, thus removing motion information. The mean accuracy, reported at the top of Figure 6, is calculated by averaging scores over such non-overlapping consecutive ‘static’ clips, consisting of 16 frames.

Figure 6 also shows the class activation maps [48] for each of the streams. Class activation maps help visualize discriminative regions specific to each action class. We feed the networks with ‘static’ 16f-clips and observe that the accuracy of RGB drops slightly with static clips and the class activations are relevant. This shows that RGB mainly focuses on appearance despite 3D convolutions. MARS shows a larger drop than RGB due to lack of motion information, but can localize the relevant regions correctly. This shows that MARS simultaneously captures appearance and motion. MERS and Flow perform close to random on the static clips (classification accuracy 0.5% and 5.1% respectively, and random visualization regions). This is expected in the absence of motion and illustrates that they behave similarly.

5.5. Comparison with the state of the art

We now compare the performance of MARS with state-of-the-art approaches in Table 3 for Kinetics400 and in Table 4 for UCF101, HMDB51 and SomethingSomethingv1. In both tables, we first compare with methods that use only RGB as input at test time, without explicit flow computation, and then with approaches that use both RGB and Flow. For Kinetics400, when using only RGB frames as input, MARS+RGB performs better than all the methods, except NL-I3D [42]. Note that NL-I3D is pretrained on ImageNet using clips of size \( 128 \times 224 \times 224 \), i.e., 2 times longer and 4 times higher resolution than our clip size used to train MARS from scratch. This approach is based on a
Flow 5.1%  MERS 0.5%  MARS 36.87%  RGB 50.2%

Figure 6: From left to right: class activation maps of Flow, MERS, MARS and RGB using 16f ‘static’ clips on MiniKinetics. Numbers right at the top indicate video classification accuracy on the validation set. Numbers on each map indicate the softmax activation scores of the ground truth class.

Table 3: Comparison with state-of-the-art Top-1 accuracy results for Kinetics400 validation set. (*Calculated on the held-out test set of Kinetics400)

Table 4: Comparison with state-of-the-art results. The results of UCF101 and HMDB51 are averaged over 3 splits. For SomethingSomethingv1, the numbers represent validation set accuracy. (*pretrained on ImageNet)

6. Conclusion

In this paper, we introduced MARS, a strategy to learn a stream that takes only RGB frames as input but leverages both appearance and motion information from them. This is achieved by training a network to minimize the loss between its features and the Flow stream, along with the cross entropy loss for recognition. Our extensive evaluation showed that our single-stream MARS framework outperforms RGB and Flow streams on popular benchmarks, such as Kinetics400, UCF101, HMDB51, and SomethingSomethingv1.
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