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Abstract

Convolution surfaces with 1D skeletons have been limited to close-to-circular normal sections. The new formalism presented here allows for ellipsoidal normal sections. Anisotropy is prescribed on $\mathcal{G}^1$ skeletal curves, chosen as circular splines, by a rotation angle and the three radii of an ellipsoid at each extremity. This lightweight model creates smooth shapes that previously required tweaking the skeleton or supplementing it with 2D pieces. The scale invariance of our formalism achieves excellent radii control and thus lends itself to approximate a variety of shapes. The construction of a scaffold is extended to skeletons with $\mathcal{G}^1$ branches. It projects onto the convolution surface as a quad mesh with skeleton bound edge-flow.
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1 Introduction

Skeletal shapes, as a set of curves and/or surfaces centered inside a shape, provide a compact representation of the shape structure. Due to this property, skeletons have proved useful in many applications ranging from shape analysis to 3D modeling and deformation [46].

Convolution surfaces [9] associate radii information to the skeleton and provide a simple way for users to rapidly define a shape. A convolution surface is an implicit surface defined as a level set of a scalar field, the convolution field, that is obtained by integrating a kernel function over the skeleton. This technique allows to build a complex shape by modeling parts that assemble into a smooth surface, independently of the smoothness of the skeleton. They also represent a volume with the convolution surface as its boundary and can therefore be combined with other composition operators from implicit modeling frameworks [30, 56].

Skeleton-based implicit surfaces, have been extensively used to model a variety of smooth organic shapes, such as animals and trees, either by direct skeleton manipulation [43, 62, 60] or through sketch-based modeling [15, 61, 52], or immersive modeling in virtual environments [63].

Standard convolution surfaces, and previous extensions, allows to model a large range of shape when used with a combination of both 1D and 2D skeletons. The latter are more cumbersome to manipulate during modeling, but using only 1D skeletons is restrictive in terms of the diversity of shape that can be generated. For instance, representing muscles for 3D animation with 1D skeletons requires non-circular cross sections [42]. Current solutions for convolution surfaces consist in adding extra skeleton pieces which adds to the complexity, or using spatial warping, which breaks the smoothness.

We therefore introduce anisotropic convolution surfaces, an extension that increases the modeling freedom, providing ellipse-like normal sections around 1D skeletons. We increase the diversity of shapes that can be generated from 1D skeletons, and diminish the need for 2D skeletons, while still retaining smoothness. We achieve anisotropy not just in the normal sections but also in the tangential direction. This allows sharper and steeper radius variation, and control of thickness at skeleton endpoints.

For anisotropic convolution a frame and three radii are associated to the points on the skeletal curves. These can be defined with few parameters along any continuous curve with continuous unit tangent ($\mathcal{G}^1$ curves). We thus favor circular splines, that is $\mathcal{G}^1$ curves piecewise composed of arcs of circle or line segments, as skeletal curves. Any spatial $\mathcal{G}^1$ curve can be approximated with a circular spline [45] and their Rotation Minimizing Frames [49] are easily computed. As compared to polylines, circular spline require less pieces to obtain a good approximation of skeletal curves with high curvature or torsion, or to obtain visual smoothness of the resulting convolution surface. This furthermore reduces the number of integrals to evaluate for the convolution field. It nonetheless retains a fast computation of the distance from a point to the curve.

We demonstrate the advantages of anisotropic convolutions in three applications, skeleton-based modeling, general implicit modeling, and shape approximation. For the first application we introduce a meshing technique based on a scaffolding method [19]. A scaffold is a coarse quad mesh that is built around a skeleton made of line segments. Here we extend the scaffolding method from line segments to $\mathcal{G}^1$ curves. We construct the mesh by first computing a refined scaffold that is then projected onto the surface. The projection step is done by ray shooting from the skeleton. This meshing technique can provide a coarse to fine quad mesh, that matches the topology of the skeleton and has good edge-flow. We aim to keep the number of evaluations of the convolution field reasonably low, at least comparable to Marching Cubes [31] and variants [21, 51].

Other than the simple and intuitive modeling of shapes, we also investigate the use of anisotropic convolution surfaces for shape approximation. Starting from a mesh of the shape and its skeletonization [30, 56], we propose a pipeline to best fit an anisotropic convolution surface. The new shape so obtained has a compact representation, and can be seen as a lossy compression of the original model. It is also smooth and can be obtained from occluded models (with holes). We use circular splines approximations to simplify the output of skeletonization algorithms (which usually requires a hefty post-processing [5]), and call on optimization to determine the parameters of the anisotropic convolution surface.
1.1 Related work

Several methods have been proposed for the generation of surfaces around 1D skeletons: sweep surfaces [49], offset surfaces [38], canal surfaces [37, 17], B-meshes [25], and convolution surfaces [8, 58] are some of them.

Convolution surfaces can be defined around any piecewise regular curve. To lower the complexity of the formulas of the integrals forming the convolution field one resorts to simpler curves, as line segments and arcs of circle [18, 22, 24, 28, 26, 32, 44, 58, 59, 61], or even quadratic curves [27]. More complex skeletal curves are approximated or warped [58]. Though line segments and arcs of circle support closed form formulas for convolution fields [24, 23, 27, 26, 44, 58], they can be daunting when varying the radius in a scale invariant way [18]. Further efforts in that direction are unproductive for the anisotropic formulation we present. Thus we resort to numerical integration [39], and this further motivates the development of a meshing technique requiring less evaluations of the convolution field.

Weighted convolution and alternative formulations were introduced [26, 22, 59] to controllably vary the thickness along the skeleton, still with close-to-circular normal sections. Tai et al. [47] introduced general shaped normal sections with a modeling technique based on field remapping, at the cost of smoothness and complexity. Another approach for anisotropy is B-Meshes [25], where ellipse-like normal sections are achieved by interpolating ellipsoids along line segments. Nonetheless the orientation of the ellipsoid seems rigidly imposed by the system. The smoothness is handled on a post-processing step.

In [27] planar circular splines were first used for convolution surface skeletons. Our spatial circular spline approach takes advantage of biarc theory [10]. We adapt some ideas on Rotation Minimizing Frames [10] for sweep surfaces [49] to the context of convolution surfaces. Biarc-based circular spline ideas are also discussed in [33, 45]. To model organic shapes with few primitives [60] introduced helical primitives with warping, while our suggestion is to use approximation of helices with circular splines, removing the need for warping.

Motivated by the limitations of 1D skeleton, convolution surfaces around 2D skeletons have been developed [29, 23, 61, 43] for shape approximation and other applications. They are inherently more difficult to model and present more complex formulas. Our approach can be extended to 2D skeletons. Nonetheless the modeling capabilities of anisotropic convolution diminish the need of 2D skeletons.

Different scaffold constructions have been used in the literature [14, 19, 25, 35, 48, 57]. The algorithm in [19] works for line segments skeletons of any topology and can respect their symmetries. We provide an adaptation of [19] for \( \mathcal{F}^1 \) curves.

1.2 General overview and contributions

Anisotropic convolution uses frames on the skeletal curves, which thus need to be \( \mathcal{F}^1 \) curves. We start by discussing frames for \( \mathcal{F}^1 \) curves, biarc theory, and circular splines in Section 2. An introduction to convolution surfaces, extensions, and our new formulation are discussed in Section 3. The meshing process that makes use of scaffolding is discussed in Section 4. In Section 5 we describe the numerical evaluation of the convolution fields. Section 6 describes three applications: skeleton-based modeling, general implicit modeling, and shape approximation.

Our contributions are: an extension to the modeling capabilities of convolution surfaces techniques; the introduction of a spatial circular spline skeletal description that allows for the definition of shapes in an organic way; the description of a meshing technique that uses the skeletal information coupled with a scaffold to improve the polygonization of the surfaces; and applications of anisotropic convolution to the modeling and approximation of a greater variety of shapes.

Notation Vectors are denoted by small bold letters and are assumed to be in column form. \( | \cdot | \) denotes the Euclidean norm. Matrices are \( 3 \times 3 \) and represented by capital bold letters. Scalars are represented by non-bold letters. \( I \) denotes the identity matrix. \( A^t \) refers to the \( i \)-th column vector of the matrix \( A \). \( \text{SO}(3) \) and \( \text{Sym}^+ \) denote the group of orthonormal matrices, and the cone of positive-definite symmetric matrices, respectively. \( \text{Diag}(a, b, c) \) denotes the diagonal matrix with \( a, b, c \) in the main diagonal. A piecewise-regular curve \( \Gamma \) is said to be \( \mathcal{F}^1 \) if it has continuous unit tangent. We assume all curves to be parametrized by arc-length.

2 Preliminaries: circular splines and frames

In this section we discuss preliminary concepts that are going to be used later in both theoretical and practical developments. Following [49], we briefly present the main components of circular splines approximation, and key properties of frames in the context of convolution.

2.1 Circular splines: approximation of general curves

Line segments may require many pieces to obtain a good approximation and a visually appealing convolution surface. Furthermore, a polyline approximation of a curve is continuous at most. Using arcs of circle and line segments one can get a \( \mathcal{F}^1 \) approximation of a skeletal curve in the form of circular splines [49]. Figure 1 compares the convolution of polylines and circular splines. We use biarc theory to construct a circular spline approximation from Hermite data.

Let \( \mathcal{H} = (A_0, t_0, A_1, t_1) \) be the Hermite data defined by a pair of points \( A_0, A_1 \in \mathbb{R}^3 \), \( A_0 \neq A_1 \), along with their associated unit tangent vectors \( t_0, t_1 \). An interpolating biarc [10, 33, 49] of \( \mathcal{H} \) is then defined as a \( \mathcal{F}^1 \) curve joining \( A_0 \) and \( A_1 \) formed by two arcs of circle such that one arc is passing through \( A_0 \) with unit tangent \( t_0 \), and the other is passing through \( A_1 \) with unit tangent \( t_1 \) (see Figure 2). Biarcs are simple but powerful enough for modeling spatial curves [45]. They allow interpolation of a set of Hermite data with a \( \mathcal{F}^2 \) curve, have an analytical formula for arc-length, and the distances from points in space are easy to compute [45].

On each Hermite data, the fitting biarcs form a one-parameter family [45]. There are several criteria [34, Chapter 3] to choose a particular biarc. In this work we use the biarc that gives equal tangent length for its two arcs \( l_0 = l_1 \) in Figure 2. Our choice follows [45] where a circular spline approximation is computed from sampling points. We reuse the equal tangent property when computing a circular spline approximation of a polyline in Section 6 (Figure 215).
A frame is an orthonormal set of three vectors defined along a regular curve such that the first one coincides with the unit tangent. Formally, for a regular curve $\Gamma : [0, l] \to \mathbb{R}^3$, a frame $F : [0, l] \to \text{SO}(3)$ such that:

$$F(t) = \Gamma'(t) \quad \forall t \in [0, l].$$

Framing a curve is a well-studied problem \cite{7,49} with the most common frame being the Frenet frame for $\mathscr{G}^1$ curves. Of particular interest for us are the Rotation Minimizing Frames (RMF) that can be defined for $\mathscr{G}^1$ curves and minimize the rotation around the tangent direction.

When $\Gamma$ is a $\mathscr{G}^1$ curve, piecewise composed of regular curves $\Gamma : [0, l_h] \to \mathbb{R}^3$ ($h = 1, 2, \ldots, d$), we can define a frame $F$ for $\Gamma$ by means of the frames $F_h$ of $\Gamma_h$. Let $L_h = l_1 + l_2 + \cdots + l_h$ and $L_0 = 0$, then $\Gamma : [0, L_d] \to \mathbb{R}^3$ is parameterized as

$$\Gamma(t) = \begin{cases} \Gamma_h(t) & L_{h-1} \leq t < L_h \quad (h = 1, 2, \ldots, d) \end{cases}$$

and $F$ is defined as

$$F(t) = \begin{cases} F_h(t - L_{h-1}) & L_{h-1} \leq t < L_h \quad (h = 1, 2, \ldots, d) \end{cases}$$

where $F_h(s) = F_h(s)R_{h0}$, with $R_0 = \mathbf{I}$ and $R_h \in \text{SO}(3)$ is the rotation matrix that takes $F_h(0)$ to $F_{h-1}(l_{h-1})$ by rotating around $F^3_h(0) = F^3_{h-1}(l_{h-1})$, that is $F_{h-1}(l_{h-1}) = F_h(0)R_h$ (see Figure 4).

$$F^3_h(t_{h-1}) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & -\sin \theta \\ 0 & \sin \theta & \cos \theta \end{bmatrix}$$

Figure 4: Rotation of $F_h(0)$ into $F_{h-1}(l_{h-1})$. Since $\Gamma$ is a $\mathscr{G}^1$ curve, the unit tangent vectors at $\Gamma_h(l_h)$ and $\Gamma_{h-1}(0)$ coincide, thus $F^3_h(l_h) = F^3_{h-1}(0)$ ($h = 1, 2, \ldots, d - 1$), and $F_{h-1}(0)$ differs from $F_h(0)$ by a rotation $R_h$ around the axis $F^3_h(0)$.

The rotation is needed in order to keep a continuous frame along $\Gamma$.

When $F_h$ is a RMF of $\Gamma_h$, the frame defined in (2) is a RMF for the whole curve $\Gamma$ \cite{7,49}. For arcs of circles, the Frenet frame is a RMF. It consists of the unit tangent, a unit radial vector and a normal vector to the plane where the arc sits. Note that a RMF may not be continuous for closed curves. A corrective rotation is to be added along the curve to obtain a continuous frame \cite{49}. We later show how this is handled in a natural way in anisotropic convolution ($\theta_1 \neq \theta_0$ in Equation (11)).
3 Convolution surfaces: from varying thickness to anisotropy

Generally speaking a convolution surface in $\mathbb{R}^3$ is the level set of a convolution field that results from the integration of a kernel function $K$ along a skeleton $\mathcal{S}$. A kernel is a function $K : \mathbb{R}^+ \to \mathbb{R}^+$ which is at least $\mathcal{C}^1$, and is strictly decreasing when nonzero.

In this paper the skeletons are collections of regular curves with finite arc-length that intersect only at endpoints. For a skeletal curve $\Gamma : [0, l] \to \mathbb{R}^3$, the convolution field $C^K_\Gamma$ is defined as

$$C^K_\Gamma(P) = \int_0^l K(||P - \Gamma(s)||)\,ds \quad \text{for all } P \in \mathbb{R}^3. \quad (3)$$

For the skeleton $\mathcal{S}$, the convolution field $C^\mathcal{S}_\mathcal{S}$ is defined as

$$C^\mathcal{S}_\mathcal{S} = \sum_{\Gamma \in \mathcal{S}} \delta_{\Gamma} \cdot C^K_\Gamma(P), \quad (4)$$

with $\delta_{\Gamma} \in \mathbb{R}$ for all $\Gamma \in \mathcal{S}$. In the simplest case $\delta_{\Gamma} = 1$ for all $\Gamma \in \mathcal{S}$. When $\delta_{\Gamma} < 0$ a soft carving effect is achieved (like in [47], see Figure 10c for an example). Equation (3) can be written as a line integral, therefore the convolution field (4) is independent of the parameterization and skeleton subdivisions. Leibniz integral rule for differentiation under the integral symbol [16] guarantees that $C^K_\Gamma$ is also as smooth as $K$ for points outside of the skeleton (i.e. for $P \notin \Gamma([0, l])$).

The convolution surface $\mathcal{S}^\mathcal{S}_\mathcal{S}$, for the level value $c > 0$, is formally defined as

$$\mathcal{S}^\mathcal{S}_\mathcal{S} = \{P \in \mathbb{R}^3 \mid C^\mathcal{S}_\mathcal{S}(P) = c\}. \quad (5)$$

It is closed (in a topological sense) and smooth, provided $c$ is not a critical value of $C^\mathcal{S}_\mathcal{S}$ [13] Section 2-2]. For simplicity if $\mathcal{S}$ has only one skeletal curve $\Gamma$ we identify $\mathcal{S}$ with $\Gamma$.

Among the kernel functions proposed in the literature [23] [24] [44] [43] [59] [55] [58], we choose the compactly supported polynomial kernel:

$$K(x) = \begin{cases} \frac{15}{16} (1 - x^2)^3 & 0 \leq x \leq 1 \\ 0 & \text{otherwise} \end{cases} \quad (6)$$

The integral of the kernel over its support is 1, that is $\int_{-1}^1 K(x)\,dx = 1$. Compactly supported polynomial kernels are advantageous because changes on the skeleton affect only locally the convolution surface while the kernel is still a simple function (piecewise polynomial). A similar type of kernel was recently used in the Brush2Model tool [63].

3.1 Varying thickness

Despite the freedom in the choice of the kernel and level set, the thickness around the skeleton in a convolution surface does not change very much along the supporting skeletal curve. A convolution surface around a line segment has a tubular structure with circular normal sections.

In order to control the thickness several alternatives have been introduced. One of the first ideas was to use a weight function. Polynomial weight functions were used in [24] [26] [27] [28]. Other alternatives, proposed by Hornus et al. [22], and SCALIS proposed by Zanni et al. [59], modify the distance from the point to the curve before evaluating the kernel, the difference is in the normalization factor introduced in SCALIS. A summary of the convolution surface variants is shown in Table 1. All variants have circular normal sections. Within this limitation, SCALIS offers a better blending behavior and control over small details on which we build.

Table 1: Convolution surface variants. Each alternative formulation uses a function that controllably varies the thickness along the skeleton.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>WEIGHTED [28][24]</td>
<td>$J^K_{\mathcal{W}W}(P) = \int_0^l w(s) K(</td>
</tr>
<tr>
<td>$w : [0, l] \to \mathbb{R}$ weight function</td>
<td></td>
</tr>
<tr>
<td>SCALIS [59]</td>
<td>$Z^K_{\mathcal{L}L\lambda}(P) = \int_0^l \frac{K(</td>
</tr>
<tr>
<td>$\lambda : [0, l] \to \mathbb{R}$ scale function</td>
<td></td>
</tr>
</tbody>
</table>

3.2 Anisotropic convolution

In order to increase modeling freedom we introduce anisotropy in the convolution surfaces. The idea is to change the way the distance to a point in the skeleton is computed before the kernel evaluation. Instead of using the standard Euclidean (isotropic) distance, we introduce an anisotropic distance. This is achieved with a scalar product defined by a metric matrix, related to a frame of the skeletal curve.

A matrix $G \in \text{Sym}^+$ defines a scalar product $\langle.,.\rangle$ in $\mathbb{R}^3$ as $\langle x, y \rangle = x^T G y$ for all $x, y \in \mathbb{R}^3$. Thus $x \mapsto \sqrt{x^T G x}$ defines a norm (and hence a distance) in $\mathbb{R}^3$. We refer to $G$ as a metric matrix.

The anisotropic convolution field is then defined as

$$C^K_{\Gamma,G}(P) = \int_0^l K \circ g(\Gamma(s), P - \Gamma(s)) \cdot g(\Gamma(s), \Gamma'(s))\,ds, \quad (7)$$

where $g(y, x) = \sqrt{x^T \cdot G(y) \cdot x}$ for all $(y, x) \in \Gamma([0, l]) \times \mathbb{R}^3$, and $G : \mathcal{S} \to \text{Sym}^+$ is a map that assigns a metric matrix to each point in the skeleton. In practice $G$ is seen as a map from $[0, l]$ to $\text{Sym}^+$. If $G(s) = I$, then (7) reduces to (3). If $G(s) = \lambda(s)\lambda(s)^{-1}$, then (7) reduces to SCALIS formulation (Table 1). Other choices change the anisotropy of the surface. The normal sections are ellipses, and we can, for example, obtain a flattened volume (Figure 5).

To vary the thickness we vary the metric matrix along the skeletal curve $\Gamma$.

![Figure 5: Constant metric matrices along a line segment.](image-url)
Anisotropic convolution has the same scale invariant behavior of SCALIS [59], that we state in the following proposition (proof in supplementary material).

**Proposition 1** (Scale invariance). For any scale \( \tau > 0 \), \( C^k_G(X) = C^k_{\tau G}(\tau X) \) for all \( X \in \mathbb{R}^3 \), with \( (\tau \Gamma)(s) = \tau \Gamma(s/\tau) \) and \( (\tau G)(s) = \frac{1}{\tau^k} G(s/\tau) \) for \( s \in [0, \tau l] \).

We exploit the eigen-decomposition \( \mathbf{G} \) of \( \mathbf{G} \) to achieve control over the shape along \( \Gamma \). Any matrix \( \mathbf{G} \in \text{Sym}^+ \) can be written as \( \mathbf{G} = \mathbf{UDU}^\top \) where \( \mathbf{U} \in \text{SO}(3) \) has the eigen-vectors of \( \mathbf{G} \) as columns, and \( \mathbf{D} \) is a diagonal matrix with the eigen-values of \( \mathbf{G} \) in the main diagonal. A visual representation is shown in Figure 6.

![Figure 6](image)

Figure 6: \( \mathbf{G} = \mathbf{UDU}^\top \) as the ellipsoid \( x^\top \mathbf{G} x = 1 \). The eigenvectors \( \mathbf{u}, \mathbf{v}, \mathbf{w} \) define the axes, the radii are given by the eigenvalues: \( r_u = \alpha^{-\frac{1}{2}}, r_v = \beta^{-\frac{1}{2}}, r_w = \gamma^{-\frac{1}{2}} \).

Starting with a set of three orthonormal vector fields \( \mathbf{u}, \mathbf{v}, \mathbf{w} : [0, \pi] \to \mathbb{R}^3 \) and three positive functions \( \alpha, \beta, \gamma : [0, \pi] \to \mathbb{R}^+ \) we can define a metric matrix

\[
\mathbf{G}(s) = \mathbf{UD}(s)(\mathbf{U}(s)^\top) \quad \text{for } s \in [0, \pi], \quad \mathbf{U}(s) = [\mathbf{u}(s) \ \mathbf{v}(s) \ \mathbf{w}(s)] \quad \text{and} \quad \mathbf{D}(s) = \text{Diag}(\alpha(s), \beta(s), \gamma(s)).
\]

Equation (8) decouples the magnitude (\( \mathbf{D} \)) and orientation (\( \mathbf{U} \)) of \( \mathbf{G} \). Given a desired final shape, we construct a suitable map \( \mathbf{G} : [0, \pi] \to \text{Sym}^+ \) that controls the shape along \( \Gamma \). To achieve this we take \( \mathbf{U} \) to be a frame of \( \Gamma \) (Section 3.2.2) and we get a metric matrix that “follows” the skeletal curve. With this choice, \( \mathbf{U}^1(s) = \Gamma'(s) \), and we get that (7) simplifies to

\[
C^k_{\Gamma G}(P) = \int_0^1 K \circ g(\Gamma(s), P - \Gamma(s)) \sqrt{\alpha(s)} ds.
\]

The right hand side of (12) can be written as the line integral \( \int_{\Gamma} K \circ g(y, P - y) \sqrt{\alpha(y)} dy \), and we can deduce the same advantages as in (5). We discuss next how to define \( \mathbf{U}(s) \) and \( \mathbf{D}(s) \) given some design parameters.

### 3.2.1 Modeling with anisotropic convolution

Anisotropic convolution allows for an intuitive modeling framework. First, to effectively describe the shape along the skeletal curve \( \Gamma(0, \pi) \), we restrict \( \mathbf{U} \) to be a frame of \( \Gamma \). In practice \( \mathbf{U} \) is defined as a rotation of an automatically computed frame \( \mathbf{F} \) of \( \Gamma \) (a RMF, or Frenet frame). At each extremity of \( \Gamma \) the user choses the rotation and radii. Then the parameters (the rotation and radii) defining the matrix \( \mathbf{G} \) are linearly interpolated along \( \Gamma \).

We model the surfaces as to not intersect the skeleton. For long enough skeletal curves, we have \( C^k_{\Gamma G}(P) \in [1, 2] \) for all points \( P \) in the skeleton, i.e. \( P \in \Gamma(0, \pi) \). It follows that the level value \( c \) must be in the interval \((0, 1)\) such that the whole skeleton is contained inside the surface.

We denote \( \theta_i \in \mathbb{R} \) \((i = 0, 1)\) the angles associated to the initial \((i = 0)\) and final \((i = 1)\) endpoints of \( \Gamma \) respectively. Then the frame \( \mathbf{U} \) is defined as

\[
\mathbf{U}(s) = \mathbf{F}(s)\mathbf{R}(s), \quad \mathbf{R}(s) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos(\theta(s)) & -\sin(\theta(s)) \\ 0 & \sin(\theta(s)) & \cos(\theta(s)) \end{bmatrix}, \quad \theta(s) = \frac{l - s}{l} \theta_0 + \frac{s}{l} \theta_1.
\]

From user inputs, we determine initial and final eigen-values \( \alpha_i, \beta_i, \gamma \in R^+(i = 0, 1) \) which are interpolated in order to define the positive eigen-values of \( D(s) \) along the skeleton: \((\alpha(s), \beta(s), \gamma(s))\). We discuss this in Section 3.2.2.

![Figure 7](image)

Figure 7: Interpolation of the metric matrix \( \mathbf{G} \) along the helix \( \Gamma(t) = (5 \cos(t), 5 \sin(t), 3t) \), \( t \in [0, \pi] \) with respect to the Frenet frame of \( \Gamma \).

The eight parameters \((\theta_0, \alpha_i, \beta_i, \gamma) \) \((i = 0, 1)\) completely define \( \mathbf{G} : [0, \pi] \to \text{Sym}^+ \), and control the shape along the skeletal curve. Figure 7 illustrates the evolution of the parameters in (10) and (12) along the skeleton. \( \beta \) and \( \gamma \) describe the shape in the two normal directions of the frame along the curve, while \( \alpha \) controls the distance from the tips of the surface to the extremities of the skeleton. Twisting \((\theta)\) and varying thickness \((\beta, \gamma)\) can be combined as shown in Figure 8.

Varying \( \alpha \) can be used to control the “bumping” in the blending area between two pieces, as shown in Figure 9.

![Figure 8](image)

Figure 8: Anisotropic convolution around a segment with a combination of twisting and varying thickness: \( \alpha_0 = \alpha_1 = 1, \beta_0 = \beta_1 = 10, \gamma_0 = 1, \gamma_1 = 6, \theta_0 = 0, \theta_1 = 2\pi \).

When \( \mathbf{F} \) is a RMF of \( \Gamma \), the frame \( \mathbf{U} \) in (8) rotates minimally around \( \Gamma \) outside the linearly prescribed rotation given by \( \theta_0 \) and \( \theta_1 \). This reflects the non-intrinsic user-defined rotation of the metric matrix so as to model some twisting (figures 8, 10b, 16 and 19), or to adjust a frame for continuity along a closed curve (49, 50) (Figure 18).

With anisotropic convolution one can mimic the effects of 2D skeletons. Figure 10a shows some shapes previously modeled in [61] with 2D polygonal skeletons. We can also obtain a variety of centrally symmetric normal sections by reusing the same skeleton with several metrics. Figure 10b shows cross-shaped normal sections. In Figure 10c we illustrate soft carving.

Since anisotropic convolution is scale-invariant (Proposition 1), we inherit the advantages of SCALIS [59] such as modeling at
different scales. Compared to SCALIS we gain anisotropy and twisting behavior. We can also control the radius in the tangent direction, hence the distance from the surface to the extremities of the skeletal curve; this was done before by modifying the skeletal direction, hence the distance from the surface to the extremities of the surfaces (top row). An application to reducing “bumping” in the blending area is shown in (d-e).

3.2.2 Controlling the radii

The eigenvalues and rotation of the metric matrix define the general shape of the surface. To gain a finer control over the actual radii we analyze what happens for a particular level set in the ideal case of a line segment skeleton with a constant metric matrix. We discuss next how the eigenvalue parameters must be chosen in order to attain a desired radius.

Proposition 2 (Radii control). Given the radii $r_u, r_v, r_w$ such that $\frac{r_u}{\alpha_k} (\frac{c}{2})^2 \leq l_2$, let $\alpha = \frac{\alpha_k}{r_u}$, $\beta = \frac{\beta_k}{r_u}$ and $\gamma = \frac{\gamma_k}{r_u}$. Then $\{Q - r_u u, Q + r_u u, Q + r_u u + r_v v, Q + r_u u + r_w w\} \subset \mathcal{T}_{\mathbb{R}}$ for $r_u \in \left[\frac{\alpha_k}{\alpha_k} (\frac{c}{2})^2, l - \frac{\alpha_k}{\alpha_k} (\frac{c}{2})^2\right]$.

From Proposition 2 we get several important conclusions.

First, we can achieve precise control over the radius in the tangent direction (tip distances). Second, each eigenvalue is defined by $c$ (the level value) and the desired radius $(r_u, r_v, r_w)$, independently of the other two eigenvalues, i.e. changing one radius does not impact the others. Third, the radii in the normal directions are guaranteed in the interval $\left[\frac{\alpha_k}{\alpha_k} (\frac{c}{2})^2, l - \frac{\alpha_k}{\alpha_k} (\frac{c}{2})^2\right]$, depending only on the radius in the tangent direction and $c$. And last: by choosing a level set close to zero we can achieve the radii in the normal directions sufficiently close to the tips, within a valid interval along the curve, i.e. such that $\frac{\alpha_k}{\alpha_k} (\frac{c}{2})^2 \leq \frac{\alpha_k}{\alpha_k} (\frac{c}{2})^2$. This follows from $\frac{\alpha_k}{\alpha_k} (\frac{c}{2})^2$, being an increasing function of $c$ with range $[0, +\infty]$ for $c \in [0, 1]$. For $c = 0.1$, $\frac{\alpha_k}{\alpha_k} (\frac{c}{2})^2 \approx 1.18654$. Note though, that choosing a particular level set $c$ for one skeletal curve $\Gamma \in \mathbb{R}$ is equivalent to changing the constant $\delta_k$ to $\delta_k \Gamma$ in Equation (4). This way the overall convolution surface is still defined by the original level value $c$.

Thanks to Proposition 2 the user only has to define radii at the end-points of the skeletal curves, the eigen-values $\alpha, \beta, \gamma$ are then computed automatically. We perform eigen-value interpolation along the skeletal curves such that the radii of the metric matrix ellipsoid vary linearly. This is done using the following formula:

$$\chi(s) = \left(\frac{1 - s}{l} x_0 \frac{1}{\beta} + s \frac{1}{\beta} x_1 \right)^{-2}$$

for $\chi = \alpha, \beta, \gamma$. (12)

Figure 11 shows examples of radii control along the shape. We used Proposition 2 to compute the associated eigen-values given some desired radii at each extremity of $\Gamma$. Notice that, although Proposition 2 assumes $\Gamma$ to be a line segment and the radii to be constant, the eigenvalues computed with the same method works well for varying radii around both line segments and arcs of circle.

As already illustrated in Figure 11 anisotropic convolution provides not only an ellipse-like normal section but also caps of independent depth at the extremities. Such a desirable feature would require tweaking the skeleton tips in SCALIS. If as in previous convolution formalism all radii are equal ($\alpha = \beta = \gamma$), the convolution can be seen as smoothing a union of sphere centered on the

Figure 9: Anisotropic convolution can be used to change the extremities (tips) of the surfaces (top row). An application to reducing “bumping” in the blending area is shown in (d-e).
skeleton. On the other end, if \( \alpha \ll \beta, \gamma \), anisotropic convolution can be seen as smoothing of a union of discs normal to the skeleton (see Figure 12b). Even for circular normal sections \( (\beta = \gamma) \), this property allows to model shape features not amenable to previous convolution formalisms. The shape can easily be tapered at the extremities (Figure 12a) and its cross-section can vary more rapidly along the skeleton.

(a) Varying \( \alpha \) with \( \beta, \gamma \) constant. (b) Varying \( \alpha, \beta, \gamma \).

Figure 12: Impact of tangential radii on the surface. Variation of \( \alpha \) is only visible at endpoints (left). If the tangential radii is equal to orthogonal radii then the shape is similar to a union of sphere (right top) else if \( \alpha \) tend toward zero, the shape is similar to a union of discs (right bottom).

4 Skeleton-driven meshing

In this section we introduce a meshing technique for convolution surfaces that exploits the skeleton structure. Our approach produces quad-dominant meshes that follow the skeleton, providing a good edge-flow, whether coarse or refined. We first compute a scaffold [19] – a coarse quad mesh around the skeleton – adapted to \( \mathcal{G}^1 \) curves, that is then projected onto the surface. The mesh so obtained reflects the smoothness of the surface without post-processing. With this approach the evaluation of the convolution field is delayed until the projection step, which is done only once for each point in the scaffold. Our meshing technique is intended for surfaces that reflect the topology, and to some extent the geometry, of the skeleton.

Common choices for polygonization of implicit surfaces, Marching Cubes [31] and variants [21, Chapter 7], produce triangle meshes that may misrepresent the topology of the surface for coarse grids. We produce quad meshes with accurate topology and good edge-flow, independently of the coarseness of the mesh. With quads we can exploit the curvature behavior along the skeleton, having longer side-length along the skeleton (where the curvature is lower) than transversally (higher curvature). Our projection step also guarantees that the mesh has all its vertices on the surface.

In [19] a scaffold is a quad mesh built around an articulated skeleton made of line segments. Among other scaffolds-like constructions [35, 25, 4, 48, 57], [19] works for skeletons of any topology, including skeletons with cycles like in Figure 14, without introducing extra quads at the joints. It also provides scaffolds with the same number of quads around each line segment, and scaffolds respecting the symmetries of the skeleton. [19] constructs polygonal “tubes” around each line segment that meet at the joints. The “tubes” intersect the unit sphere centered at the joint creating a partition into convex spherical polygons. The number of vertices and edges on the spherical polygons depend on the topology and the geometry of the whole skeleton. The spherical polygons define a set of unit vectors at each extremity of the line segments that are connected by the quads (Figure 13).

![Figure 13: The scaffolding method constructs a quad mesh (right) from a line segment skeleton (red lines). This is done by constructing unit vectors (black lines) around each line segment extremities (green) that are then connected (cyan lines) in a bijective way. The vectors connected along each line segment define a polygon (blue) that encloses the corresponding segment at each extremity. Notice that some vectors (like in the middle joint) are connected along two or more line segments.]

4.1 Scaffolds for circular splines

The scaffold in [19] is limited to line segment skeletons. To use it on circular spline skeletons we first take, for each skeletal curve, the polyline representation given by the collection of bicubic tangents (Figure 2). We then modify the connections in the output of [19]: we drop the intermediate vectors of the polyline and connect directly the vectors at the endpoints of the skeletal curves (Figure 14). The scaffold is constructed around the topologically relevant skeletal curves. For example, in soft carving the pieces of the skeleton with \( \delta < 0 \) only provide details on surface and are not to support any pieces of the scaffold.

![Figure 14: Meshing with a scaffold. From left to right: circular spline skeleton, tangential polyline discretization of the skeletal curves, and connection (cyan) of the vectors (black) along the curves. Notice that we connect directly the vectors at the endpoints of each curve.]

For a skeletal curve \( \Gamma([0, l]) \in \mathcal{C} \), with frame \( \mathbf{F}([0, l]) \): let \( m \) be the number of quads we want along \( \Gamma \); let \( \{ \mathbf{v}_j \}^k_{j=0} \) and \( \{ \mathbf{u}_j \}^k_{j=0} \), be the sets of \( k + 1 \) vectors computed by the scaffolding algorithm at \( \Gamma(0) \) and \( \Gamma(l) \) respectively. The indices \( j \) represent the counterclockwise order, according to the frames \( \mathbf{F}(0) \) and \( \mathbf{F}(l) \) respectively, on the polygon generated around the extremities of \( \Gamma \).

We connect the vectors by minimizing the rotation within the
frame $F$ along $\Gamma$. That is, we connect $f_0^l$ with $f_m^{l+k}$ where

$$q = \arg\min_{w=0, k-1} \sum_{j=0}^{k} \| (F(0))^T f_0^l - (F(l))^T f_m^{l+j+w} \|$$

and $k - j + w$ is taken modulo $k$. For simplicity we relabel the vectors such that $f_0^l$ is connected with $f_m^l$.

To generate the quads along the skeletal curve we transport the vectors with varying local coordinates. Formally, given two unit vectors $f_i^l, f_m^l$ positioned at $\Gamma(0)$ and $\Gamma(l)$ respectively, we define the transport of $f_0^l$ to $f_m^l$ as

$$f(t) = F(t) \frac{\bar{f}(t)}{\|\bar{f}(t)\|},$$

where $\bar{f}$ is an interpolation from $F(0)^T f_0^l$ to $F(l)^T f_m^l$ that avoids the origin. In our setting we use the linear interpolation $\bar{f}(t) = \frac{t}{l} F(0)^T f_0^l + \frac{1-t}{l} F(l)^T f_m^l$ (Figure 15), valid when $F(0)^T f_0^l + F(l)^T f_m^l \neq 0$.

We then compute the mesh lines $\{f_i^l\}_{i=0}^m$ ($j = 0, \ldots, k$) where $f_i^l = f_j^l \Gamma(l)^T + f_k^l$ defined by the transport of $f_0^l$ to $f_m^l$ (14). The vertices $P_i^l = \Gamma(l)^T + f_k^l$ then define the quads

$$Q_i^l = (P_i^l, P_{i+1}^l, P_{i+1}^l, P_{i+1}^l) \quad i = 0, 1, \ldots, m - 1 \quad j = 0, 1, \ldots, k,$$

where the indices are considered modulo $k$.

To close the mesh at the tips one can choose to use polar-annular caps [3], which includes degenerate quads around a high valency irregular vertex. Or quad layout that includes several irregular vertices but with lower valency [53, Section 5.3]. In practice we use polar-annular caps.

### 4.2 Mesh projection onto the convolution surface

To obtain the final polygonization we project the mesh described in the previous section. The projection is done by ray-shooting from the skeleton onto the surface.

Given a point $T \in \Gamma([0,1]),$ and a direction $u$ with $\|u\| = 1$, we find the first intersection of the ray $r(t) = T + tu$ with the convolution surface around $\Gamma$. This means finding the minimal solution $t > 0$ of

$$\mathcal{C}_{\Gamma, T}(T + tu) = c.$$  \hspace{1cm} (15)

By definition, the point $P = T + tu$ is on the convolution surface of the level set $c > 0$, for any $t > 0$ satisfying (15). We can exploit the decreasing nature of the field value when moving away from the skeleton to efficiently compute a solution of (15). Moreover, for compact support kernels the solutions can be bounded in an interval computed from the radius of the kernel. In our implementation we solve (15) with Brent's method [11] (available in GSL).

The quality of the obtained quad mesh can be appreciated in the wire-frames in Figures 10a, 10c, 16 and 19. In Figure 16 we show high-genus surface meshes.

![Figure 15: Transporting $f_0^l$ to $f_m^l$ along the curve $\Gamma$ with frame $F$.](image)

![Figure 16: Abstract cage-like surfaces of positive genus (skeletons with cycles).](image)

## 5 Implementation and Numerical integration

The meshing algorithm was prototyped in Python with call to a C library for field evaluation. Since the anisotropic convolution field requires a frame at each point of the skeletal curve, obtaining closed form formulas for anisotropic convolution (Equation (7)) is unrealistic. On the other hand quadrature methods for numerical integration provide accurate results up to a prescribed tolerance [39]. In our implementation we use the QUADPACK family of quadrature methods of the GNU Scientific Library (GSL) [20]. Each integral is evaluated using the QAG adaptive integration method [20] with 61 Gauss-Kronrod quadrature points, limited to a maximum of 100 subintervals, and absolute error of $10^{-8}$. When the radii are close to zero at one extremity, like in Figure 12b, the numerical accuracy of the field evaluation at a point $X \in \mathbb{R}^3$ is improved by placing more quadrature points in the vicinity of the closest point to $X$ on the skeleton. This can be effectively achieved by splitting the integral evaluation at the closest point of the skeleton into two integrals.

On all examples, timings are driven by the ray-shooting phase of the algorithm which is proportional to the number of vertices in the resulting mesh. For instance, in Figure 11, the meshing time is 28.3s for the surface around the arcs of circle approximation, and 30.2s around line segments (using 4 core of an Intel Core i7-6600U CPU @ 2.60GHz). The total number of vertices in the mesh is 1160. The number of integral evaluations is more than 250k in both cases, with arcs of circle having in average less field evaluations per ray-shooting (22.75) than line segments (23.7). The average integral evaluation time is 0.34ms for an arc of circle, and 0.33ms for a line segment. Those numbers highlight two facts. First, it confirms that it is computationally more interesting to use circles for curve approximation. Secondly, an optimized vertex projection implemented on the GPU [61, 62] would improve timings.

## 6 Examples and Applications

We illustrate the new capabilities of anisotropic convolution
through three example applications: skeleton-based modeling, more general implicit modeling, and surface approximation.

6.1 Skeleton-based modeling

As with previous convolution surfaces, skeleton-based modeling is a direct application of our new formulation. The user only needs to define the circular splines with ellipsoids at the endpoints. The current implementation does not provide real-time generation of the surface. However, it should be noted that due to the properties of anisotropic convolution surfaces, the implicit surface is close to the infinite union of interpolated ellipsoids along the splines. A dense enough subset of those ellipsoids can therefore provide a real-time preview to guide the user during modeling (see Figure 17).

In Figure 18 we show an example of surface meshes around a closed curve. The anisotropic surfaces are defined on a circular spline approximation of the smooth curve. We showcase the correction angle needed for RMFs around closed curves (sections 2.2 and 3.2.1).

In Figure 19 we show a salamander model. Anisotropy, tangential radii variation and RMF were instrumental for the tail and head of the salamander. We also show a wire-frame representation of the quad mesh.

Figure 17: Elk model (10 biarcs, 15 line segments). Note how the interpolating ellipsoids provide an accurate preliminary visualization for the final convolution surface.

Figure 18: Convolution surface around a circular spline approximation of the knot \(\Gamma(t) = (-10 \cos t - 2 \cos 5t + 15 \sin 2t, -15 \cos 2t + 10 \sin t - 2 \sin 5t, 10 \cos 3t), \quad t \in [0, 2\pi]\).
Anisotropic convolution parameters: \(\alpha_0 = \alpha_1 = \gamma_0 = \gamma_1 = 1, \beta_0 = \beta_1 = 1/4\). On the left the surface without rotation: \(\theta_0 = \theta_1 = 0\), on the right the surface with a corrective rotation: \(\theta_0 = 0\) and \(\theta_1 = -1.89\). In the middle we show the skeleton. We used 19 biarcs to approximate \(\Gamma\).

6.2 Blobtree modeling

We also used the new formulation in a more general context, namely Blobtree modeling [54]. We follow the adequate inner bound methodology [12] in order to define a smooth carving operator from Ricci’s blending operator [41]. For this purpose, we used the transfer function proposed in [41] to re-map field value to the expected range ([0, 1] with 0.5 as level value). Figure 20 depicts a cup modeled with this approach. All primitives used in this object rely on anisotropy, and noticeably on the anisotropy in the tangential direction. Note that when a large anisotropy in the tangent direction is used (as done on the foot of the cup) the maximal amount of blending that could be achieved by subsequent operations on the scalar field is reduced. We did not rely on our meshing approach for this object due to the large difference between the skeleton and the medial axis of the final surface (mainly due to the carving used to hollow the cup).

Figure 19: Salamander model (45 biarcs, 48 line segments). Left: surface computed with our meshing technique. Right: wire-frame showing the quads of the mesh.

Figure 20: A cup model. Left: the blobtree used to design the cup, 27 primitives where used in total, including 11 for the carving. Right: rendering of a mesh extracted with Marching Cubes. Note the relevance of twisting and anisotropy, both in the normal and tangent directions, to model the different smooth parts by our new convolution with few parameters.

6.3 Shape approximation

Finally, we use anisotropic convolution in order to compute semi-automatically smooth and compact representation of surfaces representing volumes.

The steps of our approximation method are:

1. Compute skeleton consisting of short line segments.
2. Identify branches on the skeleton.
3. Simplify and approximate each branch.
4. Optimize the parameters of anisotropic convolution on each branch.
The first three steps give the set of curves defining the skeleton and are described in Section 6.3.1. The last step, computing the parameters along the skeletons, is described in Section 6.3.2.

6.3.1 Skeleton approximation

Given the output $\mathcal{O}$ of a skeletonization algorithm, we define a branch as the portion of $\mathcal{O}$ connecting two branching points. In general a point of $\mathcal{O}$ is considered a branching point if it is connected with either only one or more than two other points in the skeleton. A point in $\mathcal{O}$ is identified as additional branching point if: a sudden change of distance from the model surface to the skeleton is detected, or the incident line segments have a sharp angle ($< \pi/2$). Some extra branching points may be identified by the user to better reflect features of the input model. To reduce the number of line segments, we simplify each branch with a polyline simplification algorithm [14] (Figure 21a). When the tips of the branches are not sufficiently close to the input model (along tangent direction), we extend the skeletons. Additional manual editing of the skeleton can be performed by the user (as illustrated in Figure 22). The collection of simplified polyline branches is denoted by $\mathcal{B}$. For each polyline $B \in \mathcal{B}$ we compute a tangential circular spline approximation $\Gamma_B$ that interpolates the endpoints of $B$. Figure 21b illustrates this process.

6.3.2 Parameters optimization along circular spline

To fit an anisotropic convolution on each spline (Step 4) we first associate each vertex in the input mesh with its closest branch. For each branch $B \in \mathcal{B}$, $\mathcal{P}_B$ denotes the set of the associated vertices.

Then we perform a non-linear least square optimization [21] Chapter 8 of the anisotropic convolution field $\mathcal{F}$. For each circular spline $\Gamma_B$ ($B \in \mathcal{B}$) we look for the parameters $\alpha_i, \beta_i, \gamma_i, \theta_i$ ($i = 0, 1$) of its corresponding anisotropic convolution field $\mathcal{F}_{\Gamma_B}$ that minimize

$$
\sum_{P \in \mathcal{P}_B} \left( w(C_{\Gamma_B}^K(P)) - c \right)^2.
$$

With $w(\cdot)$ a weighting function that rescales values outside the convolution surface. This is needed because field values inside the convolution function are in the range $(c, 2)$, while outside the range is $[0, c)$. For $c = 0.1$ (chosen level set) this would give an imbalance on the least squares optimization. The general expression for $w$ is

$$
w(x) = \begin{cases} 
W(x - c) + c & 0 \leq x \leq c \\
W(x) & \text{otherwise}
\end{cases}
$$

where $W \in \mathbb{R}$ is a constant that controls the additional weight for points outside the convolution surface. Experimental results show that a value of $W$ between 3 and 5 gives better fits for our chosen kernel (Section 3) and level set ($c = 0.1$).

In order to attain a valid solution the optimization parameters in $[16]$ must be bounded. In practice we take $\alpha_i = 1, -\pi/4 \leq \theta_i \leq \pi/4, 0 < \beta_i, \gamma_i < e_B$, with $e_B$ taken such that all the points $P \in \mathcal{P}_B$ are inside the convolution surface defined by $\alpha_i = 1, \beta_i = \gamma_i = e_B, \theta_i = 0$ on the level set $c$. These values are also taken as the starting point in the optimization. They guarantee that the starting field is nonzero on every point $P \in \mathcal{P}_B$, i.e. all the points are inside the surface. For compact support kernels this is required to secure a non-zero gradient: outside the support the field is constantly zero.

6.3.3 Approximation experiments and discussion

In Figure 22 we show a semi-automatic anisotropic fitting resembling the fertility model. In this experiment the user modified the circular spline skeleton obtained from the output of a skeletonization algorithm (Section 6.3.1). Then the parameters defining the convolution surfaces were computed with our optimization step (Section 6.3.2).

In Figure 23 we compare the results of automatic fittings to a cactus model with two skeletonization methods. The fitting is done on the original model, a randomly decimated model, and a model with holes. In the decimated models we reduced the number or points on the mesh to one fifth, reducing the computational time of the optimization accordingly. The original model has around 5200 vertices. In terms of Hausdorff distance, it is 1). In Figure 23 we compare the results of automatic fittings to a cactus model with two skeletonization methods. The fitting is done on the original model, a randomly decimated model, and a model with holes. In the decimated models we reduced the number or points on the mesh to one fifth, reducing the computational time of the optimization accordingly. The original model has around 5200 vertices. In terms of Hausdorff distance, it is

7 Conclusions

We have extended the modeling capabilities of convolution surfaces with a method that controls the anisotropy of the surface...
Figure 23: Surface approximation via skeletonization. On the left we show the output of the fitting process for the models on the right. Columns, from left to right: output of skeletonization algorithms, circular spline skeletons, fitted surfaces, weighted field value deviations from the level value \( c = 0.1 \), fitted surface on a decimated model (one-fifth of points), fitted surface on a decimated model (one-fifth) with holes. Below the fitted surfaces we show the Hausdorff distances to the original model, in magnitude and as a percent of the bounding box diagonal (23.0 units).

around the skeleton. For \( G^1 \) skeletal curves we introduced the use of biarc approximation in order to use less pieces, while still retaining \( G^1 \) continuity for the skeleton and smoothness in the final surface. The \( G^1 \) skeleton allows to define a shape along the curve that is intuitive and easy to model, with few parameters that guarantee control over the radii around the skeleton. We developed a meshing technique for convolutions surfaces based on a scaffold ing technique that generates a quad-dominant mesh that follows the structure of the skeleton. The variety of shapes and new modeling freedom is showcased in several examples. Mimicking shapes generated with 2D skeletons is another advantage of the new formulation. We also presented applications of anisotropic convolution to skeleton-based modeling, general implicit modeling, and surface approximation.
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