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Abstract: The main goal of this paper is to define a generic framework for black-box explanation
methods in order to make it easier to compare and classify different approaches. We focus on
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Vers un cadre générique pour l’explication des systèmes de
décision algorithmique en mode bôıte noire (version

étendue)
Résumé : L’objectif principal de ce document est de définir un cadre génvrique pour les
méthodes d’explication des bôıtes noires afin de faciliter la comparaison et la classification des
différentes approches. Nous nous concentrons sur deux composantes de ce cadre, appelées respec-
tivement ”Échantillonnage ” et ” Génération ”, qui sont caractérisées formellement et utilisées
pour construire une taxonomie des méthodes d’explication. Ce document détaille comment ce
cadre peut être utilisé pour décrire les méthodes d’explication des bôıtes noires que l’on trouve
dans la littérature.
Mots-clés : Système de décision automatique, explabilité, transparence des algorithmes,
modèle boite-boire, machine-learning, intelligence artificielle



BEM framework 3

Contents
1 Introduction 4

2 Motivations 4

3 Description of the framework 5
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.2 Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.3 Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

4 Taxonomy of black-box explanation systems 8
4.1 Key features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4.2 Example: counterfactuals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

5 Exploration of the design space 12

6 Related work - A detailler 14

7 Conclusion - A ecrire 14

Appendices 17

A LIME 17

B Anchors 18

C Shapley values 20

D PDP and ICE 21

E BETA 22

F LEMNA 22

G VIN 23

H MMD-critic 24

I Local-gradient 24

J Trepan 24

K GoldenEye 24

RR n° 9276



4 Henin & Le Métayer

1 Introduction
This document is an extended version to the conference paper ”Towards a Generic Framework
for Black-box Explanations of Algorithmic Decision Systems” submitted to the Workshop Ex-
plainable AI of IJCAI 2019 appendices and a figure were added. In this paper, we defined a
generic framework to describe black box explanation methods (BEMs) found in the literature.
Because of space limitation in the original paper, we were not able to give a full description of
how the framework instantiate for every method. This document in meant to do so.

2 Motivations
Algorithmic Decision Systems (hereafter “ADS”) are increasingly used in many areas, sometimes
with a major impact on the lives of the people affected by the decisions. Some of these systems
make automatic decisions, for example to reduce or to increase the speed of an autonomous car,
while others only make suggestions that a human user is free to follow or not. In some cases, the
user is a professional, for example a medical practitioner or a judge, while in other cases he is an
individual, for example an internet user or a consumer. Some ADS rely on traditional algorithms,
while others are based on machine learning (hereafter “ML”) and involve representations such as
neural networks, Bayesian networks or decision trees. Regardless of these considerations, when
an ADS can have a significant impact its design and validation should ensure a high level of
confidence that it will meet its requirements.

Because the most accurate ML techniques often produce opaque ADS and opacity is a source
of mistrust, explainability has generated increased interest during the last decade. Indeed, even
if explanations are not necessarily a panacea, they can be very useful, not only to enhance trust
in the system, but also to allow its users to understand its outputs and make proper use of
it. Explanations can take different forms, they can target different types of users (hereafter
“explainees”) and different types of techniques can be used to produce them. In this paper, we
focus on techniques, called ”black-box”, that do not make any assumption of the availability of
the code of the ADS or its implementation techniques. The only assumption is that input data
can be provided to the model M and its output data can be observed.

Explainability is a fast growing research area and many papers have been published on this
topic during the last years. These papers define methods to produce different types of explana-
tions in different ways but they also share a number of features. The main goal of this paper
is to bring to light a common structure for Black-box Explanation Methods (BEM) and define
a generic framework in order to make it easier to compare and classify different approaches.
This framework consists of three components, called respectively “Sampling”, “Generation” and
“Interaction”. The need to conceive an explanation as a conversation rather than a static object,
which is captured by our “Interaction” component, has been forcefully argued by several authors
[17]. It must be acknowledged, however, that most contributions in the XAI community do not
emphasize this aspect. Therefore, in view of space limitation, we focus on the “Sampling” and
“Generation” components in this paper. We characterize these components formally and use
them to build a taxonomy of explanation methods. We come back to the link with the “Interac-
tion” component in the conclusion. Beyond its interest as a systematic presentation of the state
of the art, we believe that this framework can also provide new insights for the design of new
explanation systems. For example, it may suggest new combinations of Sampling and Generation
components or criteria to choose the most appropriate combination to produce a given type of
explanation.

We first provide some intuition about the framework and describe it formally in Section
3. Then we present in Section 4 a taxonomy of black-box explanation systems derived from our

Inria



BEM framework 5

framework and describe the instantiation of the framework to an example of explanation method.
We illustrate the interest of the framework for the design of explanation systems in Section 5.
Finally, we provide an overview of related work in Section 6 and conclude with some perspectives
and future work in Section 7.

3 Description of the framework
We first provide an overview and some intuition about our framework in Section 3.1, before
presenting the Sampling and Generation components more formally in Section 3.2 and Section
3.3 respectively.

3.1 Overview
To introduce our framework we consider the concrete example of a spam classifier. The system
takes as input the text of an email and outputs the probability of this email being a spam.
Ideally, an explanation system (herefater, “explainer”) should be able to answer a wide range of
questions because different explainees have different interests, motivations and levels of expertise.
For example, a user of the spam classifier may want to ask questions to better understand the
system or its behavior in specific circumstances. Possible questions on his part include ”Did the
signature part of email x(e) have an impact on the fact that it has been classified as a spam?”
or “Why is email x(e) classified as a spam and not email y(e)?” The explanations can be useful
to enhance his trust in the classifier or to allow him to understand how to modify its parameters
if it does not behave as expected. On the other hand, the designer of the system may have
more precise requests such as are “What are the main features used by the classifier to decide
that an email is likely to be a spam and what are their respective weights?” Since we assume
that the code of the classifier is not available, the explainer can only build emails, submit them
to the classifier and analyze the results. For example, to answer the first question of the user,
the explainer can create different versions of x(e) with and without the signature part, or with
different pieces of text in the signature part. The explainer has then to evaluate the answer
based on the results of the classifier and to present it to the explainee.

This simple example highlights the three main tasks of an explainer which are pictured in
Figure 1 : (i) the Interaction task, which includes the input and analysis of the questions of
the explainee and the presentation of the explanations in an intelligible way; (ii) the selection of
inputs to submit to the system to be explained, which is called the Sampling task; and (iii) the
analysis of the links between the selected inputs and the corresponding outputs of the system
to generate the content of the explanations, which is called the Generation task. In many cases,
the Sampling task and the Generation task are applied sequentially but it is sometimes useful
to apply them iteratively, to be able to adjust the set of samples to the needs of the Generation
task. As stated in the introduction, the Interaction task has not received as much attention as
the two other tasks in the literature so far. Therefore, for the sake of conciseness we focus on
the Sampling and the Generation tasks in this paper. We propose formal characterizations of
these tasks which are generic enough to encompass existing proposals and to compare them on
a rigorous basis, as discussed in Section 4 and sketched in Table 1.

3.2 Sampling
The role of the Sampling task is to select appropriate inputs (or “samples”) to address a question
of the explainee about a model M . The choice of the samples may depend on a number of factors.
The first aspect to take into consideration is whether the question concerns the whole model or

RR n° 9276



6 Henin & Le Métayer

Name Description Example
M Black-box model The spam classifier
I Input space of M Space of emails
O Output space of M [0, 1]
E Scope of the explanation Email x(e)

S
Samples (product Emails with

of the sampling step) changed signature

D
Dataset describing Training set of Mthe overall population

Until 

criterion

is met

Si

(Di-1, Θi-1)

SAMPLING

(E, Di-1, Θi-1)
GENERATION

Delivers

estion

Explanation

EXPLAINER

INTERACTION

Figure 1: The three main tasks of the explaine

specific inputs. We call E the scope of the explanation. If the question concerns a single input x,
then E = {x}; if the question is about the whole model M , then E = D with D a representation
of the population (all possible inputs to M) available to the explainer1. In general, E could be
any subset of possible input values. We call I this set of input values, which can be seen as the
support set (or type set) of D. In the spam filter example, I is the set of all possible emails
and D represents the actual distribution of emails available to the explainer. In some cases, the
explainer does not have any information about this distribution, which is denoted by D = ∅.
The result of the Sampling task is a set of samples S = {x’(1), ...,x’(n)} ∈ In. Different values
of D may give rise to different sampling strategies. For example, to address the first question
of the user of the spam filter about the impact of the signature on the classification of x(e),
a possible option is to select a single sample obtained by removing the signature part of x(e).
This strategy does not require any information about the actual distribution of the population
and can therefore be applied with D = ∅. However the answer might not be realistic or precise
enough because it would not provide any information about the way the content of the signature
is actually taken into account by the filter. A more elaborate strategy would be to replace the
original signature of x(e) by real signatures obtained from many other emails. This strategy
requires information about the actual distribution of the population (D 6= ∅) in order to ensure
that the sample set is a reflection of the reality.

We can now define the sampling procedure as follows:

S = {hθ(x(e),x(p)) | (θ,x(e),x(p)) ∈ Θ× E ×D,F (θ,x(e),x(p)) = 1} (1)

with
hθ : E ×D → I (2)

Θ is the set of parameters for the sampling and F is a filter function. In a nutshell, the θ
parameter makes it possible to generate several samples for a pair (x(e),x(p)) while F makes it
possible to generate samples only for a selection of pairs (x(e),x(p)). In our spam filter example,
E is limited to a single email to be explained (E = {x(e)}), there is no need for parametrization
so we take Θ = {0} and we assume that D contains 1000 emails. Function h0(x(e),x(p)) returns

1It should be noted that D is actually a multiset since it can involve multiple occurrences of the same value
to reflect the actual distribution of the values in the real population.
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BEM framework 7

an email sample obtained from x(e) by replacing its signature part by the signature part of x(p).
If F is the function that returns always 1 (F (θ,x(e),x(p)) = 1), then the sampling procedure
generates 1000 perturbed version of x(e) with signatures extracted from the emails in D. Another
option could be to use a filter function F relying on a notion of distance and selecting only emails
close to x(e) or a function F selecting only emails with the same subject part as x(e). The θ
parameter can be used to customize the sampling function. For instance, if both the header and
the signature of the email are taken into consideration, θ could specify which part of the email
is replaced (header, signature or both).

3.3 Generation
When the set S of samples is available (or an element of S in the case of an iterative process),
the next step consists in providing the elements of S as inputs to the model M and to collect the
outputs : { (x’,M(x’)) | x’ ∈ S}. This set is the raw materiel to build the explanations. Even if
explanations can take many different forms, the Generation task can conceptually be split into
two parts: the computation of a proxy of the model M and the construction of an explanation
based on this proxy. We call the former model generation (GM ) and the latter explanation
generation (GE) in the sequel. In some cases, the proxy model is considered as the explanation
itself, in which case no explanation generation is necessary; in other cases, the proxy model can be
seen as an intermediate step to derive the explanation delivered to the explainee. We emphasize
that we present a conceptual view of the Generation task here: the actual implementation of an
explanation system does not necessarily involve the construction of the proxy model. Coming
back to the spam classifier example, an option for the Generation task is to train a simple rule-
based model on the samples resulting from Sampling task to predict the output of the classifier.
An example of rule generated by this step could be: “If the signature of the email is less than 60
characters long, then the classifier will consider that it is a spam; otherwise it will be considered
as an acceptable email”. Because such rules are easily interpretable, they can directly be used as
explanations. In other situations, either because the type of model used is too complex or the
model is too big to be understandable (for example if it involves a large number of rules), simpler
explanations have to be generated from the proxy model. This explanation generation phase can
produce, for example, the most important feature(s) of the input. For the spam classifier, the
answer in this case could be: “The length of the signature part and the number of typos are the
two most important features used by the system to decide if an email is a spam”.

Technically speaking, the proxy model is denoted by Fw, which is a function of the same type
as the model M parameterized by w:

Fw : I → O, (3)

The core of the Generation task is to find the best Fw to answer the question of the explainee,
which amounts to find the optimal values of w. Optimality can be defined formally using sets of
criteria oi(w, S) ∈ IR and constraints ci(w, S) ∈ IB where IR and IB are the sets of real numbers
and booleans respectively. The global objective takes the following form:

w∗ = argmin
w

∑
i

λici(w, S)

subject to oi(w, S)
(4)

where λi ∈ R are used to weight the criteria. In many methods, the objective is to find the
parameters w such that the proxy is as close as possible to M on the samples of S. However, using
both criteria and constraints provides a great flexibility, which contributes to the generality of
our framework. Finding a good explanation is often a question of compromise. A typical example

RR n° 9276



8 Henin & Le Métayer

is finding the right balance between precision and complexity – often used as a characterization
of understandability. For example, a simple explanation of the spam classifier that would be
accurate (i.e. predicting the actual result of the classifier) on only seventy percent of its inputs
would not be acceptable; on the other hand, an accurate explanation that would take the form
of several pages of rules would provide little insight to the user. As discussed in the following
section, criteria and constraints can be used to define the priorities among objectives.

The second step of the of the Generation task, the explanation generation which delivers
the explanation, is generally less technical. For instance, Shapley [26], PDP ICE [13] or VIN
[11] compute sums of elements to produce a plot or specific numbers; LIME [18] extracts the
coefficients of a linear function; LEMNA [8] and Local-gradients [1] derive from Fw slopes in the
neighborhood E.

4 Taxonomy of black-box explanation systems
We first show in Section 4.1 how our generic framework can be used to analyze and classify
existing explanation methods (Table 1). In view of space limitations, we cannot provide the
details of the instantiation of the framework for each method of Table 1 but we present as an
illustration the case of counterfactual explanations in Section 4.2. The interested reader can find
the details of the definition of the methods Table 1 in our framework in in a longer version of
this paper published as a research report [10].

4.1 Key features
The generic definitions introduced in the previous section allow us to highlight the range of
choices in the design of a BEM and to classify existing methods based on these choices. Table
1 summarizes these design choices and the types of explanations produced by these methods.
In this section, we provide some intuition about the table, considering successively the design
choices related to the Sampling task, the Generation task and general choices (two columns to
the left).

Design choices related to the Sampling task:

- The set E makes it possible to express the focus of the explanation: if the explainee is
interested in a specific input data (e.g. an email x) then E is a singleton set (e.g. E = {x}).
At the other end of the spectrum, the explainee may be looking for a global explanation
of the system on the whole input domain (E = D). Ideally, the explainee should be able
to choose any scope between these two extremes. However, as shown in Table 1, existing
methods assume a fixed scope, which is almost always D or a singleton set. The only
exception is MMD-Critic [12] that makes it possible to focus on a class of input data.

- In general, a model may behave differently on different segments of the population. For
instance, it has been shown that face recognition systems are more accurate among white
male than among non-white female [2]. Therefore, the fact that the distribution of the
population is taken into account or not is an important feature of a BEM. This information
is defined by set D in our framework. D is the information available to the BEM about
the population Pop. Table 1 shows that all methods except LIME and LEMNA take the
population into account. The population does not have any impact on the explanations
produced by LIME and LEMNA (D = ∅) because the samples are obtained by random
masking of the input data. The relevance of the use of the population depending on the
question of the explainee is further discussed in Section 5.

Inria



BEM framework 9

- The “Type” column of Table 1 aggregates several pieces of information about the strategy
used in the Sampling task. First, we make a distinction between selection sampling, which
is characterized by the fact that samples necessarily belong to D (hθ : E × D → D) and
perturbation sampling which can produce samples outside D (hθ : E × D → I). We also
distinguish deterministic sampling, which always returns the same set of samples, and
random sampling.
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Figure 2: Illustration of sampling categories in 2 dimensions

Design choices related to the Generation task:
- Many BEM leverage existing machine learning methods to generate an explicit proxy Fw

approximating M . The “Model” column of of Table 1 shows the type of “interpretable”
model used by these BEMs (Trepan [3], BETA [14], Anchors [19], LIME [18], LEMNA
[8], Local-Gradient [1]). Some of these methods return the interpretable model itself as an
explanation while others apply a further explanation generation task, which is denoted by
GE in the “Steps” column.

- Column “Objectives” shows the criteria and constraints (respectively oi and ci in Definition
4 of Section 3.3) used by the BEM to compute Fw. Defining an objective as a constraint
rather than a criterion is a way to assign it a higher priority. For instance, BETA [14] uses
three constraints on the complexity of the rule-based proxy model and five criteria related
to the fidelity of the proxy to M . Conversely, Anchors [19] sets a constraint on the fidelity
of the rule-based model and criteria on the number of rules. As suggested by the titles of
the papers, BETA focuses on interpretability of the explanation while Anchors puts more
emphasis on fidelity.

General design choices:
- The “I/O” column in Table 1 provides information about the fact that the Sampling task is

called iteratively (I) or is a one-shot task (O). Intuitively, the iterative mode may lead to
sample sets that are more precise beacuse they are tailored to the needs of the Generation
task. Selecting 1000 emails in the example of 3 is an example of one-shot mode. Another
option could be to select only 100 samples in a first iteration step. A second iteration
would focus on the region that was underrepresented in the first sample set, for example
by querying only samples with long signatures. This strategy could be useful to reduce the
number of model calls in the Generation task.

- To conclude, Column “Steps” characterizes each BEM based on the three steps identified
in Section 3.2 and Section 3.3: respectively Sampling (S), model generation GM and expla-
nation generation (GE). It is interesting to notice that six of the BEM in the table involve
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10 Henin & Le Métayer

the tree steps, only one of them (Local Gradient) does not involve sampling, two of them
do not have any model generation step and three of them do not have any explanation
generation phase (they return the proxy model as an explanation). For example, Shapley
[26] and PDP ICE [13] rely on specific rules to combine directly elements of S to build
explanations, hence they bypass the model generation step.
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4.2 Example: counterfactuals
Providing a counterfactual input to the user is an efficient way of explaining the output of an
individual M(x(e)) in many situations. The explanation consists of an alternative input x’ used
as a point of comparison with x(e), which is in line with the contrastive nature of explanations.
More precisely, the version proposed here (inspired from [24]) looks for the closest alternative
input that gives a different output: x’ such that M(x’) = y’, with y’ an alternative output s.t.
M(x(e)) 6= M(y’), while keeping distance(x(e),x′) small. In the spam classifier example, a good
counterfactual is a slightly modified version of the email (e.g. removing one word) that would
change the output of the model. It establish a causal relationship between the presence of the
sole word and the classification as spam.

The computation of counterfactuals does not involve an approximation of the original model.
Contrarily, it involves a generation function whose goal is to perturb M . More precisely, we can
describe generation with the following function:

Fw(x) = Tw(M(x)) = M(x+ w) (5)

where Tw denotes a translation operator s.t. x +w ∈ I and w the perturbation from the original
input. Here, w does not represent the parameters of a model but a perturbation in the input space
I. Interestingly, our framework is general enough to correctly describe both. The optimization
problem is to find w∗ such that:

w∗ = argmin
w

distance(x(e),x(e) + w)

subject to Fw(x(e)) = y’,
(6)

with y’ an alternative output specified by the user. The generation of counterfactual is iterative.
Samples are queried one-by-one until a stopping criteria is met. The resulting counterfactual
x(e) + w is returned as an explanation. In our previous example, the email with one word
removed is delivered to the user.

Interestingly, many sampling strategies are practicable and they lead to different results. For
example, if the user wants the counterfactual to be a real sample, a selection sampling should
be considered. Otherwise, a random sampling strategy is employed. Using the population
distribution leads to a close and likely samples while not using it leads to the closest sample
even if the latter is unrealistic. For instance, if any mail containing ”Fg f” is classified as spam,
then the generation step could explained any non-spam by adding this meaningless sequence
of characters. On the other hand, sampling from the population distribution, could force the
counterfactuals to be more realistic. User’s motive should be considered in this choice. A lay
user may be interested in realistic counterfactual while learning about this odd feature can be
valuable to a system designer in the purpose of debugging the classifier.

5 Exploration of the design space
Beyond its interest to provide a systematic overview of existing explanation methods, as described
in the previous section, our framework can provide valuable help for designers of new explanation
systems. As suggested in the introduction, an explanation system should actually be interactive
and allow explainees to ask different types of questions to enhance their understanding of the
model. Depending on the type of questions, different choices can be made for the sampling and
generation tasks.

As an illustration, we show in this section how the type of question should influence the
sampling task. We use a simplified version of the previous spam classifier example in which M
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BEM framework 13

has only one feature: the ratio of capital letters rcap. The output remains the probability of
being a spam. The shape of M is shown Fig. 3 (a). Prcap

denotes the probability distribution of
rcap, Fig. 3 (b). We compare a sampling from Prcap

with a uniform sampling between 0 and 1.

(a) (b) (c)

Figure 3: (a) Shape of the model M(rcap) (b) Probability distribution of rcap (c) Joint probability
of SPAM=1 and rcap

They respectively generate two Sp and Su:

Sp ={rcap ∼ Prcap
}

={0.03, 0.21, 0.17, 0.1, 0.4, 0.01, 0.0}
(7)

Su ={rcap ∼ Unif(0, 1)}
={0.45, 0.87, 0.15, 0.4, 0.98, 0.49, 0.54}

(8)

As expected, samples from the population distribution are more concentrated near small values.
We focus on a local explanation: E = {x(e) = (0.5)}.

We rely on the work of [21] to address the first type of question: ”Did this value of rcap
influenced the model toward spam or toward non-spam?”. A way to answer is to estimate what
would be the output of the model in the absence of the knowledge of rcap. To do so, we can
compare the current value with an average situation, which suggests the use of the population
distribution. Because (M(x(e)) − 〈M(x’)〉x’∈Sp

) > 0, the output of the model would have been
lower in the absence of the knowledge of rcap. Therefore, this value contributed toward the
classification as spam. It should be noticed that the result would have been different if the
uniform distribution were used instead, indeed (M(x(e))− 〈M(x’)〉x’∈Su) ≈ 0.

The second type of question is: ”What would be the impact of an increase of rcap on the
prediction of the model?”. In this case, the explainer needs to estimate the shape of M . To
be efficient and to cover the full range of value, dispatching samples uniformly seems to be a
good strategy. Consequently, for this type of question, the uniform distribution is preferable.
Contrarily to the first question, the population distribution would still give the good result but
the generation would be less efficient and the result less precise.

To conclude this section, we give a probabilistic point of view of the problem. The goal of
the model M is to estimate the conditional probability of being a spam knowing x(e). Thus:
M(rcap) = P(SPAM=1 | rcap). If we imagine that samples are random variable (s.t SPAM = 1
with probabilityM(rcap)) then the underlying distribution ofM(Su) is given by P(SPAM=1 | rcap),
while the distribution of M(Sp) would be the joint probability of observing a spam and this value
of rcap:

P(SPAM=1 | rcap)× Prcap
= P(SPAM=1, rcap) (9)

(Fig. 3 (c)). We see that the shapes of the distributions are different.
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6 Related work - A detailler
The present paper is not the first attempt to provide a unification in the field of XAI. Close to
our subject, [16] introduces a formal theoretical framework to unify four BEMs. The framework
is restricted to methods that compute the contribution of each feature for a given prediction.
Moreover, it does not identify steps that are shared by any BEMs. With a broader approach, [7]
introduce a glossary and a taxonomy for interpretable and explainable AI. It then exhaustively
list all publications related to this field in the former taxonomy. Our work differs in two points:
1. we limit ourselves to the black-box assumption (no access to code or model), 2. we define a
framework to describe BEM from which is deduced our taxonomy. At a higher level, [23] gives a
taxonomy of machine learning components that may require explanation, interpretations, or more
interaction. Our work situates in the ”Model” and ”Prediction” categories of their taxonomy.
[20] provides a taxonomy of interpretability in Human-Agent Systems. Their interest is more
general as it also includes the motive and the expected form of the interaction with the explainer.
The answer to the ”What” question (section 3) is closely related to our subject. However, their
work on the BEM is less detailed as they mention one method only. [22], [15] and [25] treat more
generally of the needs in explainability and transparency regarding social and technical aspects.
Finally, [4] provides a formal definition of explanations along with ways to evaluate them.

This attempt to unify BEMs in a general framework to go toward an explanation tool that
adapts to the user’s question is, to our knowledge, new.

7 Conclusion - A ecrire
In this section, we now temper these advantages with some problems that we identified with our
framework. The goal is to set the limits of this approach as well as suggesting improvements
for future work. Even though the description of methods with the framework was possible in
all tested cases, it can be sometime laborious. In particular Trepan [3] makes an estimation of
the distribution of features instead of sampling directly from D. The benefits of this approach
are arguable because estimating distribution is a complex task; it is harldy feasible with images
for instance. The sampling of GoldenEye [9] involves mixing more than two inputs, which is
not strictly described by our framework. If such sampling improves the detection of features
interactions beyond the previous results of VIN [11], an extension of our framework can be
considered.

Because we used current methods to make our assumptions, it is not impossible that a new
method could not fit in our framework. For the sampling, our approach was to voluntary narrow
as much a possible the type of methods that could be described. Our goal was not to provide
a general framework for any sampling but to highlight the strategies that are the most common
for generating explanations. For instance, because our framework is based on a one-to-one
correspondence between elements (one element of E ×D relates to one element of S), a uniform
sampling without repetition could not be described.

Finally, the framework for generation is admittedly flexible. Since a wide variety of generation
methods were encountered, it seemed preferable to allow the framework to evolve.
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Appendices
Unless specified differently, we assume that elements of the input space I are vectors in S di-
mensions composed of numerical and categorical values:

x = (x1, ..., xK) ∈ I (10)

A LIME
Local Interpretable Model-agnostic Explanations (LIME) was created in [18]. Basically, it fits a
linear model ”in the neighborhood” of the point x(e) to be explained and uses the coefficients of
the regression to estimate which features were the most influential for the model.

Given x(e), it creates a dataset S composed of n ”perturbated” replications of x(e) by ran-
domly setting s (random variable) features to 0. For instance with K = 4 and n = 3:

x(e) =(x1, x2, x3, x4) s=1−−→ x’(1) =(0, x2, x3, x4)
s=2−−→ x’(2) =(x1, 0, x3, 0)
s=2−−→ x’(3) =(x1, x2, 0, 0)

(11)

we create D′ = {x’(1),x’(2),x’(3)}. Then, the output of each ”perturbated” replications is com-
puted and a weighted lasso regression is fitted on the resulting training set {(x’,M(x’)) | x’ ∈ S}.
The weights of the regression are decreasing as a function of the distance to x(e): exp(−d(x(e),x’)2/σ2),
with σ a parameter of the model , which ensure the locality of the explanation. Finally, the coeffi-
cients of the linear model are directly used to measure the importance of feature in the prediction
of x(e). Please refer to the original paper [18] for a more detailed description of the method.

Sampling:
E = {x(e)} (12)

D = ∅ (13)

Interestingly, LIME is one of the only methods that do not use a dataset apart from the point
to be explained x(e). Firstly, we build the range of parameters:

Θ =
{
θj=

{
SRSWOR of size sj in {1, ...,K}

}
| j ∈ {1, ...,K}

}
(14)

with sj ∼ Unif{0,K}, SRSWOR denotes ”Simple Random Sampling Without Replacement”
and Unif{0,K} denotes the discrete uniform distribution of integers between 0 and K. θj is the
set of features’ index that are nullified. Now we can define the sampling functions.

hθ(xe,xp) =
( {

0 if j ∈ θ
xj otherwise

)
j=1,...,K

(15)

hθ acts like a masking function, it masks all features which index appears in θ. In (11), θ1 = {1},
θ2 = {2, 4} and θ3 = {3, 4}. Then the equation (1) can be used to generate the database of
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perturbated examples as it is done in LIME. We can see that the sampling is a perturbation
and random.

It should be noted that in the case of images the features are not set to 0 but to the value
corresponding to the color grey.

Generation:
LIME uses Fw as an approximative model for M . More precisely, Fw is a linear function of

the inputs:

Fw(x) =
K∑
i=1

wixi + w0 (16)

Two criteria are optimized during the generation (both as objective so we note o1 and o2).

o1(w, S) =
∑
x’∈S

e
−
d(x(e),x’)2

σ2 (Fw(x’)−M(x’))2 (17)

o2(w) = ‖w‖ (18)

c1 ensures that the approximate linear model is faithful to M in the neighborhood of x(e) while
c2 ensures that the resulting local model is not to complex. How should be weighted this two
objectives is not clearly mentioned in the original article.

Delivering:
Once the model has been fitted, the coefficients of the linear regression are directly delivered

to the user. It should be noted that in the case of image classification, it is more understandable
to deliver to the user the pixels that have a positive value (pixels that contributed toward the
prediction of the correct class).

B Anchors
Anchors [19] looks for the biggest square region of the input space that contains the initial input
and which preserves the same output with high-precision. The explanation is a rule based model
faithful locally around the initial input x(e). It works on an iterative basis. At each step i, the
analyzer proposes a candidate set of rules Ai, for example:

A0 = ”3 ≥ x1 ≥ 2” AND ”x3 = 0.5”, (19)

and the rules are tested by querying many samples that verifies it.

Sampling:
E = {x(e)} (20)

D = {x(1), ...,x(N)} (21)

Anchors works with different types of data, which have different sampling strategies. However,
the same idea remains. The parameters of the sampling θ contains the list of features that appear
in the candidate set of rule as current iteration. For example, for the anchor defined by (19), the
corresponding parameters are θ0 = {1, 3}. Samples mix features of x(e) and x(e). Features that
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appear in θ are taken from x(e) and others from x(p). For tabular and image data the expression
of h is the same:

hθ(xe,xp) =
( {

x
(e)
j if j ∈ θ
x

(p)
j otherwise

)
j=1...K

(22)

For text classification, the sampling is more elaborate. If x ∈ I is sequence of words, then xj
denotes the jth word in the sentence. θ still defines the candidate set of rules and its elements
are the words that it contains. Then:

hθ(xe,xp) =
( 

x
(e)
j if x(e)

j ∈ θ
x

(p)
k with proba p otherwise
x

(e)
j with proba (1− p) otherwise

)
j=1...|xe|

(23)

with x
(p)
k such that x(p)

k and x
(e)
j have the same POS tag. And with p proportional to their

similarity in an embedding space. In both cases, the parameter space only contains one element
Θ = {θ}

The optimization method employed by Anchors to minimize the number of model call requires
that the samples are generated one-by-one (for the case of precision estimation, see below). The
sample is generated with the parameter θ, the input to be explained x(e) and one sample from
D selected randomly. The random selection of a sample is made thanks to the filter function F .

F (θ,xe,xp) = 1xp=x(idx) (24)

with idx = Unif{1, N} (drawn at each new sampling). The stochastic nature of the sampling
of Anchors comes from this drawing.

Generation:
Anchors is a typical generation case. Fw is an interpretable model used to approximate M .

More precisely, Fw is a rule-based model (RBM) and the rules are represented by w.

Fw = RBMw (25)

The goal of the optimization is to find the rules that cover the most examples while satisfying
probabilistic fidelity constraints. To evaluate the coverage, an extra sampling step is required
with θ = ∅ (Θ = {∅}), we call the result of the sampling S∅.

o(w,D) = −
∑

x’∈S∅
1x’ verifies w

|S∅|
(26)

And the constraint on the fidelity can be expressed as:

c(w,D) = P
(∑

x’∈S 1Fw(x’)=M(x’)

|S|
≥ τ

)
≥ (1− δ) (27)

In the theoretical formulation, the size of S is arbitrary. The optimization problem can be for-
mulated as in (4). The optimization process is made iteratively. Each step of Anchors consists
of 2 iterations in our framework: one iteration for each coverage estimation and one iteration for
each precision estimation.

Delivering:
Anchors does not require a delivering step as the explanation is the model Fw itself.
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C Shapley values
In [26], the authors are using Shapley values, a result from cooperative game theory, to build a
measure the contribution of a feature for a specific classification (local explanation). Shapley’s
result is interesting because it has four mathematical properties which ensure consistency with
what is expected of a feature contribution. We note x(e) the point to be explained, as in [26] we
can define for any Q ⊆ {1, ...,K}

MQ(x(e)) = E
[
M(X1, ..., XK) | Xi = (x(e))i,∀i ∈ Q

]
(28)

∆Q(x(e)) = MQ(x(e))−M{}(x(e)) (29)

Then, the importance of the variable i for the data point x(e) is given by the Shapley value:

φi(x(e)) =
∑

Q⊆[1,...,K]\{i}

|Q|!(K − |Q| − 1)!
K!

(
∆Q∪{i}(x(e))−∆Q(x(e))

)
(30)

Please refer to the original paper for more details on the meaning of this formula.

Sampling:
E = {x(e)} (31)

D = {x(1), ...,x(N)} (32)

The parameters of the sampling θ contains the list of features that appear in the tested combi-
nation Q: θ = Q. Samples mix features of x(e) and x(e). Features that appear in θ are taken
from x(e) and others from x(p).

hθ(xe,xp) =
( {

x
(e)
j if j ∈ θ
x

(p)
j otherwise

)
j=1...K

(33)

Then, we define the range of parameters:

Θ =
{
Q | Q ⊆ {1, ...,K}

}
(34)

We can see that the sampling if a deterministic perturbation of the inputs.

Generation:
There is no generation step for this method.

Delivering:
We now assume that (28) is best approximated by the empirical mean:

MQ(x(e)) ≈ 1
|S|

∑
x’∈S

M(x’) (35)

with S defined by (1). We can now see that the Shapley value can be approximated by averaging
the dataset defined by (1), with the weights of (30). The approach is direct.
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D PDP and ICE
Partial Dependence Plot (PDP) was introduced in [5] and Individual Conditional Expectation
(ICE) in [6] and both were revised in the lens of explanation in PDP ICE [13] (among others).
The version that we present here in the latter.

It is a feature-wise global explanation method to estimate the global impact of a feature i
over its range of values. The output is a plot whose x-axis is all possible values of i and y-axis the
average value of the model M over S with the value of the ith fixed (PDP) or the superposition
of every sample of S with modified value for i (ICE).

In both cases, the sampling is a deterministic perturbation over the full range of values.
This method is a global explanation method in which E = D.

Sampling:
E = {x(1), ...,x(N)} (36)

D = {x(1), ...,x(N)} (37)

As mentioned in the paper, it can be more convenient to use only value of E, which is the
case here. Hence, in the following, we artificially set D = 0. It should be noted that it is not
incompatible with our theoretical framework as it is always possible to use F to filter unneeded
elements.

Since the explanation is feature-specific, we can assume that each BEM explain one feature
i. If the i is a continuous value, we can divide its range in r regular steps.

li = min
x∈I

xi, ui = max
x∈I

xi (38)

hθ(xe, 0) =
( li + θ

ui − li
r − 1 if j = i

xe,j otherwise

)
j=1...K

(39)

Θ = {0, 1, ..., r − 1} (40)

If the feature i is categorical, we note {v1, ..., vr} the possible values:

hθ(xe, 0) =
( {

θ if j = i

xj otherwise

)
j=1...K

(41)

Θ = {v1, ..., vr} (42)

We can now generate the sample set S using (1).

Generation:
There is no generation step for this method.

Delivering: The explanation can be directly computed from the set {(x’,M(x’))x’ ∈ S} by
attributing to the first value of Θ the average of the first k element of the previous set (PDP) or
by plotting directly each value.
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E BETA
Black box Explanation Through transparent Approximation (BETA) [14] is a global explanation
method that approximate the model by an interpretable rule-based model. Selected model tries
to minimize 8 criteria through an optimization procedure. The optimization is iterative and a
candidate rule-set is evaluated at each iteration.

Sampling:
E = {x(1), ...,x(N)} (43)

D = {x(1), ...,x(N)} (44)

As mentioned in the paper, for some global methods, it can be more convenient to use only value
of E, which is the case here. Hence, in the following, we artificially set D = 0. It should be
noted that it is not incompatible with our theoretical framework as it is always possible to use
F to filter unneeded elements.

The sampling parameters θ define a candidate set of rules. For ease of notation, we use
∀textbfx ∈ I, θ(x) is boolean value (true if x verifies the rule defined by θ false otherwise). Then
the sampling is defined by:

hθ(xe,xp) = xe (45)

F (θ,xe,xp) = 1θ(xe) (46)

The sampling of BETA is selective and deterministic.

Generation:
The generation function is an approximative model which tries to maximize the fidelity with

M and other criteria. The approximative model is a rule based model: Fw = RBMw and the
criteria to optimized are explicitly mentioned in the article (cf section 2.2 of [14]). One can
simply verify that every criteria appearing in the optimization problem of BETA (cf. equations
(1) and (2) of [14]) can be expressed analytically w.r.t w and D (in our case E).

Delivering:
There is no need for a delivering step as the rule-based model itself is provided as an expla-

nation.

F LEMNA
”Local Explanation Method using Nonlinear Approximation” (LEMNA) [8] is a local explanation
method. It is based on the framework as LIME but uses a mixture regression model with a fused
Lasso regularization.

Sampling:
The sampling part of LEMNA is similar to LIME as it is described in A. [8] does not give

a lot of details on the sampling procedure used by their method. The sentence ”The idea is to
randomly nullify a subset of features of x.” suggest that the sampling function used is defined
as in (15). But the absence of weights decreasing with the distance to x(e) and the sentence
”we first synthesize a set of data samples locally (around x)” suggest that the choice of sampling
parameters enforce locality.

Generation:

Inria



BEM framework 23

The generation step is based on an approximation of M in the neighborhood of the data
point to be explained x(e). The generation function is a mixture of linear models (MLM)
Fw = MLMw. Similarly to LIME, the criteria to optimize are the fidelity of the approximation
model and a regularization:

o1(w, S) =
∑
x’∈S

(Fw(x’)−M(x’))2 (47)

o2(w) = ‖w‖fussed (48)

The fidelity criterion is the traditional one but the regularization is tailored for application with
data having a sequential structure (please refer to the equation (7) of the original article for more
details).

Delivering:
As for LIME A, the coefficients of the linear regression model are used as explanation. Un-

fortunately, few information is provided on which coefficients should be chosen, among all linear
models.

G VIN
Variable Interaction Network (VIN) [11] is a global explanation method based on the theory of
Analysis of Variance (ANOVA) which aims at detecting additive structure in a black-box. Two
features are additive if they do not interact for the prediction. As Shapley values, VIN combines
partial permutations of the samples to detect the influence of specific features or groups of
features. But thanks to a clever formulation of the problem, VIN does not require a number
of model estimations exponential in the number of features which make it practical for more
applications.

The VIN algorithm uses a iterative approach. While evaluating the importance of some
combinations of features, VIN gather formal guaranties of smallness for other combinations and
can thus avoid the computation of these. As for VIN evaluate one-by-one the importance of
combinations of variables. It uses a (rather complex) analytical formula but we show that all
terms of this formula can be obtained thanks to our framework. The quantity of interest is a
sum of terms of the form:

E−v[M(x)] = 1
N

N∑
i=1

M(xv, xi,−v) (49)

where v ∈ {1, ...,K}, xv = (xi|i ∈ v) and xv = (xi|i 6∈ v).

Sampling:

E = {x(1), ...,x(N)} (50)

D = {x(1), ...,x(N)} (51)

The parameters of the sampling θ contains the list of features that appear in the tested combi-
nation v: θ = Q. Samples mix features of x(e) and x(e). Features that appear in θ are taken
from x(e) and others from x(p).

hθ(xe,xp) =
( {

x
(e)
j if j ∈ θ
x

(p)
j otherwise

)
j=1...K

(52)
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Generation:
The generation function of the VIN algorithm is a perturbation of M by permutation of

features of input as mentioned in (53). The rest of the generation only involves summation and
iterative search over a lattice of subset. We invite the interested read to refer to [11] for more
details. We do not give the details of the computation of the projection of M , instead we show
that the basic component can be obtain with the following generation function:

Fw(x) = 1
|S′|

∑
x∈S′

M(x) (53)

with S′(x, w) = {hw(x,xp) | xp ∈ D} (derived from 1).

H MMD-critic
TODO

I Local-gradient
TODO

J Trepan
TODO

K GoldenEye
TODO
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