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Abstract. In this paper we have proposed and developed a projection mapping 
system that can project 3D images on multiple moving objects that change their 
positions and shapes. Although projection mapping has become a new type of 
image projection method, so far most of the projection mappings have focused 
on the projection of 3D images on objects such as buildings that stay static with-
out changing their shapes. If projection mapping on non-rigid moving objects 
such as human performers is realized, application area of projection mapping will 
become far wider. 

 To demonstrate this, a simple test of integrating projection mapping and Noh 
performance was carried out. Although Noh performance has been considered 
difficult to understand for beginners and foreigners because of its minimalism, 
by projecting 2D images that suggest inner emotion of a main character and also 
ongoing story, the evaluation result show that this new type of Noh performance 
could make it easier to be understood. This means that the integration of projec-
tion mapping and various stage performances could open-up new possibilities for 
various kinds of performing arts to add their values. 

To realize this, we have proposed a projection mapping system consisting of 
multiple depth sensors and multiple projectors. In the first step, using multiple 
depth sensors the position and shape of multiple objects are detected in real time 
and the obtained 3D models of the multiple objects are sent to the projection 
phase. In the projection phase, the images to be projected on the objects are ren-
dered on the obtained 3D model of the object. Then using multiple projectors 
real-time 3D projection mapping is carried out on the multiple moving objects. 
The system is now under development and demonstration of actual Noh perfor-
mance using this technology will be achieved. 

Keywords: Projection mapping, Depth sensor, Moving object, Performing arts, 
Noh performance, Japanese culture, Inner emotion, Media Art. 
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1 Introduction 

Projection mapping is a technology to project 3D images/videos on 3D objects such 
as buildings [1][2]. As this is one area of Augmented Reality, sometimes projection 
mapping has been called Spatial Augmented Reality [3]. Conventional projection has 
been done onto a rectangular flat screen. Once a projection onto a 3D object such as a 
building is realized by adopting the projection to the shape of the object, it is possible 
to give the impression that the building has changed into something different. 

So far, it seems that the aims of projection mapping have been limited only to enter-
tainment such as a show at a theme park [4] or ceremonial event [5]. In most of these 
cases images used for the event are made of computer graphics and include entertaining 
contents. If art contents would be used for projection mapping, however, such projec-
tion mapping would create new possibility by changing art exhibition spaces from 
closed space such as museums and galleries to open public spaces such as city centers, 
parks, etc. Two of the authors of this paper, Naoko Tosa and Ryohei Nakatsu, have 
noticed the possibility of projection mapping for such new applications, and have been 
working on the projection mapping events using Naoko Tosa’s media artworks as the 
contents. Below are two of such events carried out the by them. 
 
(1) Projection mapping at ArtScience Museum in Singapore 

Naoko Tosa has been working on the creation of media art based on the concept of 
integrating Japanese tradition and her modern media art, and based on this she has been 
working on various projects of letting Japanese traditional/modern art to be understood 
by people not only in Japan but also in overseas. As one of such activities she has cre-
ated a new media art called “Sound of Ikebana: Four Seasons,” in which she let liquid 
such as color paint jumping up by giving it sound vibration, and then by shooting the 
generated form using high-speed camera she succeeded in merging her Japanese sensi-
tivity with technologies [6][7]. Funded by METI (Ministry of Economy, Trade and In-
dustry), the projection mapping using this media art as the content was carried out in 
2014 at ArtScience Museum in Singapore (Fig. 1).  As in Singapore there is no clear 
difference among each season, this projection mapping focusing the clear transition 
from one season to another in Japan gave a strong impression about Japan and Japanese 
culture to the people in Singapore and nearby countries. The event gathered lots of 
audience and various media in Singapore treated this event. 

 
Fig. 1. A scene of the projection mapping of “Sound of Ikebana” carried out at ArtScience Museum in 

Singapore. 
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(2) Projection mapping at Kyoto National Museum 

Year 2015 was the 400 anniversary of famous Japanese art school called RIMPA [8] 
and in Kyoto there were many events celebrating the anniversary. As one of those events 
Kyoto Prefectural Government called for a projection mapping event. Submitting our 
proposal responding to this call for event and being accepted by the local government, 
Naoko Tosa and Ryohei Nakatsu have created a media art called “Thunder God and 
Wind God in 21st Century.” Using this media art as the content, they carried out the 
projection mapping in March 2015 at Kyoto National Museum [9]. 

When a RIMPA exhibition is carried out, the usual way is to exhibit one or several 
of famous RIMPA paintings as the core of the event. However, RIMPA is not a simple 
heritage that existed long time ago. On the other hand, RIMPA is an art concept that has 
to be handed to the present and even to the future [8]. Therefore, they tried to create new 
RIMPA-style content. Also to appeal the modernity of RIMPA, it is adequate to connect 
technology and content. Therefore they introduced several cutting-edge technologies in 
the content creation process. For the projection, twenty most recent high-end projectors 
with more than 20,000 lumen were used to project the created video content onto the 
two buildings of Kyoto National Museum. The event gathered almost 20,000 people 
during the four-day event and was successful. Figure 2 shows a scene of the projection 
mapping. 

 
Fig. 2. A scene of projection mapping of “21 Centuries Wind God and Thunder God in 21st Century” at 

Kyoto National Museum 

Through these event, we came to the belief that art contents very well fits the new 
image expression method such as projection mapping. In Kyoto, because of its long-time 
history and tradition, traditional performing art such as “Noh” is frequently performed. 
Therefore, we came to an idea of integrating Noh performance and projection mapping 
using art content. Also, this idea could be applied to other traditional performance such 
as Kabuki, dance performance, etc. and could open a new possibility for new type of 
traditional performance and performing arts. Unfortunately, so far most of the projection 
mapping events have been limited to those where objects for the projection mapping do 
not move and do not change their shapes. If the above idea is to be realized, it is necessary 
to develop projection mapping technologies that can realize projection mapping on 
moving non-rigid object. This idea led us to the development of the new technology 
described in this paper. 
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The structure of this paper is the following. In Section 2, a simple experiment where 
integration of Noh performance and 2D projection mapping is realized is described. 
Based on the evaluation of this experiment, the basic concept of projection mapping on 
non-rigid moving object is introduced. In Section 3, Related works on projection 
mapping is described. In Section 4, overview of the whole system, technologies for 
tracking 3D objects and extracting 3D model of the objects, and technologies for 3D 
projection mapping on the moving non-rigid objects using the obtained 3D models are 
described. And Section 5 concludes the paper. 

2 Integration of Noh Performance and Projection Mapping: 
Projection Mapping on Non-Rigid Moving Objects 

As is described in the introduction, we, based on the belief that the integration of 
projection mapping and art would give a new value to traditional performing art such as 
Noh, carried out the trial of achieving projection mapping onto Noh performers and Noh 
background. 

“Noh” is globally well known because of its condensed and abstracted body 
movement and speech, which can be called “minimalism” [10]. Because of this 
minimalism, however, it is very difficult for foreigners and even for Japanese Noh 
beginners to understand the story development of Noh play. It is a key issue for Noh, if 
Japan wants to appeal globally the charm of Noh, to be understood by foreigners and 
Japanese beginners keeping its sophistication and aesthetics. For this difficult challenge, 
we think that integration of Noh and projection mapping would be able to create a new 
style of Noh performance in which Noh would be more easily understood and 
appreciated. Our idea is to project images onto a Noh performer and background. For 
example, one idea is to project images that would indicate the inner emotion of the main 
character acted by the Noh performer. Also, it would be interesting to project images 
that indicate the story development on the background wall. 

Based on such concept we have developed a simple system in which 2D projection 
is carried out on a Noh performer and background wall. In this case it is necessary for 
the system to trace the position and posture of the Noh performer and to carry out the 
projection. Figure 3 illustrates the system setting on the Noh stage and Figure 4 illustrates 
how the trial of the Noh performance was carried out. Although this was a closed 
performance carried out at Kyoto University, the main character of the Noh performance 
was acted by a very famous Noh player in Kyoto. Therefore, the aesthetics the original 
Noh performance had was maintained and the viewers could judge whether projection 
of two types of images really increased the value of the original Noh performance or not. 

In this trial, Microsoft Kinect was used as a position sensor. Microsoft Kinect has 
the capability of detecting a position and a posture of a person using infrared depth sensor 
and we have used this function. Based on this trial it was revealed that, as the major 
application area of Kinect is gaming, the preciseness of the function of detecting person’s 
position and posture is not satisfactory. Also we recognized that in artistic performance 
such as Noh, such precision is the key to add values to such performance. At the same 
time we understood that the angle range of the Kinect for the human detection is narrow 
and it is difficult for it to trace the movement of a Noh player who moves around a wide 
Noh stage. 
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Fig. 3. Stage setting of projection on Noh performance. 

 
Fig. 4. A scene of traial experiement of projection on Noh performance 

At the same time, however, we found that this new trial of integrating projection 
mapping, although it was a simple 2D projection mapping, and Noh performance was 
highly appreciated by viewers as a new Noh performing style. Especially international 
students who joined this experimental trial expressed that, although beforehand they 
thought Noh is difficult to understand because of slow and subtle movements of Noh 
performers, this new Noh style was easier for them to understand both the ongoing story 
and also the inner emotion of a Noh character. Also they expressed thatand, this new 
trial could create new Noh performance style. 

This means that, if we could develop a system that can trace the position and posture 
of a Noh performer who moves around a Noh stage and carry out projection mapping on 
the moving Noh performer, we could expand the possibility of not only traditional 
performance such as Noh but also other stage performances including art and 
entertainment. Also, when we showed this results to the organizer and director of various 
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events, they told us that this system could be applied not only to stage performances but 
also to other areas such as fashion shows, live events, wedding ceremonies, etc. and 
could add new value and charm to these events/shows. Therefore, we believe that the 
development of dynamic projection mapping on moving non-rigid objects has the 
possibility of creating new market for projection mapping.  

3 Related Works 

Shader Lamps [11] is a pioneering research showing the possibility of projection 
mapping by making it possible to project images on objects with complicated shapes. 
Since then various types of projection mapping has been proposed, but most of them 
have been limited to static and/or rigid objects [12][13]. 

To overcome these restrictions, recently various studies focusing dynamic projection 
mapping on moving objects have been reported. The key technology for dynamic 
projection mapping is how to detect/trace the position and shape of moving objects. 
There are several ways to approach this key issue. 

One is to utilize the texture on the object and by using image processing technologies 
to trace the position and also the shape of the target object [14][15]. Although these 
texture-based methods have the advantage that they don’t need any additional equipment 
for the detection of the position and shape of the object, these methods have several 
problems. For example, the tracking performance depends on the texture itself and its 
density. Also, the lighting, especially the lighting of projection mapping itself, would 
influence the accuracy of the tracing very much. 

Another method to precisely trace the object is the usage of markers. Compared with 
texture-based methods, the usage of markers can achieve more robust tracking, as the 
markers could be designed optimally depending on the type of the object, its movement, 
etc. [16][17]. Probably one of the most notable research among them is by Narita et al. 
[18] that presents a projection mapping system that is able to dynamically project onto 
moving objects. They use a 1000fps camera and galvanometer mirrors to track and 
illuminate the object with a single projector. The resulting tracking is extremely fast and 
impressive results are achieved. However, this research needs special equipment such as 
high-speed camera and high-speed projector, and is limited only to experimental envi-
ronment. 

Recently by the emergence of depth camera that, by using infra-red beamer and 
detector, can detect the distance between the sensor and many points on the target object. 
Especially by the introduction of Microsoft Kinect that has this capability and that could 
be purchased by reasonable price, many researcher have used this sensor for the 
detection of moving object [19][20]. However, Kinect has been developed mainly 
aiming the gaming situation in which gamers would do physical actions just in front of 
the sensor, and therefore its effective range including distance to the object and the angle 
between the object and the sensor is narrowly limited. Because of this, the usage of 
Kinect has restricted the trial of dynamic projection mapping to only experimental use. 

Compared with these previous achievements, the system we propose and are devel-
oping has the below originality. 
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(1)  Most of the previous works have stayed only at research stage. Some used markers 
that is cumbersome in actual applications. Others used special hardware such as a 
high-speed projector that is expensive and is not adequate for actual applications. 
On the other hand, we aim to develop dynamic projection mapping system focusing 
actual application such as Noh performance, dance performance, etc. by using off-
the-shelf equipment. 

(2) In actual stage performances, it is natural that multiple performers achieve the per-
formances. By preparing multiple depth-sensors and by merging the obtained results, 
we try to detect and trace the position and shapes of multiple performers. Also by 
using multiple projectors, we try to achieve 3D projection mapping on multiple per-
formers avoiding the problem of occlusion. 

4 Structure of the System 

4.1 Basic Structure of the System 

The basic concept of our dynamic projection mapping system on non-rigid moving 
objects is illustrated by Fig. 5. As the dynamic projection mapping on non-rigid moving 
objects is the target of the topic, we neglect the projection mapping on background wall 
and focus on the projection mapping on multiple moving performers. 

 

 
Fig. 5. Conceptual illustration of projection mapping system on non-rigid moving objects.  

It is hypothesized that the width of the stage would be 6m x 6m (the size of Nor stage 
is 6m x 6m). Two depth sensors and two projectors are set at the two edge positions of 
the front side of the stage (position 1 and position 2). In our first trial we tried to set a 
projector and a sensor at the same place as much as possible so that the calibration 
between the sensor and the projector is not necessary. However, in our setting we have 
decided that there should be freedom for the position of depth sensors and projectors as 
we have introduced calibration process. It is considered that this is the basic unit system 
and when the stage is wider than 6m, multiple basic unit system will be used to cover 
the whole stage. 
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The sensors 1 and 2 detect and trace the positions and shapes of multiple performers 
and by merging the detection results the 3D models of multiple performers are con-
structed. Then the images to be projected on the performers are rendered on the 3D mod-
els and using multiple projectors the projection mapping is to be carried out. By using a 
single sensor, the obtained model is not complete 3D model. Also, as there are multiple 
performers, the problem of occlusion frequently occurs. The usage of multiple sensors 
will solve these problems to satisfactory extent.  Also, in the projection stage, although 
the projection on a performer by the projector 1 is achieved only on the front side of the 
performer, projector 2 can do the supplementary role by projecting on the performer on 
different side of it, providing satisfactory projection result to the viewers. Figure 6 
illustrates the structure of the software of the system. 

 
Fig. 6. Construction of the software of the projection mapping system 

4.2 Tracking of Moving Objects Using Depth Sensors 

The process flow of the detection and tracking of moving objects using depth sensors 
is illustrated in Fig 7. Below are several explanation of the each process. 

 
Fig. 7. Fig. 7 Process flow of the detection and tracking of moving objects 
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Calibration: 

As the positions of two depth sensors and two projectors are different, calibration 
among these devices is necessary to be carried out. As a first step, calibration among the 
projector 1 and the depth sensors 1, 2 is carried out. The calibration is carried out by 
projecting several grid patterns on some object by the projector 1 and by detecting the 
patterns by the cameras mounted on each of the depth sensors 1, 2. Also the calibration 
among the projector 2 and the depth sensors 1, 2 is carried out by the projector 2 pro-
jecting grid patterns and by the cameras of the depth sensors 1, 2 detecting the patterns. 
These processes realize the calibration among each of the four devices, the depth sensors 
1, 2 and the projectors 1, 2. 

Depth image acquisition by multiple depth sensors: 

Then two depth images, depth image 1 and depth image 2, of the moving objects in 
front of the depth sensors are obtained by the depth sensor1 and depth sensor 2. 

For the depth sensor we used Kinect. However, instead of using the software devel-
opment kit provided by Microsoft, we developed the necessary software by ourselves. 
By doing so we found that the limitations of Kinect, distance limitation and angle range 
limitation, is largely reduced. Now the device can detect object within 8m distance in-
stead of original 3m capability. Also for angle range, objects within 90 degree range can 
be detected instead of original 60 degree range.  

Merge of multiple depth images: 

Then these two depth images are merged. For the depth image 2, based on the result 
of the calibration, it is converted the depth image 2’, which is the depth image obtained 
at the position of the depth sensor 1, and then the two images are merged. As the depth 
image obtained by the depth sensor 2 covers the area that cannot been seen by the depth 
sensor 1, this merge will make the obtained depth image more precise. 

3D image construction 

The depth data, which is a set of points data with its position in the world coordinate 
system and distance from the depth sensors, is considered to construct the 3D image of 
the surroundings. The obtained 3D image is sent to the next stage for the 3D projection 
mapping. 

4.3 Projection Mapping on Moving Objects. 

The process flow of the projection mapping on moving objects and tracking is 
illustrated in Fig 8. Below are several explanation of the each process. 

Object detection and conversion 

From the set of depth data, depth data set corresponding to the moving objects to be 
tracked are detected. For the detection the distance between each depth data and the 
depth sensor is used for the key.  The obtained depth data set is considered as 3D model 
data of the objects to be tracked and to be projected. Then this 3D model is converted 
into two models; 3D model 1 is the model of the object seen from the position of the 
projector 1 and 3D model 2 is the model from the position of the projector 2.  
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Fig. 8. The flow of the 3D projection mapping on moving objects. 

Mesh model conversion 

Still at this stage each model is a set of depth point data. From these point data 
relevant mesh data that construct the surface the objects are determined. As the number 
of the meshes greatly influences the calculation time of the rendering described below, 
the number of the meshes is to be determined carefully taking the PC’s calculation 
capability into consideration.  As the model 1 and model 2 provide supplementary 3D 
model for the objects, the meshes for the projection 1 should focus on the planes situated 
in front of the projector 1 and for projector 2 vice versa. 

Motion prediction 

While our system should run at real-time frame rates, the object tracking suffers from 
delays introduced by the round trip time through our computation pipeline for tracking. 
This is noticeable as a lag between the actual position and shape of a performer and the 
projected image. Since this effect impairs the immersion for the user, motion prediction 
is to be implemented in our system. We use a statistically based predictor to fit a spline 
into the past N frames that is extrapolated to predict the tracking trajectory. An additional 
weighted low-pass filter over new frames improves the robustness against outliers. 

Rendering of projection images and output 

Finally, the image to be projected on the object are rendered on each of the detected 
meshes both for the projector 1 and the projector 2. Then the final projection is carried 
out using the projectors 1 and 2. 

5. Conclusion 

In this paper we have proposed the projection mapping system that can project 3D 
images onto multiple non-rigid moving objects. Although projection mapping has be-
come a new image/video projection method for entertainment and other applications, 
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most of the projection mapping so far proposed have the function of projecting 3D im-
ages on objects such as buildings that do not move and do not change their shapes. On 
the other hand, if projection mapping on non-rigid moving objects such as Noh perform-
ers or dancers is realized, the application area of projection mapping will become far 
wider. 

To confirm this assumption, as a first step we have carried out a simple experiment 
in which the integration of projection mapping and Noh performance, one of the most 
well known Japanese traditional stage performance, was carried out. In the experiment 
two types of video images were projected while Noh performance was carrying out. 
Video images that suggest the Noh story development was projected on the back wall of 
the stage.  In addition to this, 2D video images that suggest inner emotion of a Noh main 
character was projected on the Noh performer. Based on the interview-based evaluation 
of the system, viewers of the performance, especially most of the international students 
who viewed the performance, replied that, although the projected images were only 2D 
the produced effect was very immersive and also the Noh performance became easier to 
understand. Based on this experiment, we came to the belief that the integration of stage 
performance such as Noh and projection mapping has the possibility of creating new 
types of performing arts. 

Based on this, we have proposed the concept of a projection mapping system that 
can trace the positions and shapes of moving object and can achieve 3D projection map-
ping on the moving objects, and developed the first prototype of the system. From hard-
ware aspect, the system consists of multiple depth sensors and also multiple projectors 
and PCs. From software aspect the system consists of two parts; the objects detection 
part and the 3D projection part. In the object detection part, multiple depth sensors detect 
and trace the positions and shapes of multiple moving non-rigid objects such as dancers 
or performers, compose 3D models for each of the objects and give them to the projec-
tion part. Because of the usage of multiple depth sensors, even if multiple objects are 
moving around such as in dance performances, precise detection of positions and pos-
tures of the multiple moving objects became possible. Then in the projection mapping 
part, using the obtained 3D model of the objects, the object is represented as a mesh 
model, in which each mesh is a plane, and the images to be projected on these moving 
objects are rendered on these meshes and then projected on the moving objects. 

The system is now being brushed up and will be used for a Noh performance as a 
first application of the system. The demonstration video will be shown at the time of the 
paper presentation. 
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