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Abstract

Animating herds of animals while achieving both convincing global shapes and plausible distributions within the herd is difficult using simulation methods. In this work, we allow users to rely on photos of real herds, which are widely available, for key-framing their animation. More precisely, we learn global and local distribution features in each photo of the input set (which may depict different numbers of animals) and transfer them to the group of animals to be animated, thanks to a new statistical learning method enabling to analyze distributions of ellipses, as well as their density and orientation fields. The animated herd reconstructs the desired distribution at each key-frame while avoiding obstacles. As our results show, our method offers both high level user control and help towards realism, enabling to easily author herd animations.
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Introduction

While methods for easing the generation of complex virtual worlds widely spread in the last decade - leading to impressive results with detailed terrains as well as plausible distributions of rocks and vegetation - much less attention was paid so far to animal life. Yet, populating virtual worlds not only with vegetation blowing in the wind and a few birds, but also with moving groups of ground animals, is mandatory to get a lively result.
This work tackles the authoring of herd animations. The key idea is to enable intuitive authoring and enhanced realism through visual analogies with real photos. More precisely, we allow the user to key-frame the animation of a herd by copy-pasting a series of photos over the terrain using a pipette tool. In addition to the rough trajectories they define, each photo is used as a model for the local shape, distribution and density of the animals within the herd.

The input photos may indeed show quite different numbers of animals. Therefore, our solution relies on a new statistical method to analyse the photos independently from animals count and then synthesize a visually similar herd while accounting for the target number of animals, their size and local obstacles avoidance. In addition to the statistical distributions governing the relative distance between animals (modeled as oriented ellipses), our model extracts and reproduces two higher level features from each photo, namely the herd’s density map (also defining its global shape) and the local orientation map for animals within the herd. If desired, these features can be edited at high level by the user using brush strokes.

Lastly, we propose a simple method to generate the individual trajectories of the animals from a herd key-frame to the next. It includes an automatic best-pairing mechanism between animals in successive key-herds and a microscopic simulation enabling animals to avoid collision while following the trajectory and having the desired relative motion in herd frame.

In summary, our three main contributions are:

- An intuitive authoring tool for key-framing herds, using the concept of pipette tool for copy-pasting the herd visual aspect from a photo and providing additional editing brushes;
- A new, two-levels method enabling to analyze both global herd features and local distributions of animals on images, and to synthesize visually similar ones with a given, target number of animals;
- A layered model using both the herd global trajectory and the desired relative motion within the herd to generate the animation between successive key-frames.

Related work

Animating animals: Microscopic simulation has long been the standard method for animating small groups of ground creatures such as herds of animals (see [1] for a survey). Reynold’s pioneer work on Boids [2, 3] introduced three interaction forces of different ranges to respectively model cohesion, relative orientation and collision avoidance within a flock. Subsequent improvements, validated on groups of humans, include velocity-based [4] and vision-based [5]. Recent work also tackled very specific animal behavior such as insect swarms [6, 7]. Despite of their ability to generate nice, plausible motion, microscopic methods are user intensive since many trials and errors may be necessary to tune parameters and author an animation. While some methods can be used to animate flocks [8, 9] or pedestrian groups [10, 11] matching specified shapes, control over the distribution of elements within the shapes is not covered by the scope of these papers. In this work, we only use microscopic simulation to interpolate between herd key-frames, enabling the user to transfer the visual aspect of herds from photos.

Image-based animation: In the case of humans, trajectories extracted from videos of crowds were used to learn parameters of microscopic models [12, 13], enabling to facilitate their tuning.

These methods however involved either a large amount of manual labour or complex extraction methods, on top of requiring multiple frames of video data for each situation or crowd type. Note that such video data, showing the same creatures during a number of consecutive frames, are much more difficult to acquire for animals. In contrast, our method is based in the analysis of a few static pictures of herds which may represent different numbers of animals, making data very easy to acquire.

Analyzing real images was already used for animal animation, but in the context of key-framing the motion of a single animal, either from a video [14] or from a static picture of a herd [15]. It was never applied, to our best knowledge, to learn the visual features of herds such as global shapes, animal distributions, den-
sity and relative orientations, the problem we are tackling here.

Learning and synthesizing distributions:
Among recent authoring methodologies for virtual worlds, a strong interest was recently shown on learning statistical distributions of elements (such as rocks or vegetation) from exemplars, the latter being either user-defined, extracted from photos, or from simulation results. After learning using a pipette tool, interactive brushes were used to control synthesis over full regions of a terrain [16, 17]. In parallel, continuous Pair Correlation Functions (PCF) were introduced for more robustly handling statistical learning and synthesis [18, 19].

Although recent improvements tackled distributions of 2D shapes instead of points, the existing methods are not applicable to analyzing herd pictures: Firstly, most of them only handle non-overlapping shapes [20, 21], while animals within herds are often in close contact. The only method explicitly handling contacts and overlaps [22] is limited to disks and is not suited to our data, where animals are anisotropic and oriented. Secondly, all current methods tackled the analysis of a supposedly uniform distribution of elements. In contrast, the overall shape of a herd is important and the density of animals usually locally varies depending on distance to border. Lastly, the distribution of orientations within a herd is also an important visual feature. Therefore, we introduce our own analysis synthesis method for herds, based on the combination of PCFs with density and orientation maps.

Overview of the Authoring tool
We present a method for authoring herd animations based on data extracted from still photos.

Authoring interface
Our interactive tool enables the user to upload a virtual world which may contain a non-flat terrain with obstacles such as trees and rocks (top left of Figure 1). The user then choose a type of animal in a library, sets their maximal maximal speed $V_{max}$ (which can be extracted if desired from zoological information) and their number $N$ in the herd to be animated.

Our framework is inspired by traditional animation principles, namely the key-framing and interpolation workflow. In the reminder of this section, the key-frames correspond to important locations where the user requests a specific aspect for the herd, extracted from real world’s pictures. In practice, the user can also add position-only key-frames to edit the trajectory without imposing a specific aspect of the herd.

Using an analogy with drawing software, we allow the user to upload reference photos of real herds in a palette window and to extract the herd aspect from them using a pipette tool to define key-frames. To provide an intuitive visual feedback, the selected photo is copy-pasted on the terrain at the position where the user would like to impose this specific aspect of the herd.

As in usual pipelines, the animation process is fully automatic once key-frames have been positioned on a timeline. Yet, the user can not only edit the timing and choice of reference images at key-frames, but also some high level parameters, namely the density and orientation maps at each key-frame, as detailed below.

Method and challenges

Key-herds from photos: From each key-frame position with an associated photo, the first step is to generate a key-position for a herd with the target number $N$ of animals, which we call a key-herd (see bottom left of Figure 1). The latter should reproduce the visual aspect in terms of global shape, distribution and orientation of animals of the herd on the photo, while avoiding obstacles. The main challenges are to define and learn the right set of global and local descriptors from the photo, and then define an algorithm enabling to use them at the synthesis stage. Our solutions are detailed in the Analysis and synthesis section.

Animation: Once key-herds have been generated and projected onto the terrain, a global trajectory is computed between their centroids. Individual trajectories are then automatically generated for each animal. Achieving a fluid motion is a challenge, since it requires consistently
labelling the animals within the successive key-
herd. Moreover, the individual trajectories need
to insure collision avoidance between animals
and with obstacles on the terrain, while follow-
ing the herd global path and matching the re-
quired change of position in herd frame. Our
solutions to these problems are detailed in the
Herd animation section.

Analysis and synthesis of herds

Our processing pipeline for generating a key-
herd from a photo is detailed in Figure 2. The
photo is first pre-processed to extract oriented
ellipses giving the position and orientation of the
animals. We analyze this resulting distribution
to compute correlation curves modeling the lo-
cal interactions between animals, as well as ed-
itable features in the form of density and orien-
tation maps. We take the global orientation of
the herd trajectory, the possible obstacles on the
terrains and the size of the target herd to mod-
ify these maps, which may also be interactively
edited. Finally, we use both curves and features
to synthesize a perceptually similar herd of the
right size. We details these steps below.

Data extraction from a single image

We use a semi-automatic method to extract data
from an image. It only requires manual tuning
in ambiguous regions and greatly eases the ex-
traction work for large images.

We ask the user to manually annotate a few
spots on the image (see Figure 3) as foreground
(the animals) or background (for ground or other
unwanted features). A specific Support Vector
Machine (SVM) is then created and trained to
discriminate foreground from background pix-
els based on their colour in the user-defined
annotations, and subsequently used to create a
black and white mask of these features. Di-

For the case of a 2D point distribution within the unit square domain, the PCF
can be expressed by:

\[
\text{PCF}(r) = \frac{1}{A_r n^2} \sum_{i \neq j} k_r(r - d_{ij})
\] (1)

where \(A_r\) is a normalisation factor defined as the
area of the ring of radius \(r\) and thickness 1, and
\(d_{ij}\) is the distance between points \(i\) and \(j\).

From point to ellipse distributions: To ex-
tend the framework to distributions of ellipses, we
need an appropriate distance encoding both the
size and the orientation of each ellipse. We
simplify the problem of computing an ellipse-
to-ellipse distance by using two ellipse-to-point
distance computations, one for each ellipse of
every pair. This choice is consistent with the fact
that PCFs compute and average the distances of
each element w.r.t. the others in the distribution.

In order to take into account the size and the
orientation of the elements while comput-
ing ellipse-to-point distances, each point is ex-
pressed in local coordinates relative to the el-
ipse. More formally, for the point \((x, y)\) in lo-
cal coordinates, we compute its distance to the
Figure 2: Pipeline for computing a key-herd: From oriented ellipses extracted from the photo (top left), correlation curves and editable descriptors are computed. The descriptors are adapted to the trajectory orientation and obstacles (bottom), and then used in conjunction with the correlation curves to produce a key-herd with \( N \) animals (right).

Figure 3: Data extraction. From left to right, top to bottom: input, annotated image, binary segmentation, extracted ellipses with detected outliers in red.

axis-aligned ellipse using:

\[
d(x, y) = \sqrt{\frac{x^2}{a^2} + \frac{y^2}{b^2}}
\]

where \( x \) and \( y \) are the local coordinates of the point, and \( a, b \) are respectively the semi-major and semi-minor axes of the ellipse. More intuitively, this distance represents how much larger the ellipse would have to be for the point to be lying on its contour. This scaling value is equal to 1 for all points on the ellipse.

**Generalising the domain:** Another challenge is to adapt the formulation of PCFs to arbitrary domains. Indeed, the domain shape needs to be taken into account in the PCF equation in order to correct the bias induced by its borders. A usual correction is to take weigh the number of neighbors by the ratio between the area or perimeter of a disk and its intersection with the domain. While this is relatively straightforward for a square domain, it can become quite complex for arbitrary shapes, and we would lose too much information by reducing herds to squares.

Instead, we choose to define the domain as the convex hull of the data points, which is an arbitrary convex polygon. Although accurately computing the area of an elliptic ring inside a convex polygon is complex, we can efficiently provide a good approximation of the solution: We consider an approximation of the ellipse as a collection of as many triangles as there are edges in the convex hull of the domain. Each of these triangles is composed of the origin of the ellipse, and two consecutive points on the hull polygon. We translate the points of the hull to the intersection between the ellipse and the convex hull. The area of the part of the ellipse in the domain is computed as the sum of areas of the triangles. The area of the inner ellipse is subtracted to get the area of the elliptic ring within the domain.

In practice these computations are only done for a few rings at regular distances around each point, the weighing coefficients given by the ratio of the ring in the domain vs. the area of the
full ring being interpolated in-between.

Editable descriptors

On top of the correlation curves used to keep track of the local relationship between objects, at least one other descriptor, the orientation field, is required to produce a result faithful to the original data. One last optional descriptor, the density map, can also be used in conjunction with the rest of framework to replicate the density of regions in the same location in our output.

Orientation field: The orientation field is defined everywhere in the domain, and allows us to assign a plausible orientation at any hypothetical point within the original convex hull.

We compute this field by extracting the Delaunay triangulation of the centers of the extracted ellipses representing animals, and assigning the orientation of the ellipse to each vertex of the resulting mesh, as can be seen in Figure 4. When querying the field for the orientation of a new arbitrary point, we find the triangle that contains this location and interpolate the three angles of the vertices using barycentric coordinates.

Density map: Extracting density maps as well helps creating distributions as close to the original as possible by reproducing the position of the denser areas and empty regions.

Our approach to do so is similar to the one used for the orientation field. From the Delaunay triangulation of the ellipse centers, we use the area of the 1-ring, i.e. the collection of neighboring vertices, as an indicator of how much free space is available around at this location. We take the inverse of this area as an approximation of the local density and assign it to each point of the triangulation. We use barycentric coordinates interpolation within each triangle to define density everywhere in the domain.

Key-herd synthesis algorithm

The editable descriptors computed from the input image are first transformed and modified to account for the general orientation of the herd trajectory at the key-frame, the obstacles in the environment and the size of the herd (each animal being of constant size, a herd of 1000): after rotation and projection of the density map on the terrain, the part covered by obstacles is masked out. the map in then scaled in or out until it fits the requested number of animals. The same transformation is then applied to the orientation map.

Our synthesis algorithm, taking as input the PCFs of the input distribution, the density and orientation maps, and the number of ellipses required in the target distribution, is summarized in Algorithm 1, and further detailed in this section. The method used is a modified version of the dart throwing algorithm.

Input: PCF, orientation field $O$, density map $D$, number of elements $N$

Output: Ellipse distribution

fails $\leftarrow 0$;
while $< N$ elements accepted do
    Sample ellipse from $D$;
    Sample orientation from $O$;
    Update PCF with new ellipse;
    if error decreased or fails > max_fails then
        Accept best ellipse;
        fails $\leftarrow 0$;
        continue;
    else
        fails $\leftarrow$ fails + 1;
    end
end

Algorithm 1: Synthesis algorithm

We first pick a random ellipse respecting the probability distribution of the density map. This sampling is done by computing running sums of densities per column of a discretized version of the density map, and then from one column to the next. This gives us the probability of having a point in each column, and for each column the probability of having a point at each pixel. We use these cumulative density functions to sample random ellipses according to the density map. A rotation is then assigned to the ellipse using an orientation field query at its location. We update the current PCF with the impact of the new ellipse and compute the error $E$ compared to the target PCF, after normalization to account for the difference in element count. We use:

$$E = \sum_r \frac{(PCF(r) - PCF_0(r))^2}{PCF_0(r)}$$

(3)
where \( r \) spans distances to the ellipse.

The ellipse is accepted if adding it to the distribution reduces the error. Otherwise, to make sure that the algorithm does not get stuck in an infinite loop, we keep track of the best candidates while searching for ellipses. If the algorithm cannot find a good enough solution before reaching a threshold \( \text{max fails} \), the best candidate from the previous tries is accepted.

**Descriptors as control tools**

While it is possible to extract every component of our model from images and use them to create key-herds, the user can also edit the orientation map and density field to obtain a finer control over the result.

The density map is a completely optional parameter and removing it will yield an image that is similar but has local density extrema in different places. Manually painting a density map can be used for artistic purposes to alter the look of the resulting distribution.

Similarly, editing the orientation field leads to another form of control over the result. Indeed, replacing every orientation in the field by the same orientation produces a uniform flow, and smoothing or adding noise to the field can be used to control the level of detail in the emerging distribution.

The extent of this control is shown in Figure 5, with the top row showing the effects of orientation field changes while the bottom row showcases the impacts of different density maps. Sub-figure 5b shows the result after merging the orientation field with orientations pointing straight right, and figure 5c shows the effect of a pure rotational orientation field on this example. While changes in the density map are more discreet, its effects can still clearly be seen. Indeed, the most important empty spots are mainly located to the left of the herd in figure 5e while they are in the center in sub-figure 5f.

**Herd animation**

**Global herd trajectory**

In this work, we extend the idea of key-framing an animation to a group of animals. While traditional key-frames can be used to represent important poses of an individual character, our key-herds encode a full group of animals at a specific point in time.

From this input, a global trajectory for the herd, modeled using an interpolation spline between the centroids of key-herds and the extra position-only key-frames, is generated and projected onto the terrain. The herd can be seen as a local frame that moves along this global trajectory, and within which the animals will have some adequate relative motion.

**Generating individual trajectories**

We first compute a consistent labeling to pair animals within successive key-herds, and then use microscopic simulation to define individual trajectories, as described next.

**Pairing based on optimal transport:** Establishing a good correspondence between the ani-
Herd-frame-guided simulation: The key idea to generate individual animal trajectories that both interpolate their assigned position in two successive key-herds, but also follow the herd trajectory in-between, is to use microscopic simulation following moving guides defined in the herd frame. This way, while the guides model the necessary relative motion within the herd, the steering behavior in world frame enables to avoid collisions with other animals and with obstacles.

We use a simple steering model based on five forces to generate individual motion. The first three forces are separation, alignment and cohesion [2]. They are responsible for the general behaviour of the individuals. They are completed by an extra force to handle collision with the environment: it steers the animals away from obstacles if their predicted future position given their current position and velocity gets too close.

The last force controls the animal movement by giving them guides to follow. The latter straightly move, in the local herd frame, from their previous position in a key-herd to the next. Guide positions are transformed to world frame at each time step, while the herd frame follows its global trajectory. In addition, to account for the actual speed of the associated animals, which can be slowed down by other interactions, the position of the herd frame along its trajectory is set to move forwards only when all the associated animals are about to reach their guide.

Note that in our current implementation, the orientation of animals can be computed either from their movement or by interpolating the orientations of successive key-herds.

Results and discussion

Our framework implemented in Python for herd analysis and synthesis and in C# on the Unity Engine for user interaction and rendering. Timings reported in Table 1 were run on an Intel Core i5 Processor at 3.3GHz equipped with 8GB of memory.
Figure 6: Generated herds with different target herd sizes. The size in the input image is in red.

Table 1: Benchmark of synthesis time

<table>
<thead>
<tr>
<th>Herd size</th>
<th>Ex.1</th>
<th>Ex.2</th>
<th>Ex.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>N = 1054</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.8s</td>
<td>0.5s</td>
<td>0.7s</td>
</tr>
<tr>
<td>25</td>
<td>1.9s</td>
<td>0.5s</td>
<td>0.8s</td>
</tr>
<tr>
<td>100</td>
<td>2.2s</td>
<td>5.1s</td>
<td>6.2s</td>
</tr>
<tr>
<td>200</td>
<td>3.5s</td>
<td>16.2s</td>
<td>15.4s</td>
</tr>
<tr>
<td>500</td>
<td>15.9s</td>
<td>73.4s</td>
<td>59.3s</td>
</tr>
</tbody>
</table>

Figure 6 shows synthesis results for three different input images depicting herds of widely varying sizes and visual patterns. For each input, generation is performed with different herd sizes to illustrate the robustness of our method.

Animation results are depicted in Figures 1 and 7. As these results show, our method can handle challenging animation scenarios with significant changes in the herd shapes due to user input or environmental constraints, while maintaining the global aspect of the herd distribution learned from the input herd photos. A demo is provided in the supplementary video.

Limitations: Firstly, although orientation fields are properly reconstructed at herd key-frames, we failed to achieve an animation of individual animals that matches both this orientation field and results in natural motion, as can be seen in the supplementary material and Figure 8. This comes from the fact that linearly rotating guides between their target position and adding angular forces within the steering behavior produces strange behavior such as animals moving side-way or even back-way. Achieving animation that match orientation constraints is there-
before left for future work. Secondly, although we offer a precise control of the statistical distributions of animals at key-frames, our method does not offer any guarantee on the plausibility of the distribution in-between. In particular, even when the same reference image is used for two successive key-herds, the fact we use microscopic simulation to process local interactions in-between, may alter the intermediate distribution. A last limitation is the difficulty to reproduce constrained formations as the queue of animals in Figure 6, bottom. This is due to the interpolation of the density map, which diffuses density where there was none in the input image, and to the distance used that does not discriminate front from side, apart for the inherent shape of the ellipses.

**Conclusion and future work**

We presented an easy to use authoring tool for herd animation. It enables the user to key-frame a herd over a terrain by extracting the successive visual appearances from photos, while automatically taking the 3D environment constraints as well as the target number of animals into account. The animals in successive key-frames are then automatically paired and animated.

In addition to matching orientation fields, the animation could also be enriched using some known animal features such as their type of movement (going from Brownian motion for flying insects to smooth displacements or jumping for other animals).

Among the original features of our method, learning herd animation from photos rather than videos was a design choice. Indeed, images allow more efficient learning are also much more accessible. In the context of herd animation, finding segments of videos where each animal remains visible for a long enough time period would have been difficult.

Still, the velocity of animal motion cannot be learned from a photo. Being able to extract it from videos, even short and with only a few fully visible animals, would be an excellent complement to our work, which we plan to investigate in the future.
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