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radacha@dmi.uns.ac.rs
Weeris Treeratanajaru¶

weeris.t@gmail.com

Abstract

Accurate estimation of Intrinsic Dimensionality (ID) is of

crucial importance in many data mining and machine lear-

ning tasks, including dimensionality reduction, outlier de-

tection, similarity search and subspace clustering. However,

since their convergence generally requires sample sizes (that

is, neighborhood sizes) on the order of hundreds of points,

existing ID estimation methods may have only limited use-

fulness for applications in which the data consists of many

natural groups of small size. In this paper, we propose a local

ID estimation strategy stable even for ‘tight’ localities con-

sisting of as few as 20 sample points. The estimator applies

MLE techniques over all available pairwise distances among

the members of the sample, based on a recent extreme-value-

theoretic model of intrinsic dimensionality, the Local Intrin-

sic Dimension (LID). Our experimental results show that

our proposed estimation technique can achieve notably smal-

ler variance, while maintaining comparable levels of bias, at

much smaller sample sizes than state-of-the-art estimators.

1 Introduction

In high-dimensional contexts where data is represen-
ted by many features, the performance of data analysis
techniques often greatly depends on the inherent com-
plexity of the data model. Although this complexity
is often taken to be the number of features themselves
(that is, the ‘representational dimension’ or the ‘am-
bient dimension’), simply counting the number of featu-
res does not take into account the relationships among
them: some features may be redundant, while others
may be irrelevant, while yet others may exhibit various
degrees of dependency. A better measure of the com-
plexity of the data model is to determine the intrinsic
dimensionality (ID) of the data according to some na-
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tural criterion, such as the number of latent variables
required to describe the data, or the number of basis
vectors needed to describe a manifold that closely ap-
proximates the data set.

Over the decades, many characterizations of intrin-
sic dimensionality were proposed, each with its own
estimators [9]. Topological models estimate the ba-
sis dimension of the tangent space of the data ma-
nifold [53, 39, 8, 62]. This class of estimators inclu-
des Principal Component Analysis (PCA) and its va-
riants [53, 39, 41, 61], and multidimensional scaling
(MDS) [18, 58, 44, 3, 14, 20, 43]. Graph-based met-
hods attempt to preserve the k-NN graph [17]. Fractal
models, popular in physics applications, are used to es-
timate the dimension of nonlinear systems [52] — these
include popular estimators due to Camastra & Vincia-
relli [10], Fan, Qiao & Zhang [22], Grassberger & Pro-
caccia [25], Hein & Audibert [28], Kégl [42], Raginsky
& Lazebnik [54] and Takens [59]. Statistical estimators
such as IDEA [57] and DANCo [13] estimate the dimen-
sion from the concentration of norms and angles.

The aforementioned estimators can be described
as ‘global’, in that they provide a single ID measu-
rement for the full data set, as opposed to ‘local’
ID estimators that assign a different dimensionality to
each point or region in the data set. Commonly-used
local estimators of ID include: topological methods
that model dimensionality as that of a locally tangent
subspace to a manifold, such as PCA-based approa-
ches [24, 8, 22, 47, 48], and ID estimation from Expected
Simplex Skewness [38]; Local Multidimensional Scaling
methods [18] such as Isometric Mapping [60] Locally
Linear Embedding [55], Laplacian and Hessian eigen-
maps [21, 2], and Brand’s Method [7]; distance-based
measures such as the Expansion Dimension (ED), that
assess the rate of expansion of the neighborhood size
with increasing radius [40, 32, 27], as well as other pro-
babilistic methods that view the data as a sample from
a hidden distance distribution, such as the Hill estima-
tor [29], the Manifold-Adaptive Dimension [23], Levina
and Bickel’s algorithm [46], the minimum neighbor dis-
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tance (MiND) framework [56], and the local intrinsic
dimensionality (LID) framework [1, 30].

Distance-based estimators of local ID infer the data
dimensionality solely from the distribution of distances
from a reference point to its nearest neighbors; they ge-
nerally do not require any assumptions as to whether the
data can be modeled as a manifold. This convenience
allows distance-based measures of local ID to be used in
the context of similarity search, where they are used to
assess the complexity of a search query [40], to control
the early termination of search [12, 33, 34], or the inter-
leaving of feature sparsification with the construction of
a neighborhood graph [31, 35]. Distance-based measu-
res have also found applications in deep neural network
classification [50]; the characterization and detection of
adversarial perturbation [49]; and outlier detection, in
the analysis of a projection-based heuristic [19], and in
the estimation of local density [36]. The efficiency and
effectiveness of the algorithmic applications of local in-
trinsic dimensional estimation (such as [12, 33, 34, 35])
depends heavily on the quality of the estimators em-
ployed, and on their ability to provide a trustworthy es-
timate despite the limited number of available samples.
Distance-based local estimators are well-suited for many
of the applications in question, since nearest neighbor
distances are often precomputed and are thus readily
available for use in estimation.

Local estimators of ID can potentially have signi-
ficant impact when used in subspace outlier detection,
subspace clustering, or other applications in which the
intrinsic dimensionality is assumed to vary from location
to location. However, in practical settings, the localities
assumed in data analysis are often too ‘tight’ to provide
the number of neighborhood samples needed by current
estimators of ID. State-of-the-art outlier detection algo-
rithms, for example, typically use neighborhoods of 20
or fewer data points as localities within which to assess
the outlierness of test examples [11], whereas estimators
of local intrinsic dimension generally require sample si-
zes in excess of 100 in order to converge [1]. Simply
choosing a number of samples sufficient for the conver-
gence of the estimator would very often lead to a viola-
tion of the locality constraint, and to ID estimates that
are consequently less reliable, as the samples would con-
sist of points from several different natural data groups
with different local intrinsic dimensional characteristics.

Global estimators are sometimes adapted for local
estimation of ID simply by applying them to the sub-
set of the data lying within some region surrounding a
point of interest. Global methods such as PCA gene-
rally make use of most (if not all) of the (quadratic)
pairwise relationships within the data, giving them an
apparent advantage over expansion-based local estima-

tors, which use only the (linear) number of distances
from the reference point to each sample point. Howe-
ver, embedding-based and projective-based ID estima-
tors can be very sensitive to noise; moreover, they can
be greatly misled when the chosen region is larger than
the targeted locality, or when the data distribution does
not conform to a linear manifold [1]. Also, as we shall
argue in Section 3, ‘clipping’ of the data set to a re-
gion can also give rise to boundary effects that have the
potential for extreme bias when estimating ID, whene-
ver the region shape is not properly accounted for in
the ID model or estimation strategy. With these issues
in mind, locally-restricted application of global ID es-
timation should not automatically be regarded as valid
for local ID estimation. On the other hand, expansion-
based estimators of local ID can be seen to avoid clip-
ping bias, since they model (explicitly or implicitly) the
restriction of the distribution of distances to a fixed-
radius neighborhood centered at the reference point [1].

As the sizes of the natural groupings (clusters) of
the data set are generally not known in advance, in
order to ensure that the majority of the points are
drawn from the same local distribution, it is highly
desirable to use local estimators that can cope with
the smallest possible sample sizes [1, 56]. One possible
strategy for improving the convergence properties of
estimation without violating locality is to draw more
measurements from smaller data samples. For the case
of distance-based local estimation from a neighborhood
sample of size k, this would require the use of distances
between pairs of neighbors (potentially quadratic in k),
and not merely the distances from the reference point
to its neighbors (linear in k). This presents a challenge
in that any additional measurements must be used in
a way that locally conforms to the underlying data
distribution without introducing bias due to clipping.

In this paper, we develop an effective estimator
of local intrinsic dimension suitable for use in tight
localities — that is, within neighborhoods of small size
that are often employed in such applications as outlier
detection and nearest-neighbor classification. Given a
sample of k points drawn from some target locality
(generated by restricting the data set to a spherical
region of radius r centered at q), our estimator can
be regarded as an aggregation of 2k expansion-based
LID estimation processes, each taking either a distinct
sample point v or its symmetric reflection relative to q
(that is, the point 2q−v) as the origin of its expansion.
To ensure that these processes use only such information
that is available within the locality, the expansion
processes are skewed, in that their centers are allowed
to shift gradually towards q as the radius of expansion
approaches r. Under the modeling assumption that
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the underlying local intrinsic dimensionality is uniform
throughout the region, an estimator resulting from the
aggregation of 2k skewed expansion processes will be
shown to use all O(k2) pairwise distances within the
sample, without introducing clipping bias.

The main contributions of this paper include:

• an explanation of the clipping effect in skewed
expansion-based local ID estimation, and an illus-
tration of its impact on bias;

• a description of the proposed LID-based estimator
for tight localities, as well as a justification under
the assumption of continuity of local ID;

• an experimental investigation showing that our
proposed tightly-local estimation technique can
achieve notably smaller variance, while maintaining
comparable levels of bias, at much smaller sample
sizes than state-of-the-art estimators.

The remainder of the paper is structured as follows.
In the next section, we review the LID model of local
intrinsic dimensionality [30, 31] and its estimators [1].
In Section 3, we discuss the issue of the reuse of
neighborhood samples for the estimation of expansion-
based local intrinsic dimensionality. We also show how
clipping bias can result when the expansion originates
at a point which is not the center of the neighborhood.
In Section 4 we introduce our proposed tight LID-
based estimator together with its justification under the
assumption of continuity of local ID. In Section 5, we
provide the details of our experimental framework, and
in Section 6 we present an experimental comparison of
our proposed estimator with existing local and global
ID estimators. We conclude the discussion in Section 7.

2 LID and Extreme Value Theory

In the theory of intrinsic dimensionality, classical ex-
pansion models (such as the expansion dimension and
generalized expansion dimension [40, 32]) measure the
rate of growth in the number of data objects encounte-
red as the distance from the reference sample increases.
As an intuitive example, in Euclidean space, the volume
of an m-dimensional ball grows proportionally to rm,
when its size is scaled by a factor of r. From this rate of
volume growth with distance, the expansion dimension
m can be deduced as:

(2.1)
V2
V1

=

(
r2
r1

)m
⇒ m =

ln(V2/V1)

ln(r2/r1)
.

By treating probability mass as a proxy for volume,
classical expansion models provide a local view of the
dimensional structure of the data, as their estimation is
restricted to a neighborhood around the sample of inte-
rest. Transferring the concept of expansion dimension

to the statistical setting of continuous distance distri-
butions leads to the formal definition of LID [30].

Definition 1. (Local Intrinsic Dimensionality)

Given a data sample x ∈ X, let R > 0 be a random
variable denoting the distance from x to other data
samples. If the cdf F (r) of R is positive and continu-
ously differentiable at distance r > 0, the LID of x at
distance r is given by:
(2.2)

IDF (r) , lim
ε→0

ln
(
F ((1 + ε) · r)

/
F (r)

)
ln(1 + ε)

=
r · F ′(r)
F (r)

,

whenever the limit exists.

F (r) is analogous to the volume V in Equation (2.1);
however, we note that the underlying distance mea-
sure need not be Euclidean. The last equality of Equa-
tion (2.2) follows by applying L’Hôpital’s rule to the
limits [30]. The local intrinsic dimension at x is in turn
defined as the limit, when the radius r tends to zero:

(2.3) ID∗F , lim
r→0

IDF (r).

ID∗F describes the relative rate at which its cdf F (r)
increases as the distance r increases from 0, and can
be estimated using the distances of x to its k nearest
neighbors within the sample [1].

Estimation of LID: According to the branch of
statistics known as extreme value theory, the smallest k
nearest neighbor distances could be regarded as extreme
events associated with the lower tail of the underlying
distance distribution. Under very reasonable assump-
tions, the tails of continuous probability distributions
converge to the Generalized Pareto Distribution (GPD),
a form of power-law distribution [16]. From this, [1]
developed several estimators of LID to heuristically ap-
proximate the true underlying distance distribution by
a transformed GPD; among these, the Maximum Likeli-
hood Estimator (MLE) — which coincides with the Hill
estimator [29] for the scale parameter of untransformed
GPDs — exhibited a useful trade-off between statisti-
cal efficiency and complexity. Given a reference sample
x ∼ P, where P represents the global data distribution,
the MLE estimator of the LID at x is:

(2.4) ÎDMLE(x) = −

(
1

k

k∑
i=1

ln
ri(x)

rk(x)

)−1
.

Here, ri(x) denotes the distance between x and its i-
th nearest neighbor within a sample of points drawn
from P, where rk(x) is the maximum of the neighbor
distances. In practice, the sample set is drawn uniformly
at random from the available training data (omitting x
itself), which itself is presumed to have been randomly
drawn from P.
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3 LID Estimation and the Clipping Effect

In practice, the LID model is typically applied to the
cdf F induced by some global distribution of data
with respect to a reference location q. In the ideal
case where the data in the vicinity of q is distributed
uniformly within a subspace (or manifold), ID∗F equals
the dimension of the subspace. In general, however,
these distributions are not ideal, the subspace model of
data does not perfectly apply, and ID∗F is not necessarily
an integer. Instead, by characterizing the growth rate of
the distribution of distances from q, it naturally takes
into account the effect of variation within the subspace,
and error relative to the subspace, all in one value.
Nevertheless, the local intrinsic dimensionality does
give some indication of the dimension of the subspace
containing q that would best fit the data distribution
in the vicinity of q, provided that the distribution of
distances to q is smooth. We refer readers to [30, 31]
for more details concerning the LID model.

From the global perspective, it is not necessarily the
case that ID∗ exists for every possible reference location
in the domain. However, if the distribution is in some
sense smooth in the vicinity of q, it is reasonable to
assume that for some point v sufficiently close to q, the
underlying value of ID∗Fv

could be a close approximation
of ID∗F , where Fv is the cdf for the distance distribution
induced relative to v. We therefore adopt the following
definition of the continuity of LID.

Definition 2. The local intrinsic dimensionality will
be said to be (uniformly) continuous at q ∈ S if the
following conditions hold:

1. There exists a distance ρ > 0 for which all points
v ∈ S with ‖v − q‖ ≤ ρ admit a distance distri-
bution whose cdf Fv is continuously differentiable
and positive within some open interval with lower
bound 0.

2. For each v satisfying Condition 1, ID∗Fv
exists.

3. lims→0 ID∗Fψ(s)
converges uniformly to ID∗Fq

, where

ψ(s) = sv + (1− s)q interpolates q and v.

For the data model underlying our proposed esti-
mator, we will assume that the local intrinsic dimensi-
onality is continuous in the vicinity of the test point q.
Under the assumption of continuity, the estimator will
use estimates of ID∗Fv

for points v close to q to help
stabilize the estimate of ID∗F .

However, straightforwardly estimating and aggrega-
ting values of ID∗Fv

over all neighbors v of q can give rise
either to clipping bias, or a violation of locality, or both.
To see this, consider the situation shown in Figure 1, in
which we have a sample V = {vi| 1 ≤ i ≤ k} of points

q

v

w
ur

1

Figure 1: When estimating the local ID at v to support
the estimation of the local ID at q, using the sample u
violates the locality restriction for q, but ignoring it in
favor of w can lead to clipping bias.

drawn from the restriction of the global distribution to a
neighborhood B(q, r) of radius r. For a given neighbor
v ∈ V , many if not most of its own neighbors may lie
well outside the vicinity of q. If the estimation makes
use of a neighbor u external to B(q, r), then locality is
violated, which can have drastic consequences for any
task that makes use of the estimates.

On the other hand, if the locality of q is not to
be violated, then straightforward use of the sample set
V to estimate the characteristics of the distribution of
distances from v would suffer from clipping bias —
close neighbors of v (such as u in Figure 1) will have
effectively been replaced by other members of V (e.g. w)
that are farther from v. As will be shown in Section 6,
for LID this typically has the effect of introducing a
strong negative bias on the estimated values.

4 Tight LID Estimation

For our estimator, which we will refer to as ÎDTLE,
we limit the sample points to those points of the data
set that lie within a tight neighborhood of the test
point q. In order to avoid clipping bias, we adjust the
distributions of distances computed from a nearby point
x by taking advantage of the assumption of uniform
continuity of local ID, as laid out in Definition 2.

4.1 LID Estimation from Moving Centers. Let
r be the radius of the neighborhood V, and let x be a
point within distance r of q. The distribution of distan-
ces based at x is generated through a smooth interpola-
tive process involving an expanding circle whose center
is smoothly transformed from x to q as its radius is
increased from 0 to r. The radii of these circles, toget-
her with the probability measure associated with their
interiors, determine a distribution of distance values.
More formally, if r is the radius of the neighborhood V,
the point x can be associated with a distribution whose
c.d.f. Fq,x,r is defined as

φq,x,r(t) , (t/r) · q + (1− t/r) · x
Fq,x,r(t) , Fφq,x,r(t)(t),
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where the interpolation point φq,x,r(t) is defined over
the range t ∈ [0, r], and Fφq,x,r(t) is the c.d.f. of the
distribution of distances from φq,x,r(t). For any t ∈
[0, r], the value Fφq,x,r(t) is the probability of a sample
point lying inside the unique circle with center φq,x,r(t)
and radius t.

Theorem 4.1. If the local intrinsic dimensionality
ID∗Fq

is uniformly continuous, then ID∗Fq,x,r
= ID∗Fq

.

Proof. Under the assumption of continuity, there exists
ρ > 0 such that for any 0 ≤ s ≤ ρ, the Moore-Osgood
theorem implies that:

ID∗Fq
= lim

t→0+
ID∗Fφq,x,r(t)

= lim
t→0+

lim
s→0+

IDFφq,x,r(t)
(s)

= lim
s→0+

lim
t→0+

IDFφq,x,r(t)
(s)

= lim
s→0+

IDFφq,x,r(s)
(s)

= lim
s→0+

IDFq,x,r (s) = ID∗Fq,x,r
.

Under the assumption of continuity, the local ID
at q can therefore be estimated from the distribution
Fq,x,r for any location x falling within a sufficiently
small neighborhood of q. For the purpose of estimation,
the distance value associated with a sample point v ∈ V
is determined by the radius of the expanding circle at
the time its boundary encounters v, and not the actual
distance from x to v. This distance is given by t, s. t.

‖φq,x,r(t)− x‖ = ‖φq,x,r(t)− v‖, or equivalently,

‖t(q− x)‖ = ‖t(q− x) + r(x− v)‖ ,

which for any inner-product norm has the solution

dq,r(x,v) ,
r(v − x) · (v − x)

2(q− x) · (v − x)
= t .(4.5)

The MLE estimator for a single moving center is obtai-
ned by using Equation 2.4 with adjusted distances of
the form of Equation 4.5, for all samples of V \ {x}.

4.2 MLE Estimation from Multiple Centers.
There are many possible ways of choosing points x from
which to initiate a moving center for LID estimation.
Here, we make use of the following candidates: (1) the
neighborhood samples V, (2) the neighborhood center q
itself, and (3) the symmetric reflections of these centers
through the point q. For a given sample v ∈ V , its
reflection in q is simply the point 2q − v. The use
of reflected centers is motivated by a desire to balance
out whatever non-uniformity that may exist in the

neighborhood samples, to obtain a more stable estimate.

ÎDTLE(q) = −

(
1

|V∗|2
∑

v,w∈V∗
v 6=w

[
ln
dq,r(v,w)

r

+ ln
dq,r(2q− v,w)

r

])−1
,(4.6)

where V∗ = V ∪ {q} and r is the distance from q to its
farthest neighbor in V .

ÎDTLE can be derived using MLE techniques in a
manner analogous to that in which ÎDMLE was derived
in [1]; for this reason, and for considerations of space,
we omit the details here.

5 Experimental Framework

5.1 Competing Estimation Methods. To show
the advantages and limitations of TLE, we compared
our proposed estimator ÎDTLE with other popular es-
timators, focusing mostly on local methods: MLE and
method of moments (MoM) estimators of LID [1], lo-
cal correlation dimension (LCD, as CD [25] applied
to k-neighborhoods), (generalized) expansion dimension
(ED, GED) [32], and the local version of PCA (LPCA).
We also (briefly) consider MiNDml1 and MiNDmli [56],
two parameterless global methods. All local methods
are parameterized by the neighborhood size k. See the
supplement for additional notes.1

5.2 Synthetic Data. Our study includes two fami-
lies of synthetic data sets. For each manifold we ge-
nerated 20 sets of 104 points, and in each experiment
we report the averages of observed means and standard
deviations of ID measures over the 20 sets. The first
family is i.i.d. Gaussian, uniform in the unit cube and
multidimensional torus, meant to evaluate behavior of
local ID estimators with increasing dimensionality and
neighborhood size. The second family (m) is a ben-
chmark collection of various types of manifolds [56, 1],
summarized in the supplement.

5.3 Real Data. The use of real-world data sets lacks
the ground truth available for synthetic data. Therefore,
to evaluate TLE on such sets, we compare the bias
and variance characteristics directly against competing
methods using the 8 real data sets listed in Table 1. See
supplement for further data set descriptions.

6 Experimental Results

6.1 Synthetic Data. As a first comparative illustra-
tion of the various ID estimators, let us consider Fi-

1http://perun.pmf.uns.ac.rs/radovanovic/tle/

5



2 4 6 8 10 12 14 16 18 20

Dimensionality

0

5

10

15

20

25

ID

i.i.d. Gaussian, n = 10000, q = 1000, k = 20, runs = 20
MLE: +

MLE: 

MLE: -

TLE: +

TLE: 

TLE: -

LCD: +

LCD: 

LCD: -

MoM: +

MoM: 

MoM: -

ED: +

ED: 

ED: -

GED: +

GED: 

GED: -

LPCA: +

LPCA: 

LPCA: -

MiND ml1

MiND mli

The Truth
2 4 6 8 10 12 14 16 18 20

Dimensionality

0

5

10

15

20

25

ID
 o

f 
o
u
tl
ie

rs

i.i.d. Gaussian, n = 10000, q = 1000, k = 20, runs = 20
MLE: +

MLE: 

MLE: -

TLE: +

TLE: 

TLE: -

LCD: +

LCD: 

LCD: -

MoM: +

MoM: 

MoM: -

ED: +

ED: 

ED: -

GED: +

GED: 

GED: -

LPCA: +

LPCA: 

LPCA: -

MiND ml1

MiND mli

The Truth

Figure 2: Means and standard deviations of estimated ID values on i.i.d. Gaussian data, for neighborhood size 20
and various dimensionalities. Left: estimates for all data points. Right: estimates for 10% of strongest outliers.

Data set Instances Dim.

ALOI [6] 110250 641
ANN SIFT1M [37] 106 128

BCI5 [51] 31216 96
CoverType [5] 581012 54

Gisette [26] 7000 5000

Isolet [15] 7797 617
MNIST [45] 70000 784

MSD [4] 515345 90

Table 1: Real data sets used in the experiments.

gure 2(left), which was obtained by plotting the mean
values of ID estimates, together with standard deviati-
ons (where appropriate), obtained on 10000 i.i.d. Gaus-
sian random data points with dimensionalities 2–20, and
averaged over 20 runs. All methods were executed with
neighborhood size k = 20. Also plotted is “The Truth,”
the embedding dimensionality of the data space which is
identical to the theoretical true ID of each data point.
The general shape of the ID estimate curves suggests
that estimators progressively become more biased do-
wnward as dimensionality increases compared to the
ground truth. It can be seen that TLE consistently
exhibits smaller variance, at the same time maintaining
bias comparable to the state-of-the art methods, nota-
bly MLE and MoM. By not accounting for distances to
the neighbors of neighbors that are outside the locality
boundary, LCD accumulates clipping bias. Therefore,
LCD has considerably more negative bias than TLE.
For small to medium dimensionalities (2–10) the slig-
htly stronger bias of TLE actually makes it somewhat
more accurate, whereas in higher dimensions (>10) the
bias makes it deviate more from the ground truth.

To illustrate another scenario where TLE may

offer an advantage, Figure 2(right) shows the same
ID estimates plotted only for the 10% of strongest
outliers in the same i.i.d. Gaussian random data, where
outlierness is determined by the distance to the data
distribution center. Interestingly, it can be seen that
the plot for TLE stays approximately the same as in
the previous figure where the whole data set was used,
whereas other methods become notably more biased
upward (with variance still being smaller for TLE). We
will leave the deeper analysis of this behavior as a point
for future work. We observed similar bias/variance
trends on i.i.d. uniform and torus data (see supplement).

Besides ground truth dimensionality, another im-
portant factor to consider when analyzing the perfor-
mance of ID estimation methods is the neighborhood
size k. Figure 3 shows analogous plots to the previous
figure, but with varying k and dimensionality fixed at
d = 10, on i.i.d. Gaussian and uniform random data. It
is evident that negative bias increases with increasing
k for all methods. The general trend of TLE having
comparable bias and smaller variance is also exhibited
here, permitting TLE to be used with smaller values
of k, thus at least partially avoiding this source of bias.

6.2 Real Data. Figure 4 shows the distributions of
ID estimates for real data sets, with two box plots for
each data set, using neighborhood sizes k = 20, 50.
In addition to supporting the observations made on
synthetic data sets, it can be stressed that variance of
TLE for k = 20 is usually as good as or superior to
the variance of other methods for larger values of k
(see supplement for box plots with k = 100). In
the case when some other method (e.g. LCD) exhibits
smaller variance, it usually has much worse bias as we
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have also seen on synthetic data. An extreme example
of this behavior is LPCA, which on real data often
exhibits tight variance but positive bias that increases
significantly with neighborhood size k.

7 Conclusion

In models such as the Correlation Dimension, pairwise
distance measurements have been successfully used in
order to estimate global intrinsic dimensionality. Howe-
ver, to the best of our knowledge, none of the existing
models of local intrinsic dimensionality take advantage
of distances other than those from a test point to the
members of its neighborhood. Here we have shown that
estimating the Correlation Dimension on small neig-
hborhoods does not lead to a correct ID estimation if all
available pairwise distances are used without accounting
for the clipping of data to the respective localities.

Our proposed estimation strategy makes use of a
subset of the available intra-neighborhood distances to
achieve faster convergence with fewer samples, and can
thus be used on applications in which the data consists
of many natural groups of small size. Moreover, it has a
smaller bias and variance than state-of-the-art estima-
tors, especially on nonlinear subspaces. Consequently,
the estimator can achieve more accurate ID estimates
within a smaller locality than the traditional estima-
tors. This has the potential to improve the quality of
algorithms where locality is an important factor, such
as subspace clustering and subspace outlier detection,
which we plan to investigate in future work.
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