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Abstract. To better analyze the sentiment, attitude, emotions of users from writ-
ten language, it is necessary to identify the sentiment polarity of each word not
only the overall sentiment (positive/neutral/negative) of a given text. In this paper
we propose a novel approach by using a method based on Neural Bag-Of-Words
(NBOW) model combined with Ngram, aiming at achieving a good classification
score on short text which contain less than 200 words along with sentiment po-
larity of each word. In order to verify the proposed methodology, we evaluated
the classification accuracy and visualize the sentiment polarity of each word ex-
tracted from the model, the data set of our experiment only have the sentiment
label for each sentence, and there is no information about the sentiment of each
word. Experimental result shows that the proposed model can not only correctly
classify the sentence polarity but also the sentiment of each word can be success-
fully captured.
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1 Introduction

Automatic sentiment analysis is a fundamental problem and one of the most active re-
search areas in natural language processing (NLP) which has been widely used in data
mining and text mining [18, 20]. Detecting sentiment on short text such as reviews on
certain product or exchanging information and opinions via short 200 words messages
is becoming ubiquitous. There has been a large amount of research in this area of senti-
ment classification. Sentiment classification mainly focus on categorizing these texts in
either two (binary sentiment analysis) or three (ternary sentiment analysis) categories,
and this is an explicitly unordinal classification problem.

Neural network and deep learning have shown great promise in natural language
processing (NLP) over the past few years. Examples are in semantic analysis [9], ma-
chine translation [1,4]. However many techniques of deep learning in sentiment classifi-
cation suffer from over-abstraction problem [19], traditionally most of it has focused on
classifying the text into several different categories, the only information obtained from
these techniques is the polarity of the texts, and it’s difficult to extract the sentiment
knowledge more in depth, such as the sentiment of each word, i.e., positive intensity
and negative intensity of a certain word.
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In this paper, we propose a sentiment classification model based on Neural Bag-Of-
Words (NBOW) [8] combined with Ngram, named NBOWN. The main advantage of
the proposed model is its ability to extract the sentiment of each word in a text without
explicit word-level polarity information. It identifies the words only by sentence-level
polarity that is more abstracted but easier to availability.

In our model, each word is represented as a continuous-valued vector [3] and each
sentence is represented as a matrix whose rows correspond to the word vector used in
the sentence. Then, the model is trained using these sentence matrices as inputs and
the sentiment labels as the output. Both the sentence-level polarity and words-level
polarity for all words in the text can be extracted while the training, which helps us
better understand the result of sentence-level sentiment classification.

The rest of the paper is organized as follows. First in Section 2 we discuss about
the related works.In section 3 we briefly introduce the NBOW model and present our
proposed model, named as Neural Bag-Of-Words-Ngram (NBOWN) model, in Section
4. In section 5, we give details about the data and the experiment setup. Section 6
gives experiment results and visualization of word sentiment performed by our model.
Finally, we give our conclusions in Section 7.

2 Related Work

A variety of neural network architectures have been proposed for different language
processing tasks. In sentiment classification, fully-connected feed forward neural net-
works [6], convolutional neural networks (CNN) [10, 26] and also recurrent/recursive
neural networks (RNN) [7] have been used. The CNN models are characterized by a set
of convolution filters acting as a sliding window over the input sequence, which act as
powerful n-gram feature extractors, typically followed by a pooling operation (such as
max-pooling) [29] to generate a fixed-vector representation of the input sentence.

Recently, recurrent neural network architectures (RNNs) [17], such as long short
term memory networks (LSTMs) [16] and Gated Recurrent Unit (GRU) [5], have re-
ceived significant attention for various NLP tasks. However, the long term relation-
ships captured well by LSTMs/GRU are of minor importance to the sentiment analysis
of short texts. Even though the attention mechanism based on recurrent neural net-
works [27] can learn the task specific word importance, it doesn’t explicitly model
the sentiment polarity of each word in the text. Additionally, RNNs are much more
computationally expensive, and both CNNs and RNNs require careful hyper-parameter
selections and regularizations [28].

A Bag-Of-Words BOW represents text as a vector of word features such as word
occurrence frequency and variants of term frequent-inverse document frequency known
as tf-idf. BOW methods can be also applied in many areas [2, 24]. With the develop-
ment of neural network and deep learning based language processing, the syntactic
and semantic characteristics of words and their surrounding context can be captured
by using a more powerful continuous vector representation of words [3, 12], such as
word2vec [15], GloVe [21] and they outperform the count based word representation.
The Neural Bag-Of-Words (NBOW) [8] model performs classification with an average
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of the input word vectors and achieves an impressive performance. We focus our model
based on Neural Bag-Of-Words (NBOW) model.

3 Neural Bag-Of-Words (NBOW) model

The NBOW model is a fully connected network, the input is an average of the d dimen-
sional word vectors, for the words w in text X , corresponding vector vw is looked up,
and a hidden vector representation is obtained as follows:

s =
1

|X|
∑
w∈X

vw (1)

The average vector s is fed to a fully connected layer to estimate the probabilities
for the output label as:

ŷ = softmax(Ws+ b) (2)

where W ∈ Rd×K , K is class number, b is a bias vector and softmax is like follows:

softmax(q) =
exp(q)∑K

j=1 exp(qj)
(3)

For sentiment classification tasks the NBOW is trained to minimise the cross en-
tropy loss using a gradient descent algorithm.

4 Proposed model: Neural Bag-Of-Words-Ngram (NBOWN)

While the NBOW learns word vectors specialised for the sentiment classification task,
and the overall sentiment of the sentence can be captured, it lacks to identify high-
contributing words to classification results, and it cannot tell the sentiment of a certain
word. This paper presents a novel approach for sentiment classification on short text.
Both the importance and the contribution to each sentiment polarity of each word can
be captured.

It is easy to realize that the NBOW model is essentially a fully connected feed
forward network with a BOW input vector, and it is a unigram model which only the
unigram pattern of the text is considered. Inspired by the powerful n-gram extractors
in CNNs, We thus propose the Neural Bag-Of-Words-Ngram (NBOWN) model, with
the motivation to enable the NBOW model to combine with the unigram, bigram and
trigram knowledge of the text.

To get the impact of each words in a text on each sentiment polarity, we first map
each word vector to a 3-dimensional vector, each dimension shows the sentiment of this
word, which can be positive, neutral and negative. The method proposed in NBOW2
[23] model was used to let the model learn the word importance weights which are task
specific, as [23] shows the word weights learned by the model achieve accuracy closer
to tf-idf variants.

The unigram pattern score is a weighted average of the 3-dimensional vectors mapped
from the word vectors.
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Fig. 1. Framework of proposed method

su =
1

|X|
∑
u∈X

Wuvuαu (4)

where vu is a unigram pattern of word vector vw, and in unigam pattern they are
equal, Wu ∈ Rd×K maps the d-dimensional vector vu to a K dimensional vector, K
is number of class, in our cases K = 3, the αu are the scalar word importance weights
for unigram pattern vu ∈ X , αu are obtained by introducing a vector au in the model,
and are calculated as follows:

αu = f(vu · au) (5)

where vu ·au represents a dot product between input vector vu and vector au, and f
scales the importance weights to range [0, 1]. In our model, the sigmoid fuction f(t) =
(1 + e−t)−1 is used.

To apply the ngram pattern to NBOW model, the bigram and trigram pattern of the
text is used, like follows,

vb = mean(vwi, vwi+1) (6)

vt = mean(vwi, vwi+1, vwi+2) (7)

mean(vwi, vwi+1, ...vwn) =
1

n+ 1
(vwi + vwi+1 + ..+ vwn) (8)
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the vb is an mean value of the word vectors vwi and vwi+1, vwi represents ith
word vector in text X . The bigram pattern is an average of vwi and its adjacent vector
vwi+1, the trigram pattern follows the same way. To address the sparse problem when
introducing the ngram to the NBOW model, we use the same method of Equation 5. The
bigram/trigram pattern score is a weighted average of K dimensional vectors mapped
from bigram/trigram patterns.

sb =
1

|X| − 1

∑
b∈X

Wbvbαb (9)

st =
1

|X| − 2

∑
t∈X

Wtvtαt (10)

The αb and αt is a scalar scales the importance weights of a ngram pattern. And is
calculated as follows:

αb = f(vb · ab) (11)

αt = f(vt · at) (12)

For final result, like the Figure 1 shows, the softmax function will get the probablity
estimates of scores get in ngram model.

ŷ = softmax(su + sb + st) (13)

And the sentiment distribution of ngram pattern in text X can be calculated as:

d = softmax(Wngramvngram) (14)

d is the sentiment distribution of certain ngram pattern in text X , and it is calcuted
as a softmax estimates of product Wngram which can be either Wu, Wb, Wt and its
corresponding ngram pattern vngram.

5 Experiment

To analyse and verify the proposed NBOWN model, we used publicly available Ama-
zon Unlocked Mobile 1 and Twitter Airline review dataset,2 both of the reviews written
in English, Amazon Unlocked Mobile consists of review sentences and ratings from 1
to 5, 1 for very negative, 5 for very positive, Twitter Airline consists of review sentences
and sentiment labels contains positive, neutral and negative. Both of the reviews in the
datasets are short, and contain less than 200 words. We also make available the source
code used in our experiments3.

1 https://www.kaggle.com/PromptCloudHQ/amazon-reviews-unlocked-
mobile-phones/data

2 https://www.kaggle.com/c/twitter-airlines-sentiment-analysis/
data

3 https://github.com/JingChunzhen/sentiment_analysis/tree/
master/nbow

https://www.kaggle.com/PromptCloudHQ/amazon-reviews-unlocked-mobile-phones/data
https://www.kaggle.com/PromptCloudHQ/amazon-reviews-unlocked-mobile-phones/data
https://www.kaggle.com/c/twitter-airlines-sentiment-analysis/data
https://www.kaggle.com/c/twitter-airlines-sentiment-analysis/data
https://github.com/JingChunzhen/sentiment_analysis/tree/master/nbow
https://github.com/JingChunzhen/sentiment_analysis/tree/master/nbow
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5.1 Data

Rating Number Sentiment
1 72337

Negative
2 24728
3 31765 Neutral
4 61392

Positive
5 223605

Table 1. Rating Number of Amazon Unlocked
Mobile.

Sentiment Number
Negative 9082
Neutral 3069
Positive 2334

Table 2. Sentiment of Twitter Airline.

In Amazon Unlocked Mobile, as shown in Table 1, the reviews with ratings smaller
than or equal to 2 was used as negative examples, greater or equal to 4 as positive
examples, 3 as neutral examples.

For training the NBOWN model, we randomly extract 15% of the original training
set as the validation set and use remaining 85% as the final training set.

5.2 Word Embedding and Performance Measure

Each sentence was split into tokens using space, all tokens were used to learn the word
embedding vectors. We fixed the embedding size to 100, and initialized the embedding
layer using pre-trained GloVe, and because the embeddings learned in unsupervised
phase contain very little information about sentiment of word [13, 14], since the con-
text for a positive word tends to be very similar to the context of a negative word, to
add polarity information to the embeddings, we jointly trained the embeddings and the
parameters of the model. Training was performed with the Adam gradient descent algo-
rithm [11]. Additionally, early stopping [22] was used when the validation error starts
to increase.

6 Result

6.1 Classification Performance

We used several methodologies to comparision with NBOWN, CNN, bidirectional LSTM,
bidrectonal LSTM with Attention, NBOW and NBOW2. Three different window sizes
2, 3, 5 (how many words are considered in one receptive field) was used in CNN, while
the number of filters was fixed to 128. For RNN models, the hidden size in LSTM unit
was fixed to 128, with attention size to 50, dropout was added for both CNN and RNN
models, and dropout rate [25] was set to 0.15.

The maximum number of words in Amazon Unlocked Mobile was set to 164, and
in Twitter Airline was 34. Zero paddings were added if the length of the review was
shorter than this number, whereas the last words were trimmed if reviews were longer
than this number.
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Test Amazon Twitter
CNN 0.9374 0.7884

bi-LSTM 0.9364 0.7742
bi-LSTM-Attention 0.9450 0.7783

NBOW 0.8853 0.7971
NBOW2 0.8867 0.7856
NBOWN 0.9147 0.8013

Table 3. The test accuracy between methodology

Table 3 shows the classification accuracies for several models. All the word vectors
in the model was initialized by GloVe, and updated during the training. The NBOWN
models achieved 91.47% in Amazon Unlocked Mobile, and achieved 80.13% in Twitter
Airline. Higher than NBOW and NBOW2 methods. It is worth noting that the CNN
and RNN based approaches operate on rich word seqeuence information and have been
shown to perform better than NBOW approaches in Amazon Unlocked Mobile dataset.
Because the length of reviews in Twitter is much shorter than reviews in Amazon, the
RNN based approach didn’t achieve very impressive result. And in Twitter Airlines,
NBOWN was not far from CNN and LSTM methods.

6.2 Visualization of Words Sentiment

Fig. 2. Sentiment Distribution of Words in
Twitter Airline

Fig. 3. Sentiment Trend of a Negative Review in
Twitter Airline

As Figure 2, Figure 4, Figure 6 show, the positive word thanks, great, awesome,
faster and the negative words annoying, miss, awful, blurry can be well captured, Fig-
ure 3, Figure 5, Figure 7 show the sentiment trend with the increase of comments as
each word comes in. Every point of the curve in Figure 3, Figure 5, Figure 7 is a sen-
timent score of positive/neutral/negative of the sentence of the current length, and is
calculated as follows:

Si =
(i− 1) ∗ Si−1

i
+

αi ∗ pi
i

(15)
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where Si represents the positive/neutral/negative score of review of current length
i, αi represents the importance of current ith word, and is calculated by Equation 5, pi
represents the positive/neutral/negative score of the ith word.

Fig. 4. Sentiment Distribution of Words in
Amazon Unlocked Mobile

Fig. 5. Sentiment Trend of a Positive Review in
Amazon Unlocked Mobile

Fig. 6. Sentiment Distribution of Words in
Amazon Unlocked Mobile

Fig. 7. Sentiment Trend of a Negative Review in
Amazon Unlocked Mobile

As Figure 3 shows, at the begining, because of the first word thanks, the sentence
level sentiment is positive, the sentiment changes to negative when it encounters the
negative word annoying, the negative curve goes a step higher when it encounters an-
other negative word miss. Finally, the sentence level sentiment of this review is negative.

7 Conclusion and Future Work

In this paper, we propose NBOWN, a classification model based on Neural Bag-Of-
Words combined with Ngram. Among the BOW methods, we achieved the best results,
overall, we have some unique advantages: compared with CNN and RNN models, our
model is much less computationally expensive, while the attention mechanism based
on RNN model can only identifys the importance of each words in a text, we can suc-
cessfully get the sentiment polarity of each words.

Although the experimental results were favorable, the current study still has some
limitations, which lead us to future research directions. First our proposed method used
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a simple ngram pattern which is the mean value of the word vectors and its adjacent
word vectors, the order of words was not considered. Second, we simply used a simple
space-based token for training word vectors, the classification performance might be
improved if more sophisticated preprocessing techiques are performed.
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