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Abstract. Bat algorithm (BA) is a well-known heuristic algorithm, and has 

been applied to many practical problems. However, the local search method 

employed in BA has the shortcoming of premature convergence, and does not 

perform well in early search stage. To avoid this issue, this paper proposes a 

new update method for local search. To verify the proposed method, this paper 

employs CEC2013 test suit to test it with PSO and standard BA as comparison 

algorithms. Experimental results demonstrate that the proposed method obvi-

ously outperforms other algorithms and exhibits better performance.  
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1 Instruction 

Nature-inspired computation is an umbrella for stochastic optimization algorithms by 

simulating the nature phenomenon. Up to now, many algorithms have been proposed, 

such as particle swarm optimization [1], ant colony optimization [2,3], bat algorithm 

[4], cuckoo search [5,6,7] and firefly algorithm [8,9]. 
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Bat algorithm (BA) is a novel population-based swarm intelligent [4]. Due to its 

fast convergent speed, BA has been widely applied to many engineering problems, in-

cluding tracking problems [10], economic load dispatch [11], Detection of Malicious 

Code [12], uninhabited combat aerial vehicle path planning[13], flow shop scheduling 

[14,15], and job shop scheduling problems [16].  

There are numerous variants of BA, which have been greatly improved in term of 

performance. Gandomi [17] introduced chaos into BA so as to increase its global search 

capability for robust global optimization. To solve path planning which is a complicated 

high dimension optimization problem, Wang [18] proposed a new bat algorithm with 

mutation (BAM), and a modification was applied to mutate between bats during the 

process of the new solutions updating. Jr [19] hybridized BA using different DE strat-

egies and applied them as a local search heuristic for improving the current best solution 

and directing the swarm towards the better regions within a search space. Cui [20] pro-

posed three different centroid strategies and further combined them with BA. AI-Betar 

[21] studied six selection mechanisms to choose the best bat location: global-best, tour-

nament, proportional, linear rank, exponential rank, and random. Cai  proposed a trian-

gle-flipping strategy to update the velocity of bats[22] and designed a optimal forage 

strategy to guide the search direction for each bat and employed a random disturbance 

strategy to extend the global search pattern[23] 

In this paper, to enhance the convergence ability of BA, we proposed a modified 

BA called Bat Algorithm with Individual local search (IBA). In IBA, a new local search 

manner is introduced to enhance the convergence speed of each individual in early 

search stage. Then, to strength the convergence of the global best individual in later 

search stage, the standard local search method in BA is incorporated into IBA. 

The rest of paper organized as follows: section 2 gives a brief description of Bat 

algorithm. After that, the newly modified bat algorithm is presented. In section 3, 

CEC2013 is employed to verify the proposed algorithm. Section 4 concludes the paper. 

2 Bat Algorithm  

In bat algorithm, there are many virtual bats in search space, while each bat flies to seek 

food according to the feedback of echoes. Suppose t

ix and t

iv are the position and veloc-

ity of bat i  in generation t , then in the next generation, they are updated as follows: 
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where *x is the historical best position found by entire swarm, and if  is the frequency 

randomly generated as follows: 

 



min max min( )if f f f     (3) 

 

where maxf  and minf  are the predefined maximum and minimum bounds of frequency, 

  is a random number uniformly generated from interval [0,1].  

For some bats, they may move with the following local search manner: 

 
1 * 't

ix x A     (4) 

 

where  is random number uniformly generated from interval [-1,1], and 'A  is aver-

aged loudness of all bats: 
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If the position of bat i is updated, the loudness 1t

iA   and emission rate 1t

ir
 are updated 

as follows: 
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where     and 0   are pre-defined parameters. 

     The pseudocode of standard bat algorithm is described as follows: 
Algorithm1: Standard bat algorithm 

Begin 

   Initialize position, velocity and other parameters for each bat 

   While (Stop criteria is met ?) 

       Randomly generates the frequency for each with Eq. (3) 

Update the velocity with Eq. (1) 

Update the position with Eq. (2) 

       If rand> t

ir  

            Update the position with Eq. (4) 

       End 

Calculate the fitness; 

       If (rand< t

i )&&( *( ) ( )t

if x f x ) 

           Replace the position with the new one 

           Update t

ir  and t

i  with Eq.(7) and Eq.(6) 

       End  

       Select the current global best position 

End 



Output the best position 

End 

3 Bat algorithm with individual local search 

In standard BA, local search is performed with Equation (4), and it can be expressed in 

Figure 1, where *x  is the current global best position, 
1

t

ix 
 and t

ix  are population mem-

bers, and the circles represent the potential better positions. From figure 1, we can find 

that equation (4) is mainly used to search potential better individuals around the current 

global best position. However, as we all know that, in the initial search stage, any po-

sition (even the current best position) has potential to be the best one. In other words, 

the individuals around the current global best position may not be better than those 

around regular positions. However, equation (4) may be effective in later search stage 

because the individuals around current global best position are likely to be the best ones 

compared with other regular positions. 

To overcome the drawback in the early search stage, this paper proposes an im-

proved version of equation (4), and it can be expressed with equation (8): 

 

1 't t
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 In the later search stage, position t

ix  is updated with equation [4]: 

 
1 * 't

ix x A     (4) 

 

Figure 2 illustrates the mechanism of improved local search. From figure 2, we can 

obviously see that every position can be exploited sufficiently, and new potential better 

position can be found in early search stage. The newly modified BA can be named as 

Bat algorithm with individual local search (IBA for short). As for how to balance equa-

tion (4) and (8) in the search process, we employ a parameter r, which is a percentage 

of the largest generation. We will verify it in later experimental section. 

The pseudocode of IBA can be described as follows: 
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Figure 1. Illustration of local search     Figure 2. Illustration of improved local search  

Algorithm2: Bat algorithm with individual local Search 

Begin 

   Initialize position, velocity and other parameters for each bat 

   While (Stop criteria is met?) 

       Randomly generates the frequency for each with Eq. (3) 

       Update the velocity with Eq. (1) 

Update the position with Eq. (2) 

         If (rand> t

ir )&&(rand<r) 

                  Update the position with Eq. (8) 

         Else if (rand> t

ir )&&(rand>=r) 

                  Update the position with Eq. (4) 

         End  

Calculate the fitness; 

        If (rand< t

i )&&( *( ) ( )t

if x f x ) 

                 Replace the position with the new one  

                 Update t

ir  and t

i  with Eq. (7) and Eq.  (6) 

         End  

         Select the current global best position 

End 

Output the best position 

End 

4 Experiments  

To investigate the performance of IBA, we compare it with particle swarm optimization 

(PSO) [1] and standard bat algorithm (BA) [4]. By the way, CEC2013 test suit [24] is 

employed. CEC2013 contains of twenty-eight functions, including five unimodal func-

tions, fifteen basic multi-modal functions and eight composition functions. The simu-

lation is conducted in the machine with Intel Core i5-2400 3.10GHz CPU, 6GB 

memory, and windows 7 operating system with Matlab7.9.  



For each algorithm, the size of population is set to 100, and the dimension of search 

space is 30. Each algorithm is run 51 times. For each algorithm, the following mean 

error is considered: 
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where j

bestf  represents the fitness value of obtained best solution, *f is the fitness 

value of true global optimum. 

4.1 Investigation of parameter r 

Table 1 and Table 2 present the experiment results with fixed parameter r  ranging 

from 0.1 to 1.0. It is obviously that IBA with r =0.1, 0.2 and 0.4 performs similar per-

formance. To further investigate the difference, Friedman test is also employed, and the 

results are listed in Tab.3. From Tab.3, we can that BA with parameter r =0.4 performs 

the best performance. 

Table 1. Comparison results with different parameter r from 0.1 to 0.5 

Function  0.1 0.2 0.3 0.4 0.5 

F1 1.55E+00 1.22E+00 1.15E+00 1.10E+00 8.60E-01 

F2 4.08E+06 4.32E+06 5.85E+06 8.33E+06 9.10E+06 

F3 4.46E+08 4.03E+08 1.24E+09 1.45E+09 5.37E+09 

F4 3.43E+04 3.50E+04 4.28E+04 4.06E+04 4.60E+04 

F5 4.74E-01 4.74E-01 2.34E+01 6.54E+01 1.59E+02 

F6 7.80E+01 6.50E+01 9.40E+01 1.10E+02 9.01E+01 

F7 3.31E+02 2.17E+02 2.17E+02 2.78E+02 2.01E+02 

F8 2.10E+01 2.10E+01 2.10E+01 2.10E+01 2.10E+01 

F9 3.50E+01 3.33E+01 3.22E+01 3.31E+01 3.34E+01 

F10 1.30E+00 1.37E+00 1.44E+00 2.03E+00 7.24E+00 

F11 4.34E+02 4.08E+02 4.04E+02 3.48E+02 3.97E+02 

F12 4.59E+02 4.34E+02 4.09E+02 3.73E+02 4.07E+02 

F13 4.56E+02 4.13E+02 4.50E+02 4.42E+02 4.33E+02 

F14 4.23E+03 4.34E+03 3.81E+03 3.92E+03 3.70E+03 

F15 3.93E+03 4.14E+03 3.63E+03 4.02E+03 4.05E+03 

F16 2.26E+00 2.22E+00 2.45E+00 2.15E+00 2.14E+00 

F17 9.09E+02 9.04E+02 9.84E+02 9.69E+02 9.92E+02 

F18 9.65E+02 9.35E+02 9.74E+02 9.33E+02 9.60E+02 

F19 6.70E+01 7.10E+01 8.54E+01 1.13E+02 1.14E+02 

F20 1.48E+01 1.45E+01 1.46E+01 1.46E+01 1.49E+01 

F21 3.04E+02 3.94E+02 3.68E+02 3.41E+02 3.67E+02 



F22 5.19E+03 4.73E+03 4.20E+03 4.41E+03 4.34E+03 

F23 5.08E+03 4.90E+03 4.33E+03 4.48E+03 4.83E+03 

F24 3.26E+02 3.25E+02 3.20E+02 3.18E+02 3.25E+02 

F25 3.39E+02 3.44E+02 3.46E+02 3.48E+02 3.55E+02 

F26 2.00E+02 2.00E+02 2.00E+02 2.00E+02 2.00E+02 

F27 1.33E+03 1.27E+03 1.30E+03 1.23E+03 1.32E+03 

F28 3.78E+03 3.17E+03 3.30E+03 3.25E+03 3.63E+03 

Table 2. Comparison results with different parameter r from 0.6 to 1.0 

Function 0.6 0.7 0.8 0.9 1.0 

F1 1.05E+00 1.03E+02 3.53E+03 1.49E+04 3.16E+04 

F2 1.32E+07 2.31E+07 2.85E+07 5.54E+07 2.15E+08 

F3 8.15E+09 1.49E+10 1.77E+10 4.97E+10 7.65E+11 

F4 4.35E+04 5.34E+04 5.56E+04 5.57E+04 6.87E+04 

F5 2.59E+02 4.68E+02 1.43E+03 2.66E+03 7.25E+03 

F6 1.25E+02 1.64E+02 4.19E+02 9.58E+02 3.72E+03 

F7 2.45E+02 5.12E+02 3.03E+02 4.65E+02 9.09E+02 

F8 2.09E+01 2.09E+01 2.09E+01 2.10E+01 2.09E+01 

F9 3.13E+01 3.37E+01 3.17E+01 3.47E+01 3.60E+01 

F10 4.73E+01 1.44E+02 5.61E+02 1.52E+03 3.65E+03 

F11 4.07E+02 4.39E+02 3.97E+02 3.78E+02 4.76E+02 

F12 4.37E+02 3.69E+02 3.66E+02 3.85E+02 4.30E+02 

F13 4.71E+02 4.22E+02 4.53E+02 4.59E+02 5.77E+02 

F14 3.42E+03 3.78E+03 3.89E+03 3.41E+03 4.21E+03 

F15 3.74E+03 3.45E+03 3.54E+03 3.95E+03 4.48E+03 

F16 2.12E+00 2.51E+00 2.13E+00 2.39E+00 2.49E+00 

F17 9.40E+02 9.80E+02 9.90E+02 1.09E+03 1.16E+03 

F18 9.60E+02 9.60E+02 1.04E+03 9.70E+02 1.11E+03 

F19 1.38E+02 1.48E+02 3.41E+02 6.74E+03 1.35E+05 

F20 1.48E+01 1.49E+01 1.48E+01 1.50E+01 1.49E+01 

F21 4.33E+02 3.40E+02 1.09E+03 1.93E+03 2.70E+03 

F22 4.13E+03 4.39E+03 4.26E+03 4.07E+03 4.87E+03 

F23 4.43E+03 4.27E+03 4.16E+03 4.50E+03 4.98E+03 

F24 3.20E+02 3.25E+02 3.25E+02 3.33E+02 3.36E+02 

F25 3.47E+02 3.44E+02 3.53E+02 3.45E+02 3.53E+02 

F26 2.00E+02 2.00E+02 2.01E+02 2.03E+02 2.27E+02 

F27 1.29E+03 1.26E+03 1.27E+03 1.24E+03 1.35E+03 

F28 3.37E+03 3.53E+03 3.46E+03 3.53E+03 4.45E+03 

 

 

Table 3. Friedman test for parameter r 

r 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Rankings 5.86 4.71 5.00 4.46 6.00 5.36 6.23 6.50 7.61 10.46 



4.2 Comparison with state-of-art algorithms  

To further verify the performance of IBA with r=0.4, IBA is further compared with 

PSO and standard BA, and the simulation results are listed in Tab.4, while w/l/t means 

that IBA win in w functions, lose in l functions and tie in t functions. Friedman test is 

also employed to verify their performance (please refer to Table 5). In one word, our 

modification achieves the best performance when compared with PSO and BA. 

Table 4. Comparison results 

Function PSO BA IBA 

F1 2.9600E+04 1.8300E+00 1.1000E+00 

F2 4.0200E+08 3.2600E+06 8.3300E+06 

F3 1.6500E+14 2.2600E+08 1.4500E+09 

F4 5.2500E+04 3.4400E+04 4.0600E+04 

F5 1.0400E+04 4.7400E-01 6.5400E+01 

F6 4.5400E+03 5.9900E+01 1.1000E+02 

F7 1.6000E+04 1.7500E+02 2.7800E+02 

F8 2.1000E+01 2.1000E+01 2.1000E+01 

F9 4.0500E+01 3.5700E+01 3.3100E+01 

F10 3.9800E+03 1.3200E+00 2.0300E+00 

F11 5.7200E+02 3.8100E+02 3.4800E+02 

F12 5.1800E+02 4.0400E+02 3.7300E+02 

F13 5.4300E+02 4.7300E+02 4.4200E+02 

F14 8.2100E+03 4.6100E+03 3.9200E+03 

F15 7.1900E+03 5.1700E+03 4.0200E+03 

F16 2.5900E+00 2.3000E+00 2.1500E+00 

F17 7.2500E+02 9.3100E+02 9.6900E+02 

F18 7.1200E+02 9.4900E+02 9.3300E+02 

F19 9.5200E+04 6.1500E+01 1.1300E+02 

F20 1.5000E+01 1.4600E+01 1.4600E+01 

F21 2.2800E+03 3.7000E+02 3.4100E+02 

F22 8.5500E+03 5.6600E+03 4.4100E+03 

F23 8.3800E+03 5.7300E+03 4.4800E+03 

F24 3.7600E+02 3.1200E+02 3.1800E+02 

F25 3.9200E+02 3.4300E+02 3.4800E+02 

F26 2.4400E+02 2.0000E+02 2.0000E+02 

F27 1.4900E+03 1.2600E+03 1.2300E+03 

F28 4.4300E+03 3.7900E+03 3.2500E+03 

w\l\t 25\2\1 14\11\3  

Table 5. Friedman test on comparison algorithms 

Algorithm Rankings 

PSO 2.86 

BA 1.63 

IBA 1.52 



5 Conclusion 

In this paper, an individual local search manner is designed to enhance the exploitation. 

With this manner, the bats can make a deep search within their neighbours during the 

early search period. Simulation results show its effectiveness. 
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