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Abstract. The market demand has changed in recent years due to increased in-

terest in more customized and diversified products by the consumers, leading to 

a change in production lines, which are becoming more flexible and dynamic. At 

the same time, the amount of data available in the factories is growing more and 

more, thereby the number of errors in the production schedule may occur often. 

Several approaches have been used over time to plan and schedule the shop-floor 

production. However, some only consider static environments, where the tasks 

are allocated to the machines, not considering that machines may not be available 

and sometimes maintenance interventions are needed. The introduction of 

maintenance increases the scheduling complexity and makes it harder to allocate 

the tasks efficiently. So, new solutions have been proposed, giving manufactur-

ing systems the ability to quickly adapt to some disturbances that may occur. 

Thus, Artificial Intelligence approaches have been adopted to do the task alloca-

tion for the shop-floor. Those approaches can find suitable solutions faster than 

traditional approaches. This article proposes an architecture, based on Genetic 

Algorithm, capable of generating schedules including both production and 

maintenance tasks. 

Keywords: Dynamic Job-Shop Scheduling, Maintenance Task Allocation, Ge-

netic Algorithms, Manufacturing Systems. 

1 Introduction 

Nowadays market demands for more diversified and customized products are forcing 

factories to change from mass production standard systems to more dynamic and agile 

shop-floor systems. This change grants factories the ability to reconfigure and quickly 

adapt to market requirements. However, factories have several types of machines, each 

one with their own specific technical features, which can execute different tasks, lo-

cated in different places of the factory, instead of a straightforward production line sys-

tem. This fact makes the task allocation process more complex since the products do 

not follow all the same path anymore. Furthermore, it is most of the times a prerequisite 

from companies that machines should be kept working as much time as possible to 

maximize the production and consequently the income. Nevertheless, sometimes those 

machines need to be subject to maintenance operations, to keep them producing high-
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quality products. To create a more reliable schedule, those maintenance operations 

should be defined along with the production operations. To cope with the presented 

difficulties this article proposes a solution based on Genetic Algorithm (GA), which 

aims to solve the task allocation problem in a job-shop, known as Job-Shop Scheduling 

Problem (JSSP). It includes both production and maintenance tasks in the same sched-

ule with the objective of minimizing the total execution time in the shop-floor. Thus, a 

more reliable schedule of the factory is available, which should decrease the delays and 

the unexpected number of fails in the shop-floor. The architecture was designed to gen-

erate schedules based on the existing tasks and stations available on the shop-floor. 

The proposed paper is organized as followed. Chapter 1 introduces an overview of 

the document. Subsequently in chapter 2 the concept of scheduling and the importance 

of maintenance task allocation in Agile Manufacturing Systems is depicted, followed 

by the solution description in chapter 3. Chapter 4 presents the systems execution en-

vironment, with a brief explanation of how it works. Finally, chapter 5 presents the 

solution analysis and the further developments. 

2 Related Work 

The manufacturing industry is subject to market requirements, which are constantly 

changing. This change is imposed by consumers’ demand for more customizable and 

unique products and their variants. So, the manufacturing processes needed to change 

as well. To produce this wide variety of products demanded by many consumers, the 

factories need to adapt quickly to market requirements [1]. Thus, to provide a fast and 

efficient response to the market demand, manufacturing systems need to be agile, which 

is the ability to survive and prosper in competitive markets and environments of change 

[2]. In that way, it is important to have an efficient planning of the shop-floor. Namely, 

it is necessary to allocate products to machines in the shop-floor, as well as maintenance 

interventions. They are needed to keep machines working without causing defects on 

products, which are reflected in cost for the company. By scheduling maintenance op-

erations, some unpredictable failures may be avoided, such as machine breakdowns. 

Reflecting this, in Agile Manufacturing Systems (AMS) a large variety of machines 

with specific requisites need to stay functional as many time as possible to maximize 

the production. However, sometimes, they need to be the subjected to maintenance op-

erations to deliver high-quality products. There are different maintenance types, which 

can be mainly divided into Corrective Maintenance (CM), Time-Based Maintenance 

(TBM) and Predictive Maintenance (PdM). CM is applied after a failure occurs, such 

as a machine breakdown, and tries to recover the resource to its functional state [3], [4]. 

TBM is applied to prevent, in advance, potential failures and it is taken while the system 

is still working, at predefined time intervals [3], [4]. Finally, PdM can be applied to 

prevent future failures when there is a deteriorating physical parameter, such as pres-

sure or voltage, that can be measured instead of doing it in predefined intervals [5]. It 

infers the current state of a machine and predicts the future progression to estimate the 

time before a failure occur [6]. Based on that information it is possible to define an 

appropriate schedule for a production system, including maintenance tasks. 
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Scheduling is the process of time optimization, where the time of a set of tasks (jobs) 

performed on a product is assigned to the available time of a group of stations [7], [8]. 

It defines the sequence by each job is executed on a machine during a predefined time 

horizon, trying to avoid overlaps and to optimize some objectives [7]. The JSSP is a 

Non-deterministic Polynomial-time Hard (NP-Hard), which means they are quite diffi-

cult to solve using traditional optimization techniques [9]. Although mathematical op-

timization methods can achieve the optimal solution for small problems, for large-scale 

problems those optimization techniques are very limited [10]. Besides that, manufac-

turing systems are very dynamic, meaning new products frequently arriving, inconstant 

job durations and machines that are not always available, which represented the need 

for more dynamic approaches. Thus, many researchers have concentrated their efforts 

on heuristic approaches, such as Tabu Search, Simulated Annealing, Ant Colony Opti-

mization, Particle Swarm Optimization, Neural Network and Genetic Algorithm (GA). 

The interest in GA has grown in the past years due to its high flexibility to adapt to 

different problems, to find near-optimal solutions and because it is easy to handle. 

3 Dynamic Scheduling Solution 

In this section, an overview of the scheduling tool architecture is presented and de-

scribed. The proposed scheduling architecture is capable of generating schedules in-

cluding both production and maintenance tasks, which are allocated to different pro-

duction stations. 

3.1 System Overview 

The scheduling tool architecture was designed to generate a schedule to the shop-floor 

including production and maintenance tasks in a given time horizon. Those tasks are 

allocated to the available stations in empty time spaces, in order to get the minimum 

total execution time (makespan) within the established time horizon. The scheduling 

tool interacts with another tools as well as the shop-floor in order to acquire the neces-

sary data to generate the schedules. Thus, the scheduling tool can access the information 

about the available stations and the tasks to allocate. The scheduling architecture is 

represented in Fig. 1. 

The scheduling collects the information about the available stations in the shop-floor 

and the tasks to be allocated. Then, using a GA, it is possible to allocate those operations 

to each station, i.e. to set the start and end times of each task, in the empty spaces, 

avoiding the overlapping between tasks in the same station or tasks of the same product. 

After that, is possible to determine the execution time of each station and get the station 

with the higher makespan value, which represents the minimum makespan found in that 

process. The collection of schedules, containing a schedule for each station, is then 

stored. 

The shop-floor provides the topology of the factory, i.e. the present stations and hu-

man operators to perform the maintenance tasks. The production tasks are provided by 

the management unit. It provides the information about each task and the time horizon 
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window in which the schedule should be performed. The maintenance section is re-

sponsible for providing the maintenance tasks, based on the operator’s knowledge or 

by analysis methods, such as data mining. After generating the necessary schedules, 

those are sent to the shop-floor, so the operators know the schedule of each station, to 

the maintenance unit and to other tools for analysis and testing purposes. 

 

Fig. 1. System interactions overview 

To generate a schedule, it is necessary to allocate the tasks efficiently to obtain a 

feasible and valid schedule, i.e. respecting some rules such as avoiding that a station is 

operating more than one task at the same time or preventing a product from being pre-

sent in different machines at the same time. A GA architecture is proposed in this paper 

to solve this JSSP since it is a combinatorial problem. 

3.2 Scheduling Algorithm 

The scheduling tool was designed using GA. It is a stochastic searching adaptive ap-

proach to solve optimization problems based on natural selection mechanisms, first 

proposed by Holland [11]. GA allows to evolve a population of chromosomes (solu-

tions) through a predefined number of generations and gets the best one that represents 

the best schedule found by the algorithm [10]. First, a random population is initialized 

based on the first chromosome created. Then, the fitness value of each individual is 

calculated. If a stop condition is reached, such as the predefined number of generations 

to evolve or a threshold fitness value, the process is finished, otherwise, it continues to 

the next generation. After that, the elite population, i.e. the best chromosomes present 

in the previous generation, is selected to be present in the current generation. Then, the 

selection process is done, and the selected individuals are matched with each other. 

Next, the mutation is applied in some individuals to provide some diversity in the pop-

ulation. Finally, the fitness value of each one is again calculated and the process is 

repeated till the termination criterion is reached [10], [12]. 
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GA is known to be good solving optimization problems since it does not need to 

evaluate all the search space to extract a good solution. However, it not always can find 

an optimal solution but finds a near-optimal solution the most of the times [13]. 

The most important step in a GA is to define what is a chromosome. The represen-

tation of a chromosome influences the performance of the algorithm. In this problem, 

the chromosome represents the sequence of jobs assigned to each station, containing 

the times between which each task will be performed. It is a schedule solution for the 

entire shop-floor, where each gene represents a task to perform. Each task is composed 

of an ID, a duration, an associated product ID and an associated station ID. Assuming 

that Machine j, Mj only performs one type of tasks on a Product Pi. Each gene results 

from the merge of a product associated with a station, represented as PiMj, as demon-

strated in the example of Fig. 2. The first operation of product 1 will be performed in 

machine 2, then the first operation of product 2 comes to be performed on machine 3, 

etc. 

After obtaining the best solution, the chromosome is divided into several schedules, 

one for each station present in the chromosome. 

 

Fig. 2. Chromosome encoding 

Then, it is necessary to define the maximum number of generations that the algo-

rithm should evolve and the size of the population, i.e. the number of individuals pre-

sent in each generation. The number of generations is the simplest way for terminating 

the evolution process. Low values may not be enough for the algorithm to evolve into 

good solutions, on the other hand high values may consume processing time unneces-

sarily because a good solution can be found too soon. At the same time, the population 

size should be large enough to have diversity among the individuals, but not too large 

that processing power and time are being consumed pointlessly. A small population 

could be very difficult to evolve into a good solution since the mating between individ-

uals may not lead to a good offspring when the search space is too large. So, both pa-

rameters should be chosen cautiously to give the algorithm enough flexibility to evolve 

and do not consume time unnecessarily. These parameters depend on the size and com-

plexity of each problem. 

Another termination criterion is the steady fitness value. The steady fitness allows 

stopping the process if the fitness value remains the same for a given number of gener-

ations. This value needs to be smaller than the maximum number of generations. It 

helps when the evolution process is stagnant and does not evolve for a while. 

Then, a small portion of the population, the survivor population, is selected to be 

present in the next generation, without being subject to crossover or mutation parame-

ters. This is known as elitism and allows to keep the best individuals through the gen-

erations. 

After that, the selection method for both the survivor and the offspring populations 

need to be chosen. In this case, was used the Roulette Wheel selector with size three, 

i.e. composed of three individuals. Firstly, is calculated the selection probability of each 

P1M2 P2M3 P1M1 P3M1 … P2M2
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of the three individuals, which is obtained by dividing the fitness value of one individ-

ual by the total sum of the fitness values of the three individuals: (𝑖) =  
𝑓𝑖

∑ 𝑓𝑖
𝑛
𝑖

 . 

Then, the individual with higher fitness value has more chances to be chosen, so the 

new generation can be improved. This process is represented in Fig. 3. 

 

Fig. 3. Roulette wheel selection.  

Next it is necessary to choose the crossover and mutation methods and their probabili-

ties, which is the main factor to create new improved generations, since the character-

istics of the parents are preserved to the children and the children can be improved. In 

this task allocation problem was chose a partially-matched crossover, which merges 

half of a parent chromosome with half of another parent and prevents duplicate genes 

in the child chromosome. The mutation is used to prevent the population to get stuck. 

The method selected was the Swap Mutation, which exchanges the positions of two 

genes with each other and does not duplicate genes. Both crossover and mutation prob-

ability values should be adapted to each situation since different values get better results 

in different situations. 

Finally, it is necessary to define the fitness function. It evaluates and sets the fitness 

value of each chromosome. This value allows the evolution engine to select the off-

spring and survivor populations, as well as to know the best solution. In this task allo-

cation problem, some rules were considered to define the fitness function: 

• Only one operation of each job may be processed at a time; 

• No pre-emption is allowed, which means that is not possible to interrupt a task and 

resume it later; 

• Each job must be processed to completion; 

• Jobs may be started at any time, no release times exist; 

• Jobs may be finished at any time, no due dates exist (within the time window de-

fined); 

• No machine may process more than one operation at a time; 

• Machine setup times are not considered; 

• Machines may be idle within the schedule period; 

• Machines are available at any time since they are considered available; 

• An operation can only be performed once; 

• Operations precedence within a product should be respected; 
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• Maintenance tasks must be executed during the maintenance shift. 

The best fitness value is calculated by finding the minimum makespan among all 

generations, where the total makespan is given by the station with the maximum exe-

cution time in each generation. To obtain the fitness value of each individual, it is nec-

essary to go through all the genes of each chromosome. The start and end times are set 

to the first job present in the chromosome, then to the second one and so on. At the 

same time, the makespan of each station is updated each time the times are assigned to 

a task. 

The equation (1) describes the fitness function. The fitness value f is given by the 

minimum of the maximum completion time (makespan) of each generation times a 

weight which is increased if some task is not allocated in the right order. 

 𝑓 =  𝑀𝑖𝑛[ 𝐶𝑚𝑎𝑥 ∗ 𝑤𝑒𝑖𝑔ℎ𝑡 ] (1) 

The total makespan of the schedule, Cmax, is represented in equation (2). It is repre-
sented by the maximum total time to process all the operations, including idle time be-
tween operations, i.e. the end time of the last operation being executed. 

 𝐶𝑚𝑎𝑥 = 𝑀𝑎𝑥[𝑓𝑠𝑗]   ,   𝑗 = 1, … , 𝑛 (2) 

The total execution time of each station j, fsj, is set by the later final time of the 
operations allocated to that station, fih, calculated in (3) since the operation h is allocated 
to station j. 

 𝑓𝑠𝑗 = {
𝑓𝑖ℎ , 𝑓𝑠𝑗 < 𝑓𝑖ℎ ; ℎ ∈ 𝑗

𝑓𝑠𝑗 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 , 𝑖 = 1, … , 𝑛;    ℎ = 1, … , 𝑚;    𝑗 = 1, … , 𝑘 (3) 

The finishing time of each operation is calculated in (4), where the start time of op-
eration h of product i, 𝑠𝑖ℎ, is replaced by the start time of maintenance task h, 𝑠𝑚ℎ, and 
the process time of operation h of product i, 𝑝𝑖ℎ, is replaced by the process time of 
maintenance task h, 𝑝𝑚ℎ, when the task involved is a maintenance task. 

 𝑓𝑖ℎ =  𝑠𝑖ℎ + 𝑝𝑖ℎ    ,   𝑖 = 1, … , 𝑛;    ℎ = 1, … , 𝑚 (4) 

The start time of each operation depends if it is a production operation or a mainte-
nance operation. In a production operation, constraint (5), it is calculated based on the 
previous operation of the corresponding product if any, otherwise starts at time zero. 
Though, if there is already another operation allocated in the same station, to that specific 
time slot, this one is altered to a new time, starting at the end of that task, fjh. 

 𝑠𝑖ℎ = {

𝑠𝑖ℎ−1 + 𝑝𝑖ℎ−1, 𝑛𝑜 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 ℎ > 1
0, 𝑛𝑜 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔; ℎ = 1

𝑓𝑗ℎ−1,                         𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔
    ,   𝑖 = 1, … , 𝑛;    ℎ = 1, … , 𝑚 (5) 

On the other hand, if it is a maintenance operation, the start time of the operation is 

calculated based on the user intent. It could be desirable to have the maintenance tasks 

allocated as soon as possible, as late as possible or a third option where there are no 

pretensions about maintenance tasks allocation. However, the maintenance tasks should 

be executed only during the maintenance shift. 
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The maintenance task’s start-time to “as soon as possible” scenario is calculated in 

(6). The production tasks are allocated only after the maintenance tasks. The Mainte-

nance Shift Start time is represented by MSS, the Maintenance Shift End time is repre-

sented by MSE, DT represents the day the task is performed and 1440 minutes are the 

total minutes of one day. An operation start time is assigned and if a conflict occurs due 

to an overlay of operation that time is changed to the next slot within the maintenance 

shift time. If that maintenance shift is already full, it is allocated to the beginning of the 

maintenance shift of the day after and so on. 

 𝑠𝑚ℎ = {

𝑀𝑆𝑆 + 1440 ∗ 𝐷𝑇, 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔; 𝑓𝑖ℎ > 𝑀𝑆𝐸
𝑠𝑖ℎ−1 + 𝑝𝑖ℎ−1,                             𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔; 𝑓𝑖ℎ ≤ 𝑀𝑆𝐸
𝑀𝑆𝑆,                                 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑎𝑠𝑘𝑠 

 (6) 

To calculate the start time of a maintenance task “as late as possible”, the constraint 

(7) is used. In this case the maintenance tasks are allocated after the production tasks. 

First, the task is allocated to the last shift maintenance slot of the time window. If there 

is overlapping with another task, it is allocated to the next slot in that shift. In the case 

that shift is already full, it is allocated to the previous day and so on. The time window, 

TW, represents the number of days reserved to the schedule. 

 𝑠𝑚ℎ = {

𝑀𝑆𝑆 + 1440 ∗ (𝐷𝑇 − 2), 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔; 𝑓𝑖ℎ > 𝑀𝑆𝐸
𝑠𝑖ℎ−1 + 𝑝𝑖ℎ−1,                             𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔; 𝑓𝑖ℎ ≤ 𝑀𝑆𝐸

𝑀𝑆𝑆 + 1440 ∗ (𝑇𝑊 − 1), 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑎𝑠𝑘𝑠 
 (7) 

Finally, when there are no pretensions about the maintenance allocation, the mainte-

nance and production tasks are randomly chosen, and the maintenance tasks are allo-

cated as in the “as soon as possible case” (equation (6)). 

To check the operations order, each product contains the information about all oper-

ations belonging to that product. If an operation is executed after another one with 

higher priority, then a parameter representing the weight of the errors occurred is incre-

mented (multiplied by 10), leading to a very large fitness value when the solution is 

invalid. If the total makespan is, for example, 254, but there is one error, so the fitness 

value will be 2540. This way is possible to know the number of errors present in each 

generation. 

Finally, it is obtained a solution containing a schedule for each station in the shop-

floor, with the respective start and end times of each operation. 

4 Execution Environment 

Every existent station is obtained from the shop-floor and each task to allocate is ob-

tained from the maintenance (if it is maintenance task) or the management (if it is pro-

duction task). Each time a new schedule is requested, the previous data are stored in the 

scheduling tool, except the maintenance tasks which are stored when inserted in the 

system by a maintenance human operator. Each station stored in the scheduling tool 

contains a unique ID, the total execution time of that station (updated each time a new 
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task is assigned there) and a collection of skills which it can execute, each skill contains 

a collection of possible configurations containing the duration of that skill with that 

configuration. However, for simplicity, it is assumed that each skill only contains one 

configuration. In turn, each task to allocate is stored in the scheduling tool containing a 

unique ID, an associated skill ID, an associated product ID, an operation number which 

is used to order the operations in an ascending way per product, an associated station 

ID, a completion field to check if the task was already performed and the start and end 

times of the task which are inserted during the algorithm execution. When it comes a 

new task from a new product, it is also created the correspondent product, containing 

the ID of the product, a collection with all the tasks associated with that product and a 

collection with the precedent products, which need to be allocated before this one. This 

way, the information of each product can be accessed. The available maintenance teams 

are considered infinite. However, they only operate between 6 a.m. and 2 p.m. of each 

day, which means that maintenance tasks need to be allocated in that gap.  

Then a new schedule generation can be triggered by a human operator, through a 

graphical user interface, or by the system itself at predefined times. When it happens, 

it generates a schedule which allocates the maintenance tasks as soon as possible, an-

other that allocates the maintenance tasks as late as possible and another one which 

allocates them without preference. The scheduling algorithm starts by set the times for 

each task, then it checks if the operations order is correct, if it is not, reallocates the 

current task, and finally checks if there is no other task allocated to that station at the 

same time. At the end, the collection of schedules is sent to the other tools, to test the 

efficiency of the schedules. This process is represented in Fig. 4. 

 

Fig. 4. Execution environment sequential diagram 



10 

5 Conclusions and Further Work 

5.1 Conclusions 

This paper presents a generic architecture designed to solve a JSSP including both pro-

duction and maintenance tasks. Considering the maintenance operations to be per-

formed on the production stations this architecture allows to have a more reliable sched-

ule for the shop-floor. The presented solution is a GA based architecture, where the 

main goal is to perform the task allocation based on the information of the tasks and 

stations provided. 

This way, this scheduling tool will try to allocate the tasks to the stations in order to 

minimize the total execution time of all the machines and respecting the order of the 

tasks of each product. Furthermore, the maintenance operations need to be allocated 

during the maintenance shifts times. Nevertheless, each operation needs to have the 

information about the station where it will be performed, since the developed architec-

ture only sets the times of each one and does not choose on which machines they will 

be performed. 

This tool was designed to avoid the overlapping of products on the same station at 

the same time, as well as to have the same product allocated to different machines at 

the same time, while the operations’ sequence is preserved. After obtaining the sched-

ule with the minimum makespan, this one will be divided into smaller schedules, one 

per station, and that collection can be sent to other tools, for higher level tests and anal-

yses. 

5.2 Further Work 

In the future, the presented architecture will be improved in order to deal with the prec-

edence between products, once some products may require that other ones are finished 

so they can start to be operated as well as date constraints, such as start and due dates 

of each product. 

This tool will be implemented and tested in a real demonstrator using different prob-

lem sizes, i.e. with different numbers of tasks, products and stations used. 
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