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ABSTRACT: Mental-Imagery based Brain-Computer In-
terfaces (MI-BCIs) make use of brain signals produced
during mental imagery tasks to control a computerised
system. The current unreliability of MI-BCIs could be
due, at least in part, to the use of inappropriate user-
training procedures. In order to improve these pro-
cedures, it is necessary first to understand the mecha-
nisms underlying MI-BCI user-training, notably through
the identification of the factors influencing it. Thus,
this paper aims at creating a statistical model that could
explain/predict the performances of MI-BCI users us-
ing their traits (e.g., personality). We used the data of
42 participants (i.e., 180 MI-BCI sessions in total) col-
lected from three different studies that were based on the
same MI-BCI paradigm. We used machine learning re-
gressions with a leave-one-subject-out cross validation to
build different models. Our first results showed that using
the users’ traits only may enable the prediction of per-
formances within one multiple-session experiment, but
might not be sufficient to reliably predict MI-BCI per-
formances across experiments.

INTRODUCTION

Brain computer interfaces (BCIs) enable users to inter-
act with the environment using their brain activity alone
(which is measured, most of the time, using electroen-
cephalography - EEG) [1]. In this work we particularly
focus on Mental-Imagery based BCIs (MI-BCIs), that
require users to perform specific mental-imagery tasks,
e.g., imagining movements of a hand or performing men-
tal calculations, to control systems such as assistive tech-
nologies [2] or video games [3]. While promising, those
new technologies remain barely used outside laboratories
notably because of their low reliability [4]: the average
performance of MI-BCI users is most of the time rather
low, i.e., around 75% of classification accuracy for 2 class
MI-BCIs [5]. In addition, a large proportion of MI-BCI
users, between 15% to 30% [6], seems to be unable, while
they are performing MI tasks, to produce brain activity
patterns that can be discriminated by the system. To make
MI-BCIs more reliable, researchers have mainly focused
on hardware (e.g., electrodes) and software (e.g., signal
processing algorithms) improvements, but less on the im-
provement of user-training procedures. Yet, this aspect

is also essential. Indeed, if MI-BCI users cannot gen-
erate “understandable” signals (i.e. stable and distinct
brain signals for each task), they will not be able to con-
trol the system, even if provided with the best hardware
and software solutions. Producing such brain signals is
a skill to be acquired by the MI-BCI user [7]. Each user
having different skills, states and traits, the training pro-
cedure should be specifically adapted to each of them,
which is not currently the case [8]. In order to better
understand the mechanisms underlying MI-BCI control,
and consequently design training strategies adapted to
each user, several studies have investigated MI-BCI per-
formance predictors [9]. These predictors could explain
between-subject differences and thus variability in terms
of MI-BCI control abilities. They can be related to de-
mographic characteristics. For instance, in [10] a positive
interaction was found between the participants’ age and
amount of daily hand-and-arm movements (e.g., practice
of video games, musical instruments or sports) and their
mu-power at rest, which itself has been shown to correlate
with MI-BCI performances [11]. Moreover, Randolph et
al. [12] have suggested that playing at least one instru-
ment, not being on effective drugs, being a woman, and
being over the age of 25 increased the likeliness of obtain-
ing high MI-BCI performances. Beyond demographic
variables, psychological traits like self-reliance and ap-
prehension have been shown to linearly correlate with
MI-BCI performances [13], just as mental rotation scores
do, which suggests that spatial abilities influence MI-BCI
performances. This last correlation was replicated in two
further studies [14, 15]. Finally, [16] revealed a pos-
itive significant correlation between BCI performances
and visuo-motor coordination abilities, which was repli-
cated in [17], strengthening the fact that spatial abilities
might strongly influence MI-BCI users’ performances.
Once the factors influencing MI-BCI performance have
been identified, this influence can be quantified using
modeling. For instance, [13] experimentally revealed a
model including 4 factors (mental rotation scores, self-
reliance, apprehension and the visual/verbal sub-scale of
the Learning Style), using a step-wise linear regression.
The average prediction error of this model was below
3%. Hammer et al. [16] proposed a model including
the visuo-motor coordination factor and tested it across
studies [18]. The average prediction error of this model



was below 10% for more than 50% of the participants.
While they are potentially insightful, these results have
been revealed in individual experiments, each including a
small number of subjects and sessions or univariate mod-
els. Moreover, most of the highlighted factors have not
been replicated since. Yet, to be useful, these correla-
tions/models should be stable, accurate, should consider
multiple variables and should generalize across experi-
ments and datasets. Thus, in this paper, by combining
data from three different experiments based on the same
BCI paradigm, we explored the feasibility of determin-
ing stable, accurate and generalizable multivariate mod-
els that would explain/predict MI-BCI performance vari-
ability. The participants of the included datasets took part
in 3 (for two of the datasets) or six (for one dataset) MI-
BCI sessions, each session being structured into 5 runs.
We gathered data from 42 subjects, for 180 BCI sessions
in total. In these 3 experiments, the participants had
to complete psychometric tests and were asked to learn
to perform three MI tasks, namely, left-hand movement
imagination, mental rotation and mental subtraction. We
created six groups from the 3 datasets in order to pair
the participants of the different experiments according to
their specific experimental paradigms. We used a LASSO
(Least Absolute Shrinkage and Selection Operator) re-
gression to determine explanatory and predictive models
of MI-BCI performance for each group.

MATERIALS AND METHODS

In order to build predictive and explanatory models of
performance, we used a LASSO regression that only se-
lected relevant features. We ensured the stability of the
selected features by using a leave-one-subject cross val-
idation. Then, to evaluate the reliability of the models
and guarantee that the prediction was not due to chance,
we empirically estimated the chance level in mean abso-
lute error, based our data, using permutation tests. This
approach is detailed in the following paragraphs.

Data sets: To maximize the number of subjects, we
used data from three different experiments [13, 19, 20].
They were all based on the same BCI paradigm, as in-
dicated before. The participants’ personality and cog-
nitive profiles were computed using different question-
naires (detailed in the Variables and factors section).
Nonetheless, they were designed with some differences
(see Fig. 1). The purpose of the first experiment (XP1
[13]), was to determine how users’ cognitive and per-
sonality profiles influenced their MI-BCI performances.
For this experiment, 18 BCI-naïve participants (9 women,
9 men; aged 21.5±1.2 year-old) took part in 6 MI-BCI
sessions, on 6 different days. The second experiment
(XP2 [19]) was designed to assess the influence of a Spa-
tial Ability (SA) training procedure on MI-BCI perfor-
mances. Fourteen participants (8 women, 6 men; aged
22.6±4.6 year-old) took part in this XP2. Each of them
did 3 MI-BCI training sessions and 3 other cognitive
training sessions (without BCIs), which consisted either

Figure 1: Details of the three different studies:XP1, XP2, XP3

in a SA training (7 participants) or in a verbal compre-
hension training (7 participants) procedure. In the third
experiment (XP3 [20]), 10 subjects (5 women, 5 men;
aged 20.7±2.1 year-old) were accompanied by a Learn-
ing companion called PEANUT (Personalized Emotional
Agent for Neurotechnology User-Training) providing so-
cial presence and emotional support during 3 MI-BCI
training sessions. The goal of this XP3 was to evalu-
ate the influence that PEANUT had on MI-BCI perfor-
mances. The 3 studies were conducted in accordance
with the relevant guidelines for ethical research accord-
ing to the Declaration of Helsinki and approved by the
ethical committee of Inria. In total, we included the data
of 42 participants (22 women, 20 men; aged 21.6 ±2.9
year-old) among which 18 took part in 6 MI-BCI sessions
(with 5 runs per session, i.e. 30 runs) and 24 took part in
3 MI-BCI sessions (with 5 runs per session, i.e. 15 runs).

Experimental paradigm: Each BCI session was di-
vided into 5 runs of 45 trials each. The paradigm was
the same for all studies (see FIG. 2). For each trial, a
cross was first displayed with on its left, a left hand pic-
togram (representing a L-HAND MI task); on top, a sub-
traction to perform (mental SUBTRACTION task) and
on its right a 3D shape (mental ROTATION task). The
MI task to be performed was then announced by a "beep"
and a red arrow pointing towards the corresponding pic-
togram. Then, a blue bar was displayed as continuous vi-
sual feedback. The direction of this bar indicated the MI
task recognized by the classifier and its length the classi-
fier confidence in this recognition. The bar was displayed
only when there was a match between the instruction and
the recognized task. The first run of the first session was
used as the calibration run to train the BCI classifier and a
sham feedback (i.e. a blue bar) was provided to the user.
For more details about the experimental paradigm, please
refer to the related papers [13, 19, 20].

EEG recordings and pre-processing: For all studies,
EEG signals were recorded using 30 active scalp elec-
trodes. The EEG signal-processing pipeline used to clas-
sify the three mental imagery tasks online was the same
one for all studies. EEG signals were spatially filtered



Figure 2: Timing of a trial. The first black screen shows each
task, i.e., (1) L-HAND, (2) SUBTRACTION & (3) ROTATION.

using 3 sets of Common Spatial Pattern (CSP) filters
[21] and classifier using a shrinkage Linear Discriminant
Analysis (sLDA) classifier [22]. For more details about
the preprocessing, please refer to [13, 19, 20].

Variables and factors: In the 3 studies, the partici-
pants were asked to complete psychometric and person-
ality questionnaires, which aimed to assess different as-
pects of their personality and cognitive profile. The learn-
ing style inventory [23] was used to identify the partici-
pants’ preferred learning styles according to four dimen-
sions: visual/verbal, active/reflective, sensitive/intuitive
and sequential/global. The 16 Personality Factors 5 (16
PF5 – 5) [24] provided a score for sixteen primary factors
(warmth, reasoning, emotional stability, dominance, live-
liness, rule consciousness, social boldness, sensitivity,
vigilance, abstractness, privateness, apprehension, open-
ness to change, self-reliance, perfectionism and tension)
as well as for five global factors (extraversion, anxiety,
tough mindedness, independence and self-control) of per-
sonality that are computed as linear combinations of the
primary factors. The Mental Rotation test [25] assessed
the participants’ spatial abilities. In total, we used 21 pa-
rameters (only the 16 primary factors of 16PF5 were used
in our study to avoid colinearities between primary and
global factors) to represent the personality and cognitive
profile of each participant. We thus had 21 features avail-
able to find a predictive/explanatory model.

Grouping the experiments: As not all the three studies
had the same number of sessions, we made 6 groups out
of the 3 datasets. The first three ones correspond to the
BCI sessions of the three datasets taken separately (i.e.
XP1, XP2 and XP3). The fourth group corresponds to
the sessions 1, 5 and 6 of both XP1 and XP2 (the sessions
2, 3 and 4 of XP2 not being BCI sessions but SA or VC
sessions, see Fig. 3). The fifth group gathers the sessions
1, 2 and 3 of XP1 and the three sessions of XP3. Finally,
in order to have all the 42 subjects together, the last group
includes the first session of XP1, XP2 and XP3 (Fig. 3) as
it is the only session where all participants were trained to
BCI control at the same time in the protocol (see Fig. 3).

Performances: MI-BCI performance was assessed in
terms of mean classification accuracy X (mean perfor-
mance measured over all the windows of the feedback
periods of the runs 2 to 5 i.e., all 1s long sliding windows
-separated by 0.0625s- between t=4.250s and t=8.250s
of each trial). We used the mean performance Per freal
over the different sessions as the target variable to be ex-
plained/predicted by our models. All participants man-

Figure 3: Details of BCI sessions for each group. In Blue ses-
sions concerning XP1, in orange XP2 and in green XP3

aged to control the BCI interface. The outcome models
provided us with a predicted performance Per fpred . Our
objective consisted in minimizing the mean absolute er-
ror (|Per freal−Per fpred |).

LASSO regression: In order to have a stable and reli-
able model, we used a LASSO [26] regression to obtain
models that could predict the performances of MI-BCI
users from their profile. The LASSO regression uses a
L1 regularization (see Eq. 1) that promotes sparse solu-
tions, i.e., that selects only a small number of variables
(many coefficients will be zero using this regularization).
It is particularly adapted to reduce the number of rele-
vant features (21 in this study) when the number of those
features tend to be higher than the number of subjects
[27]. In addition, the LASSO regression is more robust
than a simple linear regression [28] and is easily inter-
pretable as only few features are selected for the model.
For a usual linear regression set up, we have a contin-
uous output vector Y ∈ Rn (MI-BCI performance to be
explained/predicted), a matrix X ∈ Rn×p of p features
(users’ traits) for n examples (the users) and a coefficient
vector β ∈ Rn. The LASSO estimator is defined as:

βlasso = argmin
β∈RP

||Y −Xβ ||22 +λ ||β ||1 (1)

where, ||u||22 = ∑
n
i=1 ui for u ∈ Rn and ||β ||1 = ∑

p
j=1 |β j|.

For some values of the penalty parameter λ , some com-
ponents of βlasso will be set exactly to 0. Once βlasso ob-
tained, the MI-BCI performances of the ith user Per f i

pred
can be predicted from this user’s traits xi as Per fpred =
βlasso× xi. In order to evaluate the stability and reliabil-
ity of the different models, we use a leave-one-subject-
out cross validation process. We also use an inner cross-
validation (total number of subjects N - 2) to find the opti-
mal λ (200 λ ∈ [0.1;0.5]), i.e. the one that minimizes the
mean absolute error and provides us with a small number
of features. We use this optimal λ to build a model and
then, the outer cross-validation (N-1 subjects for training,
1 for testing) is used to evaluate this model.

Random model: In order to determine the reliability
of the models we estimated the empirical chance level in
terms of mean absolute error, given our data. First, we



Table 1: Group details. Mean performance (XGroup) and Stan-
dard Deviation (SD) for the 3-class MI-BCI over the sessions,
for each group (chance level is estimated to be 37.7% [29])

Group XGroup SD
Outlier

(Mean Performance)
1 52.50% 5.62 Subject 1 (67.21%)
2 50.64% 9.47 -
3 50.74% 7.77 -
4 51.48% 7.87 -

5 52.04% 6.40
Subject 1 (67.21%)
Subject 37 (38.97%)
Subject 38 (38.49%)

6 53.27% 9.54 Subject 7 (32.80%)

randomly permuted the mean MI-BCI performances of
the training sets, while keeping the profile variables iden-
tical, thus breaking the relationship between profile and
performance. Then, we used the LASSO as explained
above to predict the MI-BCI performance of the left-out
subject. We repeated this process 10000 times and stored
each mean absolute error to obtain the distribution of the
prediction performance. Then, we sorted those values in
descending order and the 99th, 95th and 90th percentiles
were used to identify the chance level for the mean abso-
lute error for p=.01, p=.05 and p=.1, respectively.

RESULTS

Outliers’ detection: We excluded from the analyses
all the participants whose mean classification accuracy
was above or below two standard deviations (SD) of the
group’s performance (see Table. 1).

Predictive models of MI-BCI Performances for each
group: A LASSO regression and a leave-one-subject-out
cross-validation (CV) were used to reduce the number of
features and determine a reliable predictive model of each
user’s average MI-BCI performance obtained across the
different training sessions. For each cross-validation of
each group, different features were selected (see Fig. 4).
We only showed three groups (1, 5 and 6) on Fig. 4:
Group 1 because it was better than chance level (p≤.05),
Group 5 as it failed to reach significance but still had
a tendency towards significance and Group 6 as the se-
lected features are quite stable but the average predic-
tion error is high. This first step allowed us to assess
the stability of the results. For the Group 1, 16 mod-
els among the 17 generated included the same three fac-
tors: Mental Rotation scores, Self-reliance and Tension.
Regarding the Group 5, 24 models among 25 included
Warmth, Reasoning and Mental Rotation scores. Finally,
for the Group 6, 36 models among 42 included Rea-
soning, Rule Consciousness, Social Boldness and Self-
Reliance. The results or these 3 groups are depicted in
Fig. 4. For the Groups 2, 3 and 4, the results were not
conclusive (we decided not to show them due to space
restrictions). Indeed, for the Group 2, an average of
9 features were selected for each generated model and
14 features (among 21) were chosen in total. For the
Group 3, a different model was generated for each CV

Table 2: Comparison of the Mean absolute error with the mean
absolute error of the random model (after 10000 permutations)

Group
Mean absolute

error (%)
(pValue)

Mean absolute
error (%) of random

model (p < .01)

Mean absolute
error (%) of random

model (p < .05)

Mean absolute
error (%) of random

model (p < .10)
1 3.03 (p = 0.047) 2.60 3.05 3.21
2 7.98 (p = 0.19) 6.26 7.02 7.16
3 11.09 (p = 0.86) 3.28 4.51 5.24
4 6.69 (p = 0.37) 5.62 6.03 6.22
5 3.87 (p = 0.11) 3.35 3.68 3.84
6 7.85 (p = 0.20) 6.98 7.43 7.62

and 17 different features were selected in total and finally
for the Group 4, rule-consciousness, Apprehension, Self-
Reliance, the "Active/Reflective" subscale of the Learn-
ing Style were all selected in half of the models. In a
second step, we determined the reliability of the models
by testing each of them on the participant not included in
the training set during the cross-validation process. We
then computed the mean absolute error of all the mod-

els, i.e, ∑
n
i=1
|Per fpred(i)−Per freal(i)|

n , n being the total number
of models generated for the group. In order to ensure
that the prediction of MI-BCI performances was not due
to chance, we performed a permutation test (see Section
Random model and Table. 2). The results indicated that
only the Group 1 was better than chance (p<.05), with
a mean absolute error of 3.03%. The chance levels for
each group are displayed on Table. 2. We also computed
the correlation between the real and predicted MI-BCI
performances for each subject. We only obtained a sig-
nificant correlation for Group 1 [r = 0.6, p<.01].

DISCUSSION

In this study, we gathered the data of 3 experiments in or-
der to maximize the number of subjects, and investigated
the feasibility of predicting/explaining MI-BCI perfor-
mances, independently of the experiment, using a statisti-
cal model based on the participants’ traits only. We were
able to find a model reaching significance for the Group 1
(p<.05) with an average prediction error of 3.03%. This
model included three main factors: Self-reliance, Tension
and the Mental Rotation scores. Those factors were only
slightly different from the ones revealed, on the same
dataset, by Jeunet et al. [13] using a step-wise-linear-
regression. Indeed, the Self-Reliance, Apprehension, vi-
sual/verbal subscale of the Learning Style and the Mental
Rotation scores were included in their model. It should
be noted that both the Apprehension and Tension fac-
tors are related to the same global factor, Anxiety. Be-
sides, the Apprehension and Self-Reliance factors were
also selected in 80% of the CV models of the Group 4
(even though the reliability for this group was not bet-
ter than chance –p=0.37–). However, these factors were
not automatically included in all the models for the other
groups. For instance, in the Group 5 (XP1 and XP3),
no factor representing the anxiety of a subject was se-
lected in the CV models (Fig. 4). Regarding the Men-
tal Rotation scores, they were selected in both our mod-
els and in [13]. This result stresses that this parameter
has a strong influence on MI-BCI performances. Further-



Figure 4: Results of the different models generated for Groups 1, 5 and 6. On the left, the percentage of Cross-Validation models
including each factor. On the right, in black (circle), the real performance of each subject and in red (cross), the predicted performance
of each subject generated using the model generated from the training dataset (All subjects except the target one). Finally, in the right
plots, the correlation between the real and predicted performances. Only the models for group 1 had better than chance predictions.

more, even though the other models failed to reach signif-
icance, in five out of the six groups, the Mental Rotation
scores were included in a large majority of the CV mod-
els. Interestingly enough, both XP2 and XP3 had been
designed to influence the factors that had been identified
in XP1 [13]: with a spatial ability training in XP2 dedi-
cated to the improvement of the participants’ Mental Ro-
tation scores, and a learning companion in XP3 aiming to
help the anxious and non self-reliant participants. There-
fore, it is consistent to observe a reduced influence of the
Mental Rotation scores and Apprehension/Self-Reliance
factors in the groups including the data of XP2 and XP3,
respectively. Still it is interesting to notice the tendency
towards a stable and reliable model when grouping XP1
and XP3. In fact, the Mental Rotation scores were se-
lected for all the CV models except one. It strengthens
the fact that having good spatial abilities might have a
positive influence on MI-BCI performances [14, 15].
Furthermore, only the average error of Group 1 models
reached significance, which could be due to the many
differences existing between the 3 studies. Indeed, they
did not include the same number of participants, nor the
same number of MI-BCI sessions. The number of ses-
sions over which performances are averaged is likely to
influence the average performance variability (because of
between-session variability due to, e.g., fatigue or moti-
vation changes). Those variations can be significant and
become an issue when computing the mean performance
over all the MI-BCI sessions. Averaging performances

over 6 sessions enabled us to reduce the between-session
variability, and make the mean MI-BCI performance esti-
mation more accurate. This might be one possible expla-
nation of the fact that we only found stable and reliable
models for the Group 1 (XP1). As Traits are supposed
to remain stable in time, having a more stable measure
of performance (here with more sessions) could help us
to find a more reliable model. Alternative metrics of per-
formance, reflecting users performances rather than clas-
sifier performances, such as the ones proposed in [30],
could also be used in the future to predict or explain BCI
performances better.
Regarding the LASSO regression, it appears to be more
stable than a regular linear regression as only a few fac-
tors were chosen for most of the groups. However, by
using the LASSO we hypothesized that there was a lin-
ear correlation between those factors and MI-BCI perfor-
mances, while it could be non-linear. In the future, com-
bining users’ traits with their states (e.g., inferred from
neurophysiological data or questionnaires) could help us
explain the between- and within-subject variability and
better explain/predict MI-BCI performances over several
sessions, but also better predict performances per session,
per run and per trial.

CONCLUSION

In this study, we used a LASSO regression to deter-
mine experiment-independant predictive and explanatory



model of MI-BCI users’ performances using their traits
alone. Our results suggest that using only traits might not
be sufficient to build such a model. Indeed, the between-
session variability is high and seems to be multi-factorial.
Further studies considering, for instance, an estimation of
the users’ states, the timing of the experiment and new
metrics to assess performances are necessary to reveal
more reliable models.
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