
HAL Id: hal-02111554
https://inria.hal.science/hal-02111554

Submitted on 26 Apr 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

COPS: A Real-Time Cross-Domain Object Part
Segmentation System

Xueqing He

To cite this version:
Xueqing He. COPS: A Real-Time Cross-Domain Object Part Segmentation System. 11th Interna-
tional Conference on Computer and Computing Technologies in Agriculture (CCTA), Aug 2017, Jilin,
China. pp.508-515, �10.1007/978-3-030-06179-1_50�. �hal-02111554�

https://inria.hal.science/hal-02111554
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


COPS: A Real-time Cross-domain Object 

Part Segmentation System 

 
He Xueqing 1() 

1 China Agricultural University, No. 17 Qinghua East Road, Beijing 100083, P.R. China  

2015314060617@cau.edu.cn 

Abstract. Although the object part segmentation is widely applied to surveil-

lance video analysis and smart recommendation and so on, however, it does not 

show a good performance in cross-domain testing. This means the segmentation 

model has to label various data in different scenarios and it is costly due to the 

time and labor cost. Accordingly, in the paper, we would like to propose a real-

time cross-domain object part segmentation system (COPS) based on the work 

of Cross-domain Human Parsing via Adversarial Feature and Label Adapta-

tion [2]. Several vital techniques are applied in this real-time cross-domain ob-

ject part segmentation system, including object detection, object tracking, and 

cross-domain adaptation object part segmentation. Taking an unconstrained 

benchmark dataset with rich pixel-wise labeling as the source domain, the real-

time cross-domain object part segmentation system aims to segment frames of 

target domain videos without any additional manual labeling in real-time. Com-

pared with the traditional approaches, this system is demonstrated to be a highly 

efficient and useful one among most practical applications, and the exploration 

on the challenging issue will contribute our real-time cross-domain object part 

segmentation system and push human parsing into next step. Therefore, we 

would like to present the details of our real-time cross-domain object part seg-

mentation system in the following parts.  
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1 Introduction 

Semantic segmentation is understanding an image at pixel level i.e., and we want to 

assign each pixel an object class in the image [8]. Scene parsing and object parsing, as 

types of semantic segmentation, are widely used in autonomous driving and surveil-

lance video analysis. However, pixel-level labeling is costly, and semantic segmenta-

tion models tend to be poorly generalized across domains. A well-trained model based 

on the database of one scene always performs poorly in the data from other scenes. 

Object part segmentation, which refers to an object decomposed into several se-

mantic parts, enables a computer to understand an image deeply as well as automati-

cally. It takes a significant part in various practical product applications such as face 

beauty fication, virtual reality and so on. However, we generally use to train a model 

using a lot of data with annotations, and it will cost a high annotation expense both in 
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time and labor [1]. Consequently, we expect to create a superior model trained with 

labeled data from source domain to segment data of any target domain. Nevertheless, 

a trained object part segmentation model often turns out to be bad results in applica-

tion due to the shift between source domain and target domain. As a consequence, we 

are focused on solving this new problem: taking an unrestrained benchmark dataset 

with rich pixel-wise labels as the source domain and our real-time cross-domain ob-

ject part segmentation system seems to be necessary and promising. But how to ac-

quire an ideal parser that can annotate automatically by the system itself for the target 

domain is the remaining problem.  

         In this paper, we would like to put forward a real-time cross-domain object part 

segmentation system so as to solve the problem. This system consists of four mod-

ules, namely video capturing module, object capturing module, object segmentation 

module and result displaying module. Object segmentation module, the core module, 

applies the cross-domain human parsing method. It consists of two new compensation 

components, adversarial feature adaptation component and adversarial structured 

label adaptation component. The feature adaptation component is aimed at minimiz-

ing the feature distinctions between different domains, while the structured label ad-

aptation is used for maximizing the label map universalities across the domains. The 

outcomes conformably corroborate our system an ideal one with efficient data and 

excellent performance for the challenging cross-domain human parsing problem. 

Meanwhile, we will continue to extend this approach to cross-domain object part 

segmentation as well. In addition, we presume that the exploration of the challenging 

issue will contribute our real-time cross-domain object part segmentation system to be 

more useful one among various practical applications. 

The superiorities of this created system are summarized as follows. For one 

thing, the real-time cross-domain object part segmentation system can segment any 

target domain without any annotation just through transforming a source domain with 

rich pixel-wise annotation. For another, the capability of the system outperforms the 

state-of-art cross-domain approaches by two novel compensation components. More-

over, the system can segment 25 frames per second using NVIDIA GeForce GTX 

1080, almost in real-time, and it can also be applied among the practical scenes in 

many fields. 

2 Related Work 

Although for many situations, we can find sufficient good performance on some cor-

relating domains, extending the semantic segmentation model to a large variety of 

areas has many advantages, especially the real-time cross-domain area. Current statis-

tical parsers tend to perform well only on their training domain and nearby genres [5]. 

We explore this issue as a new mission---taking an unconstrained benchmark dataset 

with rich pixel-wise labeling as the source domain. With the following techniques 

object detection, object tracking and cross-domain adaptation object part segmenta-

tion, our system aims to segment frames of target domain videos without any addi-

tional manual labeling in real-time. When the system is applied to a certain scene, we 
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only need to collect the data of that scene, and then it can be used as the training data 

of our system without any labeling. Once the training is completed, it can be applied 

to this scene, which can save a lot of time and labor costs. Compared with the tradi-

tional approaches, this resulting system shows obvious advantageous and presents to 

be a highly effective one among most practical applications, and the exploration on 

the challenging problem will contribute our real-time cross-domain object part seg-

mentation system to be a more useful one among practical applications. Therefore, we 

are able to display the value of the real-time cross-domain object part segmentation 

system.  

Object parsing. The semantic object parsing problem has aroused people’s in-

terest in exploring general object parsing, person part segmentation, as well as human 

parsing. Combining CNNs and CRFs is one method for capturing the rich structure 

information based on the advanced CNN architecture [4]. 

Domain adaptation. Deep domain adaptation focuses on transferring model 

learnt in one labeled source domain to one target domain in the deep learning frame-

work. The exploration on this topic has been carried out along three various dimen-

sions: unsupervised adaptation, supervised adaptation and semi-supervised adaptation. 

Unsupervised domain adaptation refers to the setting when the labeled target data is 

not available [9]. 

Domain adaptation method for segmentation. The closely related work to ours 

is [2], where the adversarial feature and structured label adaptation method is firstly 

put forward and developed to learn to diminish the cross-domain feature distinctions 

and increase the label universalities across the two domains. Most mainstream fashion 

parsing model concentrates on parsing high resolution and clean images. However, 

parsers that directly apply benchmarks for high-quality samples to particular applica-

tions in the field often exhibit unsatisfactory performance because of the domain 

shifts. The authors propose a new cross-domain human parsing model to diminish the 

cross-domain distinctions in terms of visual appearance and environment conditions 

and fully increase universalities across domains. The model they proposed explicitly 

explores a feature compensation network, and it is focused on diminishing the cross-

domain distinctions. The outcomes consistently confirm data efficiency and excellent 

performance of the proposed method for the challenging cross-domain human parsing 

issue. The superiorities of the cross-domain human parsing model can be concluded 

as follows. Not only does this model firstly explore the cross-domain human parsing 

problem, but it means putting forward a cross-domain human parsing framework with 

the new feature adaptation and structured label adaptation network as well. Since no 

manual labeling in the target domain is needed, the new method is very useful and 

practical in terms of fully considering both feature invariance and label structure regu-

larization in their cross-domain work. We have made the authors’ original method of 

the paper into a training-predictive integration system. And the authors’ original mod-

el and work guarantee sufficient preparation for the reality of our real-time cross-

domain object part segmentation system. 
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Fig. 1. The architecture of COPS system  

3 System 

Figure 1 displays the architecture of COPS system. As we can see, it contains four 

modules, including video capturing module, object capturing module, object part 

segmentation module and result displaying module. In the video capturing module, a 

video can be filmed by a real-time camera or loaded from the disk offline. After ac-

quiring the video frames, detection [7], and tracking technique [3] are adopted. Detec-

tion technique is used in object capturing module to detect the main objects in the first 

frame, while tracking technique is used to track the detected objects in the following 

frames. Then, the core module, object part segmentation module, generates the seg-

mentation results of the test video frames through a model trained in a source domain 

and transformed by adversarial feature adaptation and adversarial structured label 

adaptation. After finishing these steps, the result displaying module will finally show 

the live video and corresponding segmentation results on the screen at the same time. 

These four modules all work together and play their significant role in the whole sys-

tem. 

Moreover, we would like to highlight the third module, object part segmentation. 

From the third row of Figure 1, the following universalities and distinctions across the 

source domain and target domain can be found, where the universalities are expected 

to be fully utilized, and the distinctions are what we need to overcome and eliminate. 

As for distinctions, they own various viewpoint, tone, illumination, object scale, ob-

ject posture, resolution and degree of blurry. For instance, the light in the target do-

main is much darker than the light in the source domain. Besides, object scale from 
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target domain is smaller than the source domain’s. The people from both domains 

exist the intrinsic universalities, such as the similar structure of human parts. Taking a 

detail as an example, in both domains, according to human being’s common sense, 

the body is below the head, but in the middle of both arms. The approach we adopted 

is to use the universalities and to overcome distinctions for domain adaptation. As a 

consequence, the distinctions of the features by adversarial feature adaptation are 

diminished, while the universalities of the structured labels by adversarial structured 

label adaptation are increased in this system. Plus, the system extremely improves the 

performance of segmentation.  

We try to elaborate the details of adversarial feature adaptation component and 

adversarial structured label adaptation component. The real-time cross-domain object 

part segmentation system contains five networks, namely feature extractor, pixel-wise 

labeler, feature compensation network, feature adversarial network, and structured 

label adversarial network. Firstly, for feature adversarial network, we define one ad-

versarial objective function that is adopted to measure the distance between the distri-

bution of features of target domain and the distribution of the combined features in-

cluding features of source domain and the output of feature compensation network. 

Secondly, for structured label adversarial network, another adversarial objective func-

tion is adopted for measuring the distance between the distribution of predicted label 

of target domain and the distribution of ground truth of source domain. Finally, the 

system can be trained jointly through the approach of LSGAN (least squares genera-

tive adversarial networks) that alternates between optimizing feature adaptation com-

ponent and adversarial structured label adaptation component [6]. 

 

 
Fig. 2. The user interface of COPS system. 
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4 Demonstration 

In order to attest the performance of the real-time cross-domain object part segmenta-

tion system, the demonstration needs a laptop, a video camera as well as a large 

screen. The laptop processes the frames captured by the video camera or loaded from 

disk and then the segmentation results are shown on the screen.  

When selecting a local video file or the live video filmed by the real-time camera 

whose user interface is displayed in Figure 2, this video is going to be shown on 

screen in the left side, while the outcome of object part segmentation module will also 

be presented on screen in the right side during system execution. Meanwhile, users 

can choose whether to present bounding box of the object or crop the object from 

video. Alpha denotes the degree of mergence between the video and the segmentation 

result and it can be adjusted as well.  

We present the comparisons of experimental results human parsing both with 

domain adaptation and without adaptation respectively in Figure 3. The cross-domain 

adaptation human parsing model can predict the details of the pictures so that these 

running results are more robust and adapted to the target domain. Overall, the real-

time cross-domain object part segmentation system shows good performance and can 

be more advantageous for practical applications. 

  

 
 

Fig. 3. Qualitative results on video sequence from target domain. 
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5 Discussion 

Substantial benefit is obvious to applying our system over existing approaches. Using 

the cross-domain human parsing model without any additional manual labeling in 

real-time gives rise to excellent performance in practice. Additionally, our system 

tries to combine the human parsing and cross-domain feature transformation and a 

future direction is to learn these two jointly. Nowadays, our work focuses on chal-

lenging the issue, how to acquire an ideal parser that can annotate automatically by 

the system itself for the target domain. Not only the human parsing field, we also 

intend to extend our approach to scene parsing field. Scene semantic segmentation 

can be used as the core technology in various fields such as autonomous vehicles and 

smart home，and the cross-domain adaptive techniques tend to be extremely essential 

for these applications. 

6 Conclusion 

As mentioned above, we address the problem of taking an unconstrained benchmark 

dataset with rich pixel-wise labeling as the source domain and the real-time cross–

domain object segmentation system is put forward to solve the challenging issue. The 

system is demonstrated to be an excellent one with higher practical advantages and 

more suitable applications. And according to the demonstration, an adversarial feature 

and structured label adaptation method are adopted to the object part segmentation 

module of the real-time cross-domain object segmentation system and they can jointly 

guarantee a precise and stable parser. Apart from the work we have done, we plan to 

continue researching on this approach and updating the domain adaptation technology 

to improve performance of our real-time cross-domain object part segmentation sys-

tem of various fields in the network. 
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