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Recursive Construction of Periodic Steady
State for Neural Networks

Martin Matamala

July 1993

Abstract

We present a strategy in order to build neural networks with long
steady state periodic behavior. This strategy allows us to obtain
2" non equivalent neural networks of size n, when the equivalence
relation is the dynamical systems one. As a particular case, we
build a neural network with n neurons admitting a cycle of period
2",

Keywords: neural networks, dynamical systems

Résumé

Nous presentons une stratégie pour construir des reseaux neu-
ronaux qui ont cycles de grand taille. Cette stratégie nous per-
mets d’obtenir 2" reseaux neuronaux de taille n, qui sont no
équivalents pour la relation de équivalence habituelle dans les sys-
temes dynamiques. Comme un cas particulier, nous construisons
un reseaux neuronal de taille n, qui a un seul cycle de longueur
2",

Mots-clés: reseaux neuronaux, systemes dynamiques
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Abstract

We present a strategy in order to build neural networks with long
steady state periodic behavior. This strategy allows us to obtain 2"
non equivalent neural networks of size n, when the equivalence relation
is the dynamical systems one. As a particular case, we build a neural
network with n» neurons admitting a cycle of period 2.

1 Introduction

A neural network of size n, is a discrete dynamical system acting on {—1, 1}",
whose transition function, F4, is given in term of an nxn real matrix A = (a;;)

as follows:
Fa(z) =35gn(Az);  (Az)i =) agr; i=1,..,n
7=1

sgn: R — {—1,1}", sgn(y);=sgn(y;)) i=1,....,n (1)
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sgn(u) = { 1 uz0
-1 u<0

We are interested in the reverberation neural networks, i.e. neural net-
works where each state of the system, after a finite number of steps comes
back to himself ( hypercube permutations). We study the question: how
many reverberation neural networks have really different dynamical behavior
7. A related question is asked in [2] where an equivalence relation is defined
whose equivalence classes are characterized and the number of elements in
any class is proved to be 2"n! where n is the size of the neural network, but
nothing is said concerning the number of different classes.

Our approach is slightly different and it consists in considering the neural
networks , in particular reverberation neural networks, as dynamical systems.
In order to give a partial answer to our question, we define also an equiva-
lence relation and we prove, by building recursively 2" non equivalent neural
networks, that there exists at least 2" different classes when we consider this
relation in the set of the reverberation neural networks of size n.

This work is divided in two parts: the recursive construction of neural
networks and the enumeration of different dynamical behaviors.

In the former, we give a process which permits us to build recursively
neural networks satisfying two properties: strictness and wvartability which
are weak enough so that one can find a large number of neural networks
satisfying them. This process is supported by lemma 1 and 2; lemma 1
gives a way to build from a threshold function f : {—1,1}" — {—1,1}
another threshold function ¢ : {—1,1}""" — {—1,1} such that over a vector
(z,u) belongs to {—1,1}"x{—1,1}\{y1,92,y3,94}, g(x,u) = f(x) and g(y;)
for e = 1,2,3,4 is fixed by the construction. So, one can describe easily the
dynamical evolution of ¢ in term of those of f. Lemma 2, gives a way in
order to build threshold functions which have an a priori desired behavior.

From these two lemmas we give in theorem 1 a recursive way for the
construction of matrices , i.e., given a matrix A of size n satistying hypotheses
(a’) and (b'), defined in the next section, we build two matrices B and C' of
size n + 1, satisfying also (a’) and (b") . This process will permit us to find
a large number of neural network which are defined by the matrices given in
theorem 1.

In the second part we define an equivalence relation on FP,, the set of
bijective functions from {—1,1}" into {—1,1}" and we build a function n
associating to each element in P, a vector of size 2". We prove that this



function characterizes the equivalence relation, i.e., two functions F' and ¢
are equivalent iff n(F) = n((G). Hence, we prove that the extensions B and
C' given in theorem 1 define non equivalent neural networks by proving that
n(Fg) and n(F¢) are differents, where Fig (resp. F¢) is the transition function
associated a B (resp. (). Latter, we prove that given two non equivalent
neural networks A and A’ their extensions are also non equivalent. This fact
implies that increasing the size of the neural networks by one unit, one can
double the non equivalent neural network number. That explains why we
find 2" non equivalent neural networks.

As a corollary, we build a neural network A of size n which has only one
cycle of period 2.

2 Recursive construction of neural network

The following properties are important in our construction and represent the
possibility of modification for a vector.

Definition 1 Consider a € R". We say that

3

(a) ais strictif Ve € {-1,1}" a-2 = 4 #0

J

(b) @ is variable if 31 € {—1,1}", a- I < 0 such that

Vee{-1,1}"2#1 a-v2<0=a-x<a-I

Observe that for a vector a satisfying (a) and (b) we have the scheme given
in figure 1 which we adopt in order to give a more clear vision of the results.

| | I |
B
<x /I ax<0 } a ala {x I ax>0 }

Figure 1: Scheme of the values of a - & where x € {—1,1}" and a is a strict
vartable vector.



For a vector a satisfying (a) and (b) one can have only x such that a-2 < 0
or a-x > 0 and then between a - I, and —a - I, in figure 1, there no exist
any value a - x.

Definition 2 Previous definitions apply to a real nxn matrix A by imposing
that each row of A satisfies them. More precisely, given a matrix A we say :

(a’) A is strict if each row of A, @', for i = 1,...,n, is strict.

(b") A is variable if there exists a vector I4 such that a' satisfies (b) with
I =14, foreveryi=1,...,n.

When there exists a vector 4 (resp. I, ) satisfying (b’)(resp. b ) we say
that A(resp. a ) is I4( resp. I, )-variable.

In the sequel we will work with vectors and matrices verifying properties

(a) and (b). So, we define

M>(R)={A: Ais a strict variable nxn real matrix}

R} ={a € R", is a strict variable vector}

Definition 3 The transition function F, associated to vector « € R" is given
by:
Fa : {_17 1}n - {_17 1}

r— F,(x) =sgn(a-x)

Observe that F4 given in equation 1 can be written as follows:
Fu(z); = Fi(x) =sgn(a'-x) i=1,..,n

where @' is the ith row of A.

The following lemmas give the vector basic extensions. In this lemmas
several technical details are concentrated and in the sequel only its conclu-
sions will be used.

In lemma 1 we build from a vector a € R? another vector b € R!'' such
that the function Fy is an extension of the function F, from R"\{[l,,—1,}
to R\ {(uls,uw)/p,u € {—1,1}} and such that F, over {(ul,,u)/p,u €
{—1,1}} takes values depending only in the n + 1th coordinate. In order to



get a better understanding of lemma 1 we show the meaning of the concepts
used on, by giving an example.
Consider the vector a € R? given by

1
—(1,—= 2
1,4 2)
Compute the values a - x for x € {—1,1}*. Since a -z = —a - (—x) we get:
1 1 —1
3
a-(-1,1)=-1-1=-2 a-(1,-1) =3
Clearly a is strict. Let It = (=1, —1). Then since
; < L <0< L < ;
2 2 2 2
a is 1,-variable.
Let D (a), D} (a) be given by
D (a)={z e {-1,1}"Ja-2 <0, z# 1.} (3)
DH@) = {r € (L) a2 >0, 241} (1

In this case: n = 2, I{ = (=1,—1) and o' = (1,—1). Then D7 (a) =
{(-1,1)} Di(a) = {(1 —1)}. Let h, be the maximum value in D (a)
given by:

hy =max{a-x: x € D, (a)} (5)

Thenha:—%. Let 6 > 0 be such that 2a¢ - [, = —1 < 5<—%—a-]a

and fetole = 1 « —§ < —1=¢. [, Taking 6 =2 and v = (I,); = —1 we

define b € R® by
blzalzl 62:a2—|—v%:—%—%:—§bn+l:—%:—%
Then b is as follows:
7T 3
b =(1,——, —= 6
(7 87 8) ()

and b+ (z,u) for (x,u) € {—1,1}*x{—1,1} is given by (see figure 2)

5



—b-(1,-1,—-1) =
(1L,1,=-1)==b-(—-1,-1,1) =

9
4

b [ = |

For a vector [ € R" and an element v € R we denote by (/,v)" the
extension of I from R" into R™" whose n + 1th coordinate is v.

So, b is strict and taking If = (—1,,1) = (1,1,1) one obtains that b- I, =
—i and Ay = —% and then b is I,-variable. Moreover, F, and F, are related
by:

F(-1,1,1) = Fy(—=1,1,-1) = F,(-1,1) = —1

Fy(1,=1,1) = Fy(1,—1,—1) = F,(1,-1) =1
and Fb(]m 1) =—-1= Fb(_]m 1), Fb(]m —1) =1= Fb(_]m —1) SO7

Fy(z,u) = Fy(a) o #1, v # -1, (7)
and
Fy(pl,u)=—u  pue{=1,1} (8)
Taking X
# = (1) )

we deduce that I} = (—=1,-1), hs = —2 and a - I; = —%. Tor a we define

vector b by:

- 1 3 3 15 3
It is easy to see that b is strict, Il = (—I,,v) = (1,1, 1)-variable and that
I satisfies equations 7 and 8. The generalization of this result is given in
lemma 1.

ha al

—al -h
a N a a a
-1 -~ 0 3 1
‘ a 4
T ‘ ‘ l ‘ T
| | 1 \ 3
2
_1 2
- 3 — bl
s > b 5
2
hp

Figure 2: Scheme of the values of (1,5}) - @ where 2 € {—1,1}%



Lemma 1. Let a € R". Then, there exists b € R"! satisfying:

(a) I} = (=L, 1),

(b) \V/(l’,u) S {_17 1}nx{_17 1} x 7£ _]av z 7£ I, Fb(xvu) = Fa(l')
(C) \v’,u,u € {_17 1} Fb(:u]avu) = U

Proof

Let D (a), D} (a) be given as in equations 3 and 4.
Since «a is a strict vector we have the following equivalence

ve{-1,1}"ifx e {1, I,} Vae D, (a) Vae Dl a) (11)

Let h, be the maximum value in D (a) given in equation 5. Since a is
I,-variable we have that h, < a- I, < 0 and then ( see figure 3 ):

g -,
2a -1, < a-1, and %<a-la (12)
so, there exists 6 > 0 such that
g -,
201, < =6 <a-1, and %<—5< (13)

which is equivalent to:
—(a-I,+6)<0, hy+o6<—(a-I,+06)and a- I, < —(a-I,+06) (14)

Observe that in figure 3 we suppose that }““"27“1“ > 2a - I, > h, which

is not the general case. From definition of h, and equation 14 we have for
x € D (a) that:

a-x2+6<h,+6<—(a-1,+6)<0 (15)
hence, 6 < |a - z|. Since x € D;, (a) iff —z € D} (a) we obtain
Vo € D, (a)UDf(a) |a-z|>6 (16)

Define b € R"*! by



F4D (@)
Figure 3: Scheme of the values of differents parameters defined in lemma 1.

) )
,...,n—l bn:an—l—v§ bn+1:—§

where (1,), = v. It is clear that for (x,u) € {—1,1}"x{—1,1} we have
)
b-(:z;,u):a-x—l—(vxn—u)§ (17)

and then
|- (x,u)—a-z] <6 (18)

We shall prove that bis variable . For that we want to find («, u) satisfying

b (z,u) < 0. Let € D, (a)U D/} (a) then from equations 16 and 18 we
have:

a-x>0 =b-(x,u)>a-x2—6>0 (19)

and
a- <0 =b-(r,u)<a-24+6<0 (20)

Let @ = pul, with g = —1,1. Since (1,), = v, from equation 17 we have:
) )
b (ple,1) = a- plo+(vop =Yg = a-pla+ (p = 1)3 (21)

so, from equations 14 and 21 we obtain:

p=1=b-U,1)=a-I,<—(a-I,+6)<0 (22)
p=-1=b-(-I,1)=—-a-L,+(-1-1)i=—(a- I, +6) <0 (23)



le, b (ply,1) <0 for p=—1,1. Let [, = (—1,,1). Then from equation 23
we get b- I, < 0 and applying equations 19, 20, 22 and 23 we obtain the
following equivalence:

b-(x,u)<0and (z,u)# Liiffa-a <O0OANx#I,V(x,u)=(1,,1) (24)

Let (x,u) € {—1,1}** such that b- (z,u) < 0 A (z,u) # [,. From equation
24 there are only two possibilities for (z,u). For the first one i.e, a -2 < 0
and = # [, we know, from equations 15, 20 and 23 that

b-(v,u)<a-z+6<—(a-I,+6)=0b-1,
For the second one, from equation 22 we get that
b-(Iy,1)=a-1,<b-1

which proves that b is [-variable. Observe that the inequalities in equations
19, 20, 22 and 23 are strict, so,

V(w,u) € {—=1,1}"" b (2,u) <OV b (2,u) >0

which says that b is strict.
Finally, from equations 19, 20, 22 and 23 we get:

Y(z,u) € {—1,1}"t" 2 € D7 (a) U D} (a)
Fy(z,u) = sgn(b- (xz,u)) = sgn(a-x) = Fy(x)
and

Vu,p € {=1,1} Fy(ply,u) = sgn(b- (ply,u)) = sgn(—u) = —u

In next lemma we build two vectors ¢ and d in R'*'. Vector d is such
that the function Fj is the projection over the n + 1th coordinate. Vector ¢
defines the function F. being the projection of the n + 1th coordinate from
R\{(pls,u)/pu € {=1,1}} into {—1,1} and it considers only the sign of the
nth coordinate of (pl,,u) for p, v e {—1,1}.

In order to show how proceeds the proof of lemma 2 we give an example:

9



Let 1, = (—1,—1). We define

1
€= (_17_172_5): (_17_175) (25)
and . 5
d= (_17 _172 - 7) = (_17 _17 5) (26)

Then ¢ (z,u) for (z,u) € {—1,1}*x{—1,1} is given by:

1 7
co(~L—lL-)=—c(LL) =5 c (~L-L1)=—c (11,-1)=

3 3
c-(~LL1)=—c (L-l=1)=5 c (L1 -1)=—c-(I,-1,1) = —

s0, ¢ is strict, I, = (—1,,1) = (1,1, 1)-variable and satisfies F.(z,u) =u x #
Iy, ©# =1, , F(=1,,—1) = =1 and F.(—=1,,1) =11i.e., F.(ul,,u) = p.
By the other hand d - (2, u) is given by:

1
d- (=11, -1)=~d-(LL1) =~ d-(~L=L1)=~d-(1,1,-1) =

d-(—l,l,l):—d-(l,—l—l):g de(—1,1,—1) = —d-(1,~1,1) =

[N I S NV N

so, d is strict, (I, —1)-variable and Fy(x,u) =u

Lemma 2. For I, € R",(I,), = v there exist ¢ and d € R'"" such that:
(a) I, = (1., 1) I; = (I, —1)

(b.1) V(z,u) € {-1,1}"x{-1,1} a# I, # -1, F.z,u)=u
(b.2) Vp,u € {—=1,1} Fu(pl,,u) = p.

(c) V(z,u) € {—1,1}"x{=1,1} Fylz,u)=u

Proof The construction of ¢ and d is very similar. So, we give this construc-
tion in only a vector e(r) which will be appropriately evaluated in order to
obtain ¢ and d.

Let e(r)! = (]a, (n— )) , |r| =1 belong to R"**.

r
2

10



For (x,u) € {—1,1}"x{—1,1} we have
e(r) - (z,u) =2 I, + u(n — g) (27)

It is easy to see that @ # ul,, p = —1,1 is equivalent to —n+2 < -1, < n—2,
which applied to equation 27 implies:

u=1 e(r)-(:z;,l)Z—n—|—2—|—n—g:2—g>1 (28)

u=—1 e(r)-(:z;,—l)§—n—|—g—|—n—2:—2—|—g<—1 (29)

ie.
sgn(e(r) - (x,u)) = w when « # pl,, p=—1,1

Let © = pl,, p =1, —1. Then

T ur
e(r) (ply,u) = pl, - I, +u(n — 5) = (p+u)n — -
So, [e(r)- (plw,w)| = [(ptwn—5| > | [p+ulp = %] | =] ln +uln -1 | >

0. Hence, from equations 28 and 29 e(r) is strict.
We prove that e(r) is I.(y-variable with ]z(T) = r(—1,,1). Compute the
value e(r) - Io(y:

e(r) - Iy = ((—r +r)n + —E) = —%

2

moreover,

6(7“) . (_]a7 _1) —= (—2n —I— g) e —2n _I_ g < _1

Since r(—1,,1) # (—1,, —1) we obtain:
(w,u) # Iy and e(r) - (z,u) < 0iff  # I,, * # =, and u = —1 or
(x,u) = (—1,,—1) and then for e(r) - (x,u) <0 we get

(z,u) # 16(7’) = e(r) - (r,u) < =1 <e(r)- ]e(r) - _%

So, e(r) is I.(,-variable.

Taking ¢ = e(1) and d = e(—1) it is easy to see that (a), (b) and (c) are
satisfied.

|

11



The extension for a matrix A is given in the following theorem. As an
example of the construction consider the real matrix A given by:
J R . . .
A= ( 1 12 ) = (Z) where ¢ and @ are given in equations 2 and 9.
T2
Then from the analysis for a and a, A is strict and [4 = (—1, —1)-variable.

b 1 I 2

e 8 _

Consider B given by B = (b) = (% 2 3) where B, b and ¢ are
c 1 -1

constructed by equations 6, 10 and 25. Then B is strict and (1,1,1)-

variable. Moreover, for x £ 14, x # —14

ro|Wco| ! co

Fp(z,u) = (Fy(z,u), Fy(z,u), Fo(z,u))

and
Fy(pla,u) = (Fy(pla,u), Fy(pla,u), Fo(pls,u))
= (_u7 _u7ll'[/)t = (_ue%:u)t
a 0 1 —% 0
where €} = (1,1). Now, let C' = | a 0l=|[-5 1 0] wheredis
d 1 -1 s

given by equation 26. Then C is strict and (14, —1)-variable. Moreover,

Fe(x,u) = (Fo(x), Fa(x), Fa(w,u))" = (Fa(x),u)

The last construction is generalized for any matrix in M*(R) in the following
theorem.

Theorem 1. For A € M(R), there exist B and C in M7, (R) such that
(a) Ip = (—14,1), Ioc=(l4,—1)

(b) V(z,u) € {-1,1}"x{-1.1} Fe(z,u) = (Fa(z),u)’

(c) Y(z,u) € {=1,1}"x{~1,1} @ # —la, v # L4 Fp(x,u) = (Fa(z),u)

Vu,u € {=1,1}  Fp(pls,u) = (—ue,, p) (30)

12



where ¢! = (1,...,1) € R".

Proof
Construction of matrix B :

Since A € M*(R) we know that each row, @', 7 = 1,....,n belongs to
R". Applying Lemma 1 to each row we find vectors b € R"*' which are
(=14, 1)-variables, satisfying:

V(e,u) € {=1,1}"x{=1,1} a # =14, @ # 14 Fy(x,u) = F,i(x) and
Foi(pla,u) = —u

By applying Lemma 2, for [ = I 4, we obtain ¢ € R""' (—14,1)-variable,
such that

V(e,u) € {=1,1}"x{=1,1} o # —I4, * # I4 F.x,u) = u and
Fc(ﬂ]Av u) =H

Define B = (b, %, ..., 0" ¢). Since each bi, for i = 1,...,n belongs to Rt
with Iy = (—14,1) one knows that B € M ,(R) and from lemma 1 and
conclusion (b) of lemma 2, B verifies properties (a) and (c¢) of the theorem .
Construction of matrix C' :

Let d be the vector given by lemma 2 which is ([,, —1)-variable. Let C
be defined by:

CZ']‘:CLZ']‘ 1§@,]§n C]‘M_HZO 1§j§n Cn_|_17]‘:d]‘ 1§]§n—|—1
Since d € Rt with Iy = (14,—1), C € M?,,. Moreover, C (i) =

(fxu) and then Fo is given by Fo(z,u) = (Fa(a), Fy(uw)) = (Fa(z),u).

So, C satisfies (a) and (b) in theorem. W

3 Non equivalent neural networks

Consider the set P, of the bijective functions on {—1,1}". The following
property is shown in [2] for F' € P,.

Vee{—1,1}"dse N F’(z)=ua (31)
We define the cycle of « by F, Op(x), for F' € P, by
Op(z) =<z, F(2), ..., FT " (z) >

13



where T is the first integer such that FTmF(:L') = 2. T! is called the period
of the cycle Op(x). We say that y € Op(x) iff there exists s € IN such that
1

F*(x) =y. Taking A = ( ! _2) we have

_% 1
Op,(1,1)=<(1,1)> Op,(-1,-1)=—<(-1,-1) >

and
Op,(1,—1) =< (1,-1),(1,-1) >
Then
F F F F
Ty =1 =14 Tihn =Taky =2

In order to show the power of the construction given in section 2 it is
necessary to specify when two neural networks have different dynamics. For
that we define the following equivalence relation:

Given F' and G in P, we say that F'is equivalent to G iff there exists a
function ® on P, such that

Vo e {~1,1})" F(®(z)) = o(G(z)) (32)

This definition does not permit easily to prove that our construction builds
non equivalent neural network. For that, given a function F' € P,, we define
the characteristic of F' by a vector n(F') in IN*" | such that its 7th component
gives the cycle numbers of period 7 of F' and we prove the following lemma.

Lemma 4. Two functions F' and G in P, are equivalent iff n(F') = n(G).
Proof (=) We prove the following equivalence for ® satisfying equation 32:

CF =<, F(x),.., "7 () > is a cycle for ' iff (33)
C% =< ®(x),®(F(x)),..., 0(FL71(z)) > is a cycle for G.

Indeed, since F' and (G are equivalent we have that
O(F'(x)) = G (®(x)) for i =0,...., L — 1

and then equation 32 is true. Hence for each cycle of size L of F' we have a
cycle of size L for G and conversely for each cycle of size L of G we have a

cycle of size L for G with which n(F') = n(G).

14



(<) Since F' and G belong to P,, a vector & € {—1,1}" can belong to only
one cycle.

Let C}, ﬂ; J = 1,...,n; be the different cycles of size ¢ for F' and G respec-
tively. We define the function ® associating (7 to 3} as follows:

Let Ot =<z, F(x),.... " (z) > and 3! =< y,G(y),...,G" '(y) > then
we define ¢ by:

O(GH(y) = FM(x) 1<k<i—1 Oy)=u

Making this process for any j and any ¢ we define completely & satisfying
OF =Go. =

Definition We say that a real matrix A is a reverberation neural network if

F4 belong to P,.

Proposition 1. Let A € M} (R) a reverberation neural network. Then B
and C given in theorem 1 are reverberation neural networks and the periods
of their cycles are determined in terms of the periods of the cycles of F)y as
follows:

V(z,u) € {—1,1}"x{-1,1}  T(%, =Tk (34)

\V/(l’,u) S {_17 1}nx{_17 1} ]Av _]A Qé OFA(x) T(};],Bu) = TfA (35)

if uly € Op,(x) for some y = —1,1 then T(I;qu) _ 7F5 (36)

(“IAvu)
2774 if e, € Op,(14)

where T2 = QTIZA ifu=—pand e, ¢ Op,(14) (37)

(“IAvu)

TIFA ifu=ypande, ¢ Op,(14)

A
Proof Before giving the proof we analyze our example: From the definition
of B and C in it is easy to see that:

Opy(1,—1,—1) = Op,(=1,1,—1) =< (1,—=1,=1),(=1,1,-1) >
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Op,(=1,1,1) = Op, (1, —1,1) =< (—=1,1,1),(1,-1,1) >

Opy(—1,—1,1) = =Op, (1,1, 1) =< (=1,-1,1) >
Opy(1,1,1) = Opy (=1, -1, —1) =< (1,1,1),(=1,-1,—=1) >

and
Op.(1,=1,—1) = Op.(=1,1,—1) =< (1,—=1,—1),(=1,1,—=1) >
Op.(—=1,1,1) = Op.(1,—1,1) =< (=1,1,1),(1,—1,1) >
Op.(=1,—1,1) = =Op.(1,1,—1) =< (=1, —1,1) >
Op.(1,1,1) = —Op.(—1,-1,—1) =< (1,1,1) >
and then
V(z,u) e (=1, 1)x{-1,1} T/, =T
Vo e {—1,1Y a # Ly # —1y 1B, =T
F F F
T(If,n = T(_E}A,_n =1= TIAA
and
F F F
T(—BIA,I) = T(If,—l) = 2 = QTIAA

Note that we are in the case e ¢ Op,(14), (14,1) and (=14, —1) satisfy the
condition v = g and (—1,,1) and (—14,—1) satisfy the condition v = —pu.
This proves the proposition in the our example.

Now we give the general proof. Firstly we prove that B and C are re-
verberation neural networks. Suppose that Feo(z,u) = Fe(a/,u’). Since
Fe(x,u) = (Fa(x),u) we have that v = v’ and Fa(x) = Fa(2'). But A is
a reverberation neural network, so (z,u) = (2/,u’) and C is a reverberation
neural network. Now, suppose that Fg(z,u) = Fg(a',u'). Then if @ # ply
we proceed as above. When © = pul4 we have Fp(px,u) = (—ue,, ). Since
A is a reverberation neural network, F4(y) = —ue, only for y = pl4. Then
' = /14 and from (—ue,, u) = (—u'e,, u’') we conclude that (z,u) = (', u’)
and B is a reverberation neural network.

Properties 34 and 35 follow from the fact that

Vke IN Fhi(z,u)= (F§(z),u) and Ff(z,u) = (F§(z),u) when F§(x) #
— 14, 14
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When pl4 € Op,(x) we have that

Opg(x,u) =< (,u), .oy (2, 1), (L ayw), (—ue, i), ., (y,w) >

and since Fg € P11, Op,(pl4,u) is given by:

Op,(ppla,u) =< (pla,u), (—ue, ), ooy (y,w)(x,u), ..., (2,1) >

Observe the structure of Op, (pla,u). Suppose that e € Op,(14) then since
F4 € P, the following sequence of transition is true:

lfj——ee— > —-I4—ec— - =14
— —

Fa

TIA

and then from Theorem 1
(play pr) = (—pe,p) — - = (=pla, p) — (—pe, —p) — - — (—pla, —p)

(=plas—p) = (pe,—p) = -+ — (pla, —p) = (pe,p) — -+ — (pda, 1)
. F _ pF _ F _ F _ opF
1.€., T(MJ?AM) - T(Mjih—#) o T(—BMIAM) - T(—BMIA,—M) - 2TIAA

If e ¢ Op,(14) then

(nday pr) = (—pes p) = -+ — (pda, )

: Fp _ mFa
le., T(MIAW«) = T(ub;)’ moreover,

(nlas—p) = (e, p) = -+ — (—pla, p)
(=plasp) = (—pe,—p) — - — (pla, —p1)
i.e.,T(ZJ?A_M) = ZT(Z?A) and we have the conclusions. B

Observe that in our example we have n(F4) = (2,2,0,0), n(Fg) =
(2,3,0,0,0,0,0,0) and n(fe) = (4,2,0,0,0,0,0,0) which motives the fol-
lowing corollary which is a conclusion of lemma 4 and proposition 1.

Corollary 1 For matrices A, B and (' in proposition 1 we have

(a) U(Fc)Z = ZU(FA)Z 1 < <<2n U(Fc)Z =0 2"<: < grtl
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(b) T](FB)Z = ZU(FA)Z 1 <p < 2" U(FB)Z =02" <1 < 2ntl g 7£ Tfi 7 7£ QTI’i

If e € Op,(14) then
(¢) n(Fp)gra = 2(0(Fa)pra — 1)
Ta Ta
F n
M(Fa)ygen 2L <2

n(Fp),ra =1+
) {0 2TF4 > o
if e ¢ Op,(14) then
(@) (Fa)yer = 20(Fa)yrs —2) +2
A A

20(Fa)yyra 2000 <27
A

U(FB) r, =14
L 0 2TF4 > o

Since U(FB)2TIFA is odd, the neural network B and (' are not equivalent.
A

Proof Observe that since 2(n(Fa),ry — 1) = 2(n(F4) 74 —2) + 2 we could
Ta Ta

join (¢) and (d). For sake of clearness we prefer this form.

From Proposition 1 one knows that from each cycle Op, (2) we can obtain
two cycles Op_ (x,—1) and Op_(x, 1) with the same period and that the cycle
numbers of a given size of F4 1s doubled in Fi=. This same argument is true for
F'g when the cycle O, does not contain neither /4 nor —14. When I4 or —14
belongs to Op,(x) we know that if e € Op,(14) then Op,(I4) = Op,(—14)
and the cycle, Op,(14) which is of size TIZA, is transformed in the cycle
Op,(pla, p) of size ZTIZA. This is described by (c¢). If e ¢ Op,({4) then
Orp,(14) # Op,(—14) and both are transformed in the cycle Op, (14, —1) of
size ZTIZA, cycle Op,(14,1) of size TIZA and cycle Op,(—14,—1) of size ng.
The last observations is trivial from the definition of n. B

Proposition 2. Let {A'}L | be a family of non equivalent reverberation
neural networks in M*(R). Then {B‘,C*}£ | is a family of non equivalent
reverberation neural networks in My, (R), where B' and C* are built from

A in theorem 1.

Proof
Suppose that there exist two equivalent neural networks in { B, C*}L,.
Then, it is sufficient to analyze the following cases:
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(a) n(Fgi) = n(Fp;). Then we have that V1 < k < 2" | k # TIZA and
k#2072

N(Fpi )k = n(Fpsi)r = n(Fai)e = n(Fas )
and from (c) and (d) in Corollary 1 one obtains n(F4i) = n(Fa)

(b) n(Fei) = n(Fgs). Applying the same arguments as in (a) we conclude that
n(Fa) =n(Fa)so, (a) and (b) are in contradiction with the non equivalence
of A; and A;.
(¢) n(Fgi) = n(Fgs). Then ‘

even ZTI’?; < 2m
1)y =144 2T > 2

and

even ZTAf < on
U(FCJ)sz‘; = { YN

0 274 > 2n
but, this is a contradiction too. M

Theorem 2 For any n € IN there exist 2" non equivalent reverberation
neural networks in M*(R)

Proof We proceed by induction on n
For n = 2 the matrices A* : ¢ =1,2,3,4 given by

1 -1 1 -1 !
1 _ 2 2 2 3 _ 2 4 _
=L ) =0 L) o= (Y )

are in M}, and have the following characteristics

|
TN
e
[S—
w|L —
N

n(A') = (4,0,0,0) n(A*) =(2,1,0,0) n(A®) = (0,2,0,0) n(A*) = (0,0,0,1)

and then are not equivalent. Accepting that there exists 2" non equivalent
neural networks for matrices of size n we can apply proposition 2 in order to
obtains 2"t non equivalent neural networks for size n +1. B

By using corollary 1 we get the following result which is given in [1]:
Corollary 2 Vn € IN there exists A € M (R) whose characteristic is given
by:
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n(Fa,)i =0 fori#2" and n(Fa,)m =1

Proof Taking n = 2 we have that A* given by theorem 2 belong to Mj
and its characteristic is (0,0,0,1). Accepting that there exist A € M*(R)
with 5(A) = (0,...,1) then by corollary 1 we obtain B € M (R) with
n(B)=(0,...,1) because ¢, € Op,(I4). A

4 Conclusion

The results shown in this work permit us to obtain a wide variety of non
equivalent dynamics when we consider the family of reverberation neural
networks in M*(R). This kind of constructions can be applied for information
storage where the information is codified in the cycles of the neural network.

It is desirable to extend our construction to any function in M (R). In
this case theorem 1 is true and we can build recursively neural networks in
M7 (R). Moreover, we can obtain an analogous result to proposition 1 which
permits us to know the behavior of neural networks of size n 4+ 1 in term
of those of the neural networks of size n. But, the characterization given in
lemma 4 for the equivalence of two functions in M?(R) is not longer true.
For that, it is interesting to find an invariant in the general case.
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