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Abstract: This paper deals with a new and systematic method of approximating exact

nonlinear �lters with �nite dimensional �lters. The method used here is based on the

di�erential geometric approach to statistics. The projection �lter is derived in the case

of exponential families. A characterization of the �lters is given in terms of an assumed

density principle. An a posteriori measure of the performance of the projection �lter is

de�ned. Applications to particular systems, and numerical schemes which can be used to

implement the projection �lter are given in the �nal part. The results of simulations for the

cubic sensor are discussed.
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Une Approche du Filtrage Non{Lin�eaire

Fond�ee sur la G�eom�etrie Di��erentielle :

le Filtre par Projection

R�esum�e : Cet article propose une m�ethode nouvelle et syst�ematique pour l'approximation

d'un �ltre non{lin�eaire exact par un �ltre de dimension �nie. La m�ethode repose sur l'utili-

sation d'outils de g�eom�etrie di��erentielle en statistique. L'�equation du �ltre par projection

est �etablie dans le cas des familles exponentielles, et on en donne une caract�erisation en

tant que �ltre de forme donn�ee. On d�e�nit �egalement une mesure a posteriori de la qualit�e

de l'approximation. Dans la derni�ere partie, on �etudie quelques exemples, et on propose un

sch�ema num�erique pour la mise en �uvre du �ltre par projection. Finalement, on pr�esente

des r�esultats de simulations pour le probl�eme du senseur cubique.

Mots-cl�e : �ltre de dimension �nie, assumed density �lter, projection �lter, information

de Fisher, g�eom�etrie di��erentielle et statistique
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1 Introduction

The �ltering problem consists in estimating the state of a stochastic di�erential system

from noisy observations. In the linear Gaussian case the problem was solved by Kalman,

who introduced the well known Kalman �lter, a �nite dimensional system of equations

for the �rst two conditional moments of the state given the observations. In the linear

context this provides also the whole conditional density of the state given the observations,

as this density is Gaussian and hence characterized by the �rst two moments. In the general

nonlinear case, the �ltering problem consists in computing the conditional density of the

state given the observations. This density is the solution of a stochastic partial di�erential

equation, the Kushner{Stratonovich equation. The general nonlinear problem is far more

complicated because the resulting nonlinear �lter is not �nite dimensional in general. A well

known approximation method is the extended Kalman �lter (EKF): one linearizes around

the current estimate obtaining a locally linear system, and then applies the Kalman �lter

equations. This procedure is usually justi�ed on the basis of heuristic considerations, and

not much is known about its e�ciency, except in the case of small observation noise, see

Picard [19], [17] and [18].

Another choice in the nonlinear case is the Gaussian assumed density �lter (GADF),

obtained by assuming the conditional density to be Gaussian, closing under this assumption

the set of exact equations for the �rst two moments and producing a �nite dimensional �lter.

This is dangerous, because assuming a false hypothesis one can deduce everything.

In 1987, Hanzon [6] introduced the projection �lter (PF), which is a �nite dimensional

nonlinear �lter based on the di�erential geometric approach to statistics. The projection

�lter is obtained by projecting the Kushner{Stratonovich equation onto the tangent space

of a �nite dimensional manifold of probability densities, according to the Fisher information

metric and its extension to the in�nite dimensional space of square roots of densities, the

Hellinger distance.

Later on, in 1991, it was proved in Hanzon and Hut [8] that if one projects onto the

tangent space of the �nite dimensional manifold of Gaussian densities, the resulting PF

coincides with an assumed density �lter which is obtained as follows : one computes the

�rst two conditional moments equations in McShane{Fisk{Stratonovich (MFS) form, and

then assumes the conditional density to be Gaussian, closing in this way the equations for

the �rst two moments. We call this �lter MFS{based GADF. Its e�ciency has been recently

studied in Brigo [2], in the case of small observation noise. In [8] it was also proven that what

we described above is in general not the same as assuming a Gaussian density in the Itô

equations for the �rst two moments and then transforming the obtained �lter in MFS form :

the MFS{based GADF is not just an MFS version of the Itô{based GADF. The equivalence

between the MFS{based GADF and the Gaussian PF is very important when generalized to

exponential families, because it gives a simple characterization of the exponential projection

�lter (EPF) which is independent of geometric concepts. In fact we will see that in principle

the EPF can be derived as an assumed density �lter : one can just write the MFS equations

for the m conditional expectations of the exponent functions of the selected exponential

family, and then assume the conditional density to be exponential and characterized by such

RR n�2598



4 D. Brigo, B. Hanzon & F. Le Gland

expectations, obtaining in this way a closed set of stochastic di�erential equation. We shall

prove that this is the same as the EPF obtained by projecting the right{hand{side of the

Kushner{Stratonovich equation on the selected exponential family.

The purpose of this paper is to provide an introduction to the projection �lter. We pro-

vide a rigorous de�nition of the PF in the case of a manifold of exponential probability

densities. We also present some formulae concerning auxiliary quantities, such as the pro-

jection residual (PR), the purpose of which is to provide a local measure of the quality of

the �lter behaviour. We develop explicit formulae for the particular example of the cubic

sensor. The �lters are derived by using the geometric approach, but in principle the reader

can rederive them by using the assumed density idea without using any Riemannian geome-

try. Finally, we present some numerical simulations and comparisons for the cubic sensor,

between the projection �lter and the numerical solution of the nonlinear �ltering equation.

2 Statistical manifolds

On the measurable space (R

n

;B(R

n

)) we consider a non{negative and �{�nite measure

�, and we de�ne M(�) to be the set of all non{negative and �nite measures � which are

absolutely continuous w.r.t. �, and whose density

p

�

=

d�

d�

is positive �{a.e. For simplicity, we restrict ourselves in this paper to the case where � is the

Lebesgue measure on R

n

.

In the following, we denote by H(�) the set of all the densities of measures contained in

M(�). Notice that, as all the measures inM(�) are non{negative and �nite, we have that if

p is a density in H(�) then p2L

1

(�), that is (

p

p)

2

2L

1

(�) and then

p

p2L

2

(�). The above

remark implies that the set R(�) := f

p

p : p2H(�)g of square roots of densities of H(�) is

a subset of L

2

(�). Notice that all

p

p in R(�) satisfy

p

p(x) > 0, for all x 2 R

n

. The above

remarks lead to the de�nition of the following metric in R(�), see [7] : d

R

(

p

p

1

;

p

p

2

) :=

k

p

p

1

�

p

p

2

k, where k � k denotes the norm of the Hilbert space L

2

(�). This leads to the

Hellinger metric on H(�) (or M(�)), obtained by using the bijection between densities (or

measures) and square roots of densities : if �

1

and �

2

are the measures having densities p

1

and p

2

w.r.t. �, the Hellinger metric is de�ned as d

M

(�

1

; �

2

) = d

H

(p

1

; p

2

) = d

R

(

p

p

1

;

p

p

2

).

It can be shown, see e.g. [7], that the distance d

M

(�

1

; �

2

) inM(�) is de�ned independently

of the particular � we choose as basic measure, as long as both �

1

and �

2

are absolutely

continuous w.r.t. �. As one can always �nd a � such that both �

1

and �

2

are absolutely

continuous w.r.t. � (take for example � := (�

1

+ �

2

)=2), the distance is well de�ned on the

set of all �nite and positive measures on (
;F). Note that R(�) is not a submanifold of

L

2

(�), in particular it is not open in L

2

(�).

In the following we give a very quick review of the main concepts we need from di�erential

geometry. For the basic de�nitions and a more technical introduction on manifolds, tangent

vectors and related concepts we refer to the literature, see for example [1], the references

INRIA
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given therein. Consider an open subset M of L

2

(�). Let x be a point ofM . Let 
 be a curve

on M around x, i.e. a di�erentiable map between an open neighborhood of 0 2 R and M

such that 
(0) = x. We can de�ne the tangent vector to 
 at x as the Fr�echet derivative

D
(0). The derivative D
(0) is the linear map de�ned in R around 0 and taking values in

L

2

(�) such that the following limit holds:

lim

jhj!0

k
(h) � 
(0) �D
(0) � hk

jhj

= 0 :

The map D
(0) approximates linearly the change of 
 around x. Let C

x

(M ) be the set of

all the curves on M around x. If we consider the space

L

x

M := fD
(0) : 
 2 C

x

(M )g ;

of tangent vectors to all the possible curves onM around x, we obtain again the space L

2

(�).

This is due to the fact that for every v 2 L

2

(�) we can always consider the straight line




v

(h) := x+ h v. Since M is open, 


v

(h) takes values in M for jhj small enough. Of course

D


v

(0) = v, so that indeed L

x

M = L

2

(�). The situation becomes di�erent if we consider an

m{dimensional manifold N imbedded in L

2

(�). We can consider the induced L

2

structure

on N as follows : suppose x 2 N , and de�ne again

L

x

N := fD
(0) : 
 2 C

x

(N )g :

This is a linear subspace of L

2

(�) called the tangent vector space at x, which does not

coincide with L

2

(�) in general (due to the �nite dimension of N ). The set of all tangent

vectors at all points x of N is called the tangent bundle, and will be denoted by LN . In

our work we shall consider �nite dimensional manifolds N embedded in L

2

(�), which are

contained in R(�) as a set, i.e. N � R(�) � L

2

(�), so that usually x =

p

p. It may be

important to point out that, although we are using square roots of densities in order to keep

the L

2

structure, once we have a �nite dimensional manifold N , we can consider any of the

embeddings

p

p 7! �

p

, or

p

p 7! p, focusing on manifolds of probability measures �

p

, or their

densities p rather than on their square roots

p

p.

If N is m{dimensional, it is locally homeomorphic to R

m

, and it may be described locally

by a chart : if

p

p 2 N , there exists a pair (S

1=2

; �) with S

1=2

open neighbourhood of

p

p in

N and � : S

1=2

! � homeomorphism of S

1=2

onto an open subset � of R

m

. By considering

the inverse map i of �,

i : � �! S

1=2

� 7�!

p

p(�; �)

we can express S

1=2

as

i(�) = f

p

p(�; �) ; � 2 �g = S

1=2

:

We shall denote by S the following family of probability densities :

S = fp(�; �) : � 2 �g;

RR n�2598



6 D. Brigo, B. Hanzon & F. Le Gland

where � � R

m

and we will work only with the single coordinate chart (S

1=2

; �) as it is done

in [1]. From the fact that (S

1=2

; �) is a chart, it follows that

f

@i(�; �)

@�

1

; � � � ;

@i(�; �)

@�

m

g

is a set of linearly independent vectors in L

2

(�). In such a context, let us see what the

vectors of L

p

p(�;�)

S

1=2

are. We can consider a curve in S

1=2

around

p

p(�; �) to be of the

form 
 : h 7!

p

p(�; �(h)), where h 7! �(h) is a curve in � around �. Then, according to the

chain rule, we compute the following Fr�echet derivative:

D
(0) = D

p

p(�; �(h))

�

�

�

h=0

=

m

X

k=1

@

p

p(�; �)

@�

k

_

�

k

(0) =

m

X

k=1

1

2

p

p(�; �)

@p(�; �)

@�

k

_

�

k

(0) :

We obtain that a basis for the tangent vector space at

p

p(�; �) to the space S

1=2

of square

roots of densities of S is given by :

L

p

p(�;�)

S

1=2

= spanf

1

2

p

p(�; �)

@p(�; �)

@�

1

; � � � ;

1

2

p

p(�; �)

@p(�; �)

@�

m

g : (1)

As i is the inverse of a chart, these vectors are actually linearly independent, and they indeed

form a basis of the tangent vector space. One has to be careful, because if this were not true,

the dimension of the above spanned space could drop. As an example, consider the curved

exponential family

S = fp(x; �) = exp[��

3

1

x� (�

2

2

+ 1)x

2

�  (�)]; � 2 � � R

2

g

where  is the normalizing constant. It is immediate to check that at (�

1

; �

2

) = (0; 0)

| assuming this point is in � | the linear space de�ned in (1) above reduces to a one

dimensional subspace of L

2

. This happens because (S

1=2

; �) is not a chart for the manifold

N : it describes a di�erent di�erential structure. The inner product of any two basis elements

is de�ned, according to the L

2

inner product

h

1

2

p

p(�; �)

@p(�; �)

@�

i

;

1

2

p

p(�; �)

@p(�; �)

@�

j

i =

1

4

Z

1

p(x; �)

@p(x; �)

@�

i

@p(x; �)

@�

j

d�(x)

=

1

4

g

ij

(�) :

(2)

This is, up to the numeric factor

1

4

, the Fisher information metric, see [1], [6], [7], [8]. The

matrix g(�) = (g

ij

(�)) is called the Fisher information matrix.

Next, we introduce the orthogonal projection between any linear subspace V of L

2

(�)

containing the �nite dimensional tangent vector space (1) and the tangent vector space (1)

itself. Let us remember that our basis is not orthogonal, so that we have to project according

INRIA
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to the following formula:

� : H �! spanfw

1

; : : : ; w

m

g

v 7�!

m

X

i=1

[

m

X

j=1

W

ij

hv; w

j

i] w

i

where H is an Hilbert space, fw

1

; � � � ; w

m

g are m linearly independent vectors, W :=

(hw

i

; w

j

i) is the matrix formed by all the possible inner products of such linearly inde-

pendent vectors, and (W

ij

) is the inverse of the matrixW . In our context fw

1

; � � � ; w

m

g are

the vectors in (1), and of course W is, up to the numeric factor

1

4

, the Fisher information

matrix given by (2) or (4). Then we obtain the following projection formula, where (g

ij

(�))

is the inverse of the Fisher information matrix (g

ij

(�)) :

�

�

: L

2

(�) � V �! spanf

1

2

p

p(�; �)

@p(�; �)

@�

1

; � � � ;

1

2

p

p(�; �)

@p(�; �)

@�

m

g

v 7�!

m

X

i=1

[

m

X

j=1

4g

ij

(�) hv;

1

2

p

p(�; �)

@p(�; �)

@�

j

i]

1

2

p

p(�; �)

@p(�; �)

@�

i

:

(3)

Let us go back to the de�nition of tangent vectors for our statistical manifold. Amari [1] uses

a di�erent representation of tangent vectors to S at p. Without exploring all the assumptions

needed, let us say that Amari de�nes an isomorphism between the actual tangent space and

the vector space

spanf

@ logp(�; �)

@�

1

; � � � ;

@ log p(�; �)

@�

m

g :

On this representation of the tangent space, Amari de�nes a Riemannian metric given by

E

p(�;�)

f

@ log p(�; �)

@�

i

@ logp(�; �)

@�

j

g ;

where E

p

f�g denotes the expectation w.r.t. the probability density p. This is again the Fisher

information metric, and indeed this is the most frequent de�nition of Fisher metric. In fact,

it is easy to check that

E

p(�;�)

f

@ log p(�; �)

@�

i

@ log p(�; �)

@�

j

g =

Z

@ log p(x; �)

@�

i

@ logp(x; �)

@�

j

p(x; �) d�(x)

(4)

=

Z

1

p(x; �)

@p(x; �)

@�

i

@p(x; �)

@�

j

d�(x) = g

ij

(�) :

From the above relation and from (2) it is clear that, up to the numeric factor

1

4

, the

Fisher information metric and the Hellinger metric coincide on the two representations of

RR n�2598



8 D. Brigo, B. Hanzon & F. Le Gland

the tangent space to S at p(�; �). There is another way of measuring how close two densities

of S are. Consider the Kullback{Leibler information between two densities p and q of H(�) :

K(p; q) :=

Z

log

p(x)

q(x)

p(x) d�(x) = E

p

flog

p

q

g :

This is not a metric, since it is not symmetric and it does not satisfy the triangular inequa-

lity. When applied to a �nite dimensional manifold such as S, both the Kullback{Leibler

information and the Hellinger distance are particular cases of �{divergence, see [1] for the

details. One can show that the Fisher metric and the Kullback{Leibler information coincide

in�nitesimally. Indeed, consider the two densities p(�; �) and p(�; �+ d�) of S. By expanding

in Taylor series, we obtain

K(p(�; �); p(�; �+ d�)) = �

m

X

i=1

E

p(�;�)

f

@ logp(�; �)

@�

i

g d�

i

�

m

X

i;j=1

E

p(�;�)

f

@

2

log p(�; �)

@�

i

@�

j

g d�

i

d�

j

+O(jd�j

3

)

=

m

X

i;j=1

g

ij

(�) d�

i

d�

j

+O(jd�j

3

) :

We conclude this section with a lemma on exponential families, which will be used

throughout the paper, see e.g. Amari [1]. We shall use the following equivalent notations for

partial di�erentiation:

@

k

@�

i

1

� � �@�

i

k

= @

k

i

1

;���;i

k

:

De�nition 2.1 Let fc

1

; � � � ; c

m

g be linearly independent scalar functions de�ned on R

n

,

and assume that the convex set

�

0

:= f� 2 R

m

:  (�) = log

Z

exp[�

T

c(x)] d�(x) <1g ;

has non{empty interior. Then

S = fp(�; �) ; � 2 �g; p(x; �) := exp[�

T

c(x)�  (�)] ;

where � � �

0

is open, is called an exponential family of probability densities.

Remark 2.2 Given linearly independent scalar functions fc

1

; � � � ; c

m

g de�ned on R

n

, it

may happen that the densities exp[�

T

c(x)] are not integrable. However, it is always possible

to extend the family so as to deal with integrable densities only. Indeed, assume that there

exist K > 0 and r � 0 such that

jc(x)j � K (1 + jxj

r

) ;

INRIA
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for all x 2 R

n

. De�ne d(x) := jxj

s

for all x 2 R

n

, and some s > r. Then

S

0

:= fp

0

(�; �; �) ; � 2 R

m

; � > 0g; p

0

(x; �; �) := exp[�

T

c(x)� �d(x)�  

0

(�; �)] ;

is an exponential family of densities, with a non{empty open parameter set.

Lemma 2.3 Let

S = fp(�; �) ; � 2 �g; p(x; �) := exp[�

T

c(x)�  (�)] ;

where � � R

m

is open, be an exponential family of probability densities. Then the function

 is in�nitely di�erentiable in �

E

p(�;�)

fc

i

g = @

i

 (�) =: �

i

(�) ;

E

p(�;�)

fc

i

c

j

g = @

2

ij

 (�) + @

i

 (�) @

j

 (�) ;

and more generally

E

p(�;�)

fc

i

1

� � � c

i

k

g = exp[� (�)]

@

k

@�

i

1

� � �@�

i

k

exp[ (�)] :

The Fisher information matrix satis�es

g

ij

(�) = @

2

ij

 (�) = @

i

�

j

(�) :

In the particular case where

c

i

(x) = x

i

; i = 1; � � � ;m

the following recursion formula holds, with �

0

(�) := 1 : for any nonnegative integer i

�

m+i

(�) := E

p(�;�)

fx

m+i

g = �

1

m�

m

�

(i + 1) �

1

2�

2

� � � (m � 1)�

m�1

�

2

6

6

6

6

6

4

�

i

(�)

�

i+1

(�)

�

i+2

(�)

.

.

.

�

i+m�1

(�)

3

7

7

7

7

7

5

:

(5)

Moreover, the entries of the Fisher information matrix satisfy

g

ij

(�) = �

i+j

(�) � �

i

(�) �

j

(�) : (6)

Proof : All results, excepted (5), may be found or immediately derived from [1]. We

only notice that some of the above properties follow easily by di�erentiating the identity

Z

exp[�

T

c(x)�  (�)] dx = 1

RR n�2598



10 D. Brigo, B. Hanzon & F. Le Gland

w.r.t. the components (�

1

; � � � ; �

m

) of �. The particular recursion formula (5) is obtained via

the following integration by parts:

�

i

(�) =

Z

+1

�1

x

i

p(x; �) dx

= [

x

i+1

i + 1

p(x; �)]

+1

�1

�

Z

+1

�1

x

i+1

i + 1

[�

1

+ 2�

2

x+ � � �+m�

m

x

m�1

] p(x; �) dx

= 0�

1

i + 1

E

p(�;�)

f�

1

x

i+1

+ 2�

2

x

i+2

+ � � �+m�

m

x

i+m

g ;

from which the formula follows easily, remembering that �

i

(�) = E

p(�;�)

fx

i

g. 2

Remark 2.4 The quantities

(�

1

; � � � ; �

m

) 2 E = �(�) � R

m

form a coordinate system for the given exponential family. The two coordinate systems

� (canonical parameters) and � (expectation parameters) are related by di�eomorphism,

and according to the above results the Jacobian matrix of the transformation � = �(�) is

the Fisher information matrix. We shall use the notation p

E

(�; �(�)) = p(�; �) to express

exponential densities of S as functions of the expectation parameters.

The canonical parameters and the expectation parameters are biorthogonal w.r.t. the

Fisher information metric : at

p

p(�; �) =

p

p

E

(�; �)

h

@

@�

i

p

p(�; �);

@

@�

j

p

p

E

(�; �)i = �

ij

; i; j = 1; 2; � � � ;m:

3 The nonlinear �ltering problem

On the probability space (
;F ; P ) with the �ltration fF

t

; t � 0g we consider the following

state and observation equations, see [16], [3], [10]

dX

t

= f

t

(X

t

) dt+ �

t

(X

t

) dW

t

dY

t

= h

t

(X

t

) dt+ dV

t

:

(7)

These equations are Itô stochastic di�erential equations. In (7), the unobserved state process

fX

t

; t � 0g and the observation process fY

t

; t � 0g are taking values in R

n

and R

d

respectively, the noise processes fW

t

; t � 0g and fV

t

; t � 0g are two Brownian motions,

taking values in R

p

and R

d

respectively, with covariance matrices Q

t

and R

t

respectively.

INRIA



A Di�erential Geometric Approach to Nonlinear Filtering : the Projection Filter 11

We assume that R

t

is invertible for all t � 0, which implies that, without loss of generality,

we can assume that R

t

= I for all t � 0. Finally, the initial state X

0

and the noise processes

fW

t

; t � 0g and fV

t

; t � 0g are mutually independent.

We assume that the initial state X

0

has a density p

0

w.r.t. the Lebesgue measure � on

R

n

, and has �nite moments of any order, and we make the following assumptions on the

coe�cients f

t

, a

t

:= �

t

Q

t

�

T

t

, and h

t

of the system (7)

(A) Local Lipschitz continuity : for all R > 0, there exists K

R

> 0 such that

jf

t

(x) � f

t

(x

0

)j � K

R

jx� x

0

j and ka

t

(x) � a

t

(x

0

)k � K

R

jx� x

0

j ;

for all t � 0, and for all x; x

0

2 B

R

, the ball of radius R.

(B) Non{explosion : there exists K > 0 such that

x

T

f

t

(x) � K (1 + jxj

2

) and trace a

t

(x) � K (1 + jxj

2

) ;

for all t � 0, and for all x 2 R

m

.

(C) Polynomial growth : there exist K > 0 and r � 0 such that

jh

t

(x)j � K (1 + jxj

r

) ;

for all t � 0, and for all x 2 R

m

.

Under assumptions (A) and (B), there exists a unique solution fX

t

; t � 0g to the

state equation, see [11], and X

t

has �nite moments of any order. Under the additional

assumption (C) the following �nite energy condition holds

E

Z

T

0

jh

t

(X

t

)j

2

dt <1 ; for all T � 0:

The nonlinear �ltering problem consists in �nding the conditional probability distribution

�

t

of the state X

t

given the observations up to time t, i.e. �

t

(dx) := P [X

t

2 dx j Y

t

], where

Y

t

:= �(Y

s

; 0 � s � t). Since the �nite energy condition holds, it follows from [5] that

f�

t

; t � 0g satis�es the Kushner{Stratonovich equation, i.e. for any smooth and compactly

supported test function � de�ned on R

n

�

t

(�) = �

0

(�) +

Z

t

0

�

s

(L

s

�) ds+

d

X

k=1

Z

t

0

[�

s

(h

k

s

�)� �

s

(h

k

s

)�

s

(�)] [dY

k

s

� �

s

(h

k

s

) ds] ; (8)

where for all t � 0, the backward di�usion operator L

t

is de�ned by

L

t

=

n

X

i=1

f

i

t

@

@x

i

+

1

2

n

X

i;j=1

a

ij

t

@

2

@x

i

@x

j

:
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12 D. Brigo, B. Hanzon & F. Le Gland

The MFS form of equation (8) is

�

t

(�) = �

0

(�) +

Z

t

0

�

s

(L

s

�) ds�

1

2

Z

t

0

[�

s

(jh

s

j

2

�)� �

s

(jh

s

j

2

)�

s

(�)] ds

+

d

X

k=1

Z

t

0

[�

s

(h

k

s

�)� �

s

(h

k

s

)�

s

(�)] � dY

k

s

:

(9)

From now on we proceed formally, and we assume that for all t � 0, the probability distri-

bution �

t

has a density p

t

w.r.t. the Lebesgue measure on R

n

. Then fp

t

; t � 0g satis�es

dp

t

= L

�

t

p

t

dt+

d

X

k=1

p

t

[h

k

t

� E

p

t

fh

k

t

g] [dY

k

t

�E

p

t

fh

k

t

g dt] (10)

in a suitable functional space, where E

p

t

f�g denotes the expectation w.r.t. the probability

density p

t

, i.e. the conditional expectation given the observations up to time t, and where

for all t � 0, the forward di�usion operator L

�

t

is de�ned by

L

�

t

� = �

n

X

i=1

@

@x

i

[f

i

t

�] +

1

2

n

X

i;j=1

@

2

@x

i

@x

j

[a

ij

t

�] ;

for any test function � de�ned on R

n

. The corresponding MFS form of equation (10) is :

dp

t

= L

�

t

p

t

dt�

1

2

p

t

[jh

t

j

2

�E

p

t

fjh

t

j

2

g] dt+

d

X

k=1

p

t

[h

k

t

� E

p

t

fh

k

t

g] � dY

k

t

:

In order to simplify notation, we introduce the following de�nitions, which will be used

throughout this paper :

�

t

(p) :=

L

�

t

p

p

; �

0

t

(p) :=

1

2

[jh

t

j

2

� E

p

fjh

t

j

2

g] ;

�

k

t

(p) := h

k

t

� E

p

fh

k

t

g ;

(11)

for k = 1; � � � ; d. Simple calculations show that

�

t

(p) = �

n

X

i=1

[ f

i

t

@

@x

i

(logp) +

@f

i

t

@x

i

]

(12)

+

1

2

n

X

i;j=1

[ a

ij

t

@

2

@x

i

@x

j

(log p) + a

ij

t

@

@x

i

(logp)

@

@x

j

(logp) + 2

@a

ij

t

@x

j

@

@x

i

(log p) +

@

2

a

ij

t

@x

i

@x

j

] :
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A Di�erential Geometric Approach to Nonlinear Filtering : the Projection Filter 13

The MFS form of the Kushner{Stratonovich equation reads now

dp

t

= L

�

t

p

t

dt� p

t

�

0

t

(p

t

) dt+

d

X

k=1

p

t

�

k

t

(p

t

) � dY

k

t

:

We shall frequently work with square roots of densities, rather than densities themselves.

Then, we compute by formal rules, using the MFS form :

d

p

p

t

=

1

2

p

p

t

� dp

t

=

1

2

p

p

t

�

t

(p

t

) dt�

1

2

p

p

t

�

0

t

(p

t

) dt+

1

2

d

X

k=1

p

p

t

�

k

t

(p

t

) � dY

k

t

= P

t

(

p

p

t

) dt�Q

0

t

(

p

p

t

) dt+

d

X

k=1

Q

k

t

(

p

p

t

) � dY

k

t

;

(13)

where the nonlinear time dependent operators P

t

and Q

k

t

for k = 0; 1; � � � ; d are de�ned by

P

t

(r) :=

1

2

r �

t

(r

2

) =

L

�

t

r

2

2r

; Q

k

t

(r) :=

1

2

r �

k

t

(r

2

) (14)

respectively. Closed form solutions of the Kushner{Stratonovich equation are rarely found

| for a discussion see e.g. [15]. Instead many possible schemes for approximate nonlinear

�lters have been constructed, like the extended Kalman �lter (EKF) or the assumed density

�lters (ADF). Now that we have brie
y stated the nonlinear �ltering problem, how does

di�erential geometry enter the picture ?

4 The exponential projection �lter

In this section we present the rigorous de�nition of an exponential projection �lter. We will

show that if we choose S

1=2

as the set of square roots of probability densities of a �nite

dimensional exponential family, then under an additional assumption, see (18) below, the

operators P

t

and Q

k

t

for k = 0; 1; � � � ; d, introduced in (14) map elements of S

1=2

into L

2

(�).

This is important because in general the operator P

t

is unbounded, i.e. does not map L

2

(�)

into L

2

(�), and the projection, according to formula (3), of the coe�cients in the right hand

side of the Kushner{Stratonovich equation is not possible. Let us consider the following

exponential family of probability densities

S := fp(�; �) ; � 2 �g; p(x; �) := exp[�

T

c(x)�  (�)] : (15)

According to (11), we de�ne for all � 2 �, and all t � 0

�

t;�

:= �

t

(p(�; �)) =

L

�

t

p(�; �)

p(�; �)

; �

0

t;�

:= �

0

t

(p(�; �)) =

1

2

[jh

t

j

2

�E

p(�;�)

fjh

t

j

2

g]

�

k

t;�

:= �

k

t

(p(�; �)) = [h

k

t

� E

p(�;�)

fh

k

t

g] ;

RR n�2598



14 D. Brigo, B. Hanzon & F. Le Gland

for k = 1; � � � ; d. From the expression obtained in (12), it follows that

�

t;�

= �

n

X

i=1

[ f

i

t

@

@x

i

(�

T

c) +

@f

i

t

@x

i

]

(16)

+

1

2

n

X

i;j=1

[ a

ij

t

@

2

@x

i

@x

j

(�

T

c) + a

ij

t

@

@x

i

(�

T

c)

@

@x

j

(�

T

c) + 2

@a

ij

t

@x

j

@

@x

i

(�

T

c) +

@

2

a

ij

t

@x

i

@x

j

] :

We assume that for all � 2 �, and all t � 0

E

p(�;�)

fj�

t;�

j

2

g <1 and E

p(�;�)

fjh

t

j

4

g <1 ;

which implies that P

t

(

p

p(�; �)) and Q

k

t

(

p

p(�; �)) for k = 0; 1; � � � ; d are vectors of L

2

(�) for

all � 2 �, and all t � 0.

Let us consider the equation (13) in MFS form for f

p

p

t

; t � t

0

g, starting at time t

0

from the initial condition

p

p

t

0

=

p

p(�; �

0

) 2 S

1=2

for some �

0

2 �, i.e.

d

p

p

t

= P

t

(

p

p

t

) dt� Q

0

t

(

p

p

t

) dt+

d

X

k=1

Q

k

t

(

p

p

t

) � dY

k

t

; t � t

0

:

Under our assumptions, P

t

0

(

p

p

t

0

) and Q

k

t

0

(

p

p

t

0

) for k = 0; 1; � � � ; d are vectors of L

2

(�),

which we can project onto the �nite dimensional tangent vector space L

p

p(�;�

0

)

S

1=2

. For

this purpose, we de�ne for all � 2 � the orthogonal projection

�

�

: L

2

(�) �! L

p

p(�;�)

S

1=2

v 7�!

m

X

i=1

[

m

X

j=1

4g

ij

(�) hv;

1

2

p

p(�; �)

@p(�; �)

@�

j

i]

1

2

p

p(�; �)

@p(�; �)

@�

i

:

The exponential projection �lter for the exponential family S is de�ned as the solution of

the following stochastic di�erential equation on the manifold S

1=2

:

d

p

p(�; �

t

) = �

�

t

� P

t

(

p

p(�; �

t

)) dt

��

�

t

� Q

0

t

(

p

p(�; �

t

)) dt+

d

X

k=1

�

�

t

� Q

k

t

(

p

p(�; �

t

)) � dY

k

t

:

(17)

Of course the operators

S

1=2

�! LS

1=2

p

p(�; �) 7�! �

�

� P

t

(

p

p(�; �)) 2 L

p

p(�;�)

S

1=2

;
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and

S

1=2

�! LS

1=2

p

p(�; �) 7�! �

�

� Q

k

t

(

p

p(�; �)) 2 L

p

p(�;�)

S

1=2

;

for k = 0; 1; � � � ; d, are vector �elds on the manifold S

1=2

, for all t � 0. We can now state

the following theorem :

Theorem 4.1 Assume that, in addition to (A), (B) and (C), the coe�cients f

t

, a

t

and h

t

of the system (7), and the coe�cients c of the exponential family (15) are such that :

E

p(�;�)

fj�

t;�

j

2

g <1 and E

p(�;�)

fjh

t

j

4

g <1 ; (18)

holds for all � 2 �, and all t � 0, where the expression of �

t;�

is given in (16).

Then, for � 2 �, and all t � 0, �

�

� P

t

and �

�

� Q

k

t

for k = 0; 1; � � � ; d are vector �elds

on the exponential manifold S

1=2

.

The projection �lter density p

�

t

= p(�; �

t

) is described by equation (17), and the projection

�lter parameters satisfy the following stochastic di�erential equation :

g(�

t

) � d�

t

= E

p(�;�

t

)

fL

t

cg dt�E

p(�;�

t

)

f

1

2

jh

t

j

2

[c� �(�

t

)]g dt

+

d

X

k=1

E

p(�;�

t

)

fh

k

t

[c� �(�

t

)]g � dY

k

t

;

(19)

where the expectation parameters �

1

(�); � � � ; �

m

(�), are de�ned in Lemma 2.3.

Under the assumptions on the coe�cients, this equation has a unique solution, up to the

a.s. positive time � := infft > 0 : �

t

62 �g.

Remark 4.2 The question of whether the exit time � is a.s. �nite or in�nite will be ad-

dressed elsewhere.

Remark 4.3 The weaker conditions

E

p(�;�)

fjL

t

cjg <1 and E

p(�;�)

fjh

t

j

2

g <1 ;

for all � 2 �, and all t � 0, are su�cient for proving existence and uniqueness of a solution to

equation (19) up to the exit time � . The question of whether the interpretation as a projected

equation still holds under these weaker conditions will require further investigation.

Proof : Let us compute

�

�

t

� P

t

(

p

p(�; �

t

)) = �

�

t

[

L

�

t

p(�; �

t

)

2

p

p(�; �

t

)

] =
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=

m

X

i=1

[

m

X

j=1

4g

ij

(�

t

) h

L

�

t

p(�; �

t

)

2

p

p(�; �

t

)

;

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

j

i]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

=

m

X

i=1

[

m

X

j=1

g

ij

(�

t

)

Z

L

�

t

p(x; �

t

)

p(x; �

t

)

@p(x; �

t

)

@�

j

d�(x)]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

:

Similarly

�

�

t

� Q

0

t

(

p

p(�; �

t

)) = �

�

t

[

1

2

p

p(�; �

t

) �

0

t

(p(�; �

t

)) ] =

=

m

X

i=1

[

m

X

j=1

4g

ij

(�

t

) h

1

2

p

p(�; �

t

) �

0

t

(p(�; �

t

));

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

j

i]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

=

m

X

i=1

[

m

X

j=1

g

ij

(�

t

)

Z

1

2

[jh

t

(x)j

2

� E

p(�;�

t

)

fjh

t

j

2

g]

@p(x; �

t

)

@�

j

d�(x)]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

=

m

X

i=1

[

m

X

j=1

g

ij

(�

t

)

Z

1

2

jh

t

(x)j

2

@p(x; �

t

)

@�

j

d�(x)]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

;

and

�

�

t

� Q

k

t

(

p

p(�; �

t

)) = �

�

t

[

1

2

p

p(�; �

t

) �

k

t

(p(�; �

t

)) ] =

=

m

X

i=1

[

m

X

j=1

4g

ij

(�

t

) h

1

2

p

p(�; �

t

) �

k

t

(p(�; �

t

));

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

j

i]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

=

m

X

i=1

[

m

X

j=1

g

ij

(�

t

)

Z

[h

k

t

(x) �E

p(�;�

t

)

fh

k

t

g]

@p(x; �

t

)

@�

j

d�(x)]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

=

m

X

i=1

[

m

X

j=1

g

ij

(�

t

)

Z

h

k

t

(x)

@p(x; �

t

)

@�

j

d�(x)]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

;

for k = 1; � � � ; d.We have used the fact that the constant termsE

p(�;�

t

)

fjh

t

j

2

g andE

p(�;�

t

)

fh

k

t

g

give no contribution to the projection, since

Z

@p(x; �

t

)

@�

i

d�(x) = 0 :
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We conclude by rewriting equation (17) in the more detailed form

d

p

p(�; �

t

) =

m

X

i=1

[

m

X

j=1

g

ij

(�

t

)

Z

L

�

t

p(x; �

t

)

p(x; �

t

)

@p(x; �

t

)

@�

j

d�(x)]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

dt

�

m

X

i=1

[

m

X

j=1

g

ij

(�

t

)

Z

1

2

jh

t

(x)j

2

@p(x; �

t

)

@�

j

d�(x)]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

dt

+

m

X

i=1

d

X

k=1

[

m

X

j=1

g

ij

(�

t

)

Z

h

k

t

(x)

@p(x; �

t

)

@�

j

d�(x)]

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

� dY

k

t

:

(20)

By expanding

p

p(�; �

t

) according to

d

p

p(�; �

t

) =

m

X

i=1

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

� d�

i

t

;

and comparing with (20) we obtain the following equation for the parameters �

t

describing

our projected density in S :

d�

i

t

= [

m

X

j=1

g

ij

(�

t

)

Z

L

�

t

p(x; �

t

)

p(x; �

t

)

@p(x; �

t

)

@�

j

d�(x)] dt

� [

m

X

j=1

g

ij

(�

t

)

Z

1

2

jh

t

(x)j

2

@p(x; �

t

)

@�

j

d�(x)] dt

+

d

X

k=1

[

m

X

j=1

g

ij

(�

t

)

Z

h

k

t

(x)

@p(x; �

t

)

@�

j

d�(x)] � dY

k

t

;

which is our �nite dimensional �lter. This holds formally for any manifold S

1=2

, even if S is

not an exponential family. For the special case of the exponential family introduced above

in (15), we obtain

d�

i

t

= [

m

X

j=1

g

ij

(�

t

)

Z

L

t

c

j

(x) p(x; �

t

) d�(x)] dt

� [

m

X

j=1

g

ij

(�

t

)

Z

1

2

jh

t

(x)j

2

[c

j

(x)� �

j

(�

t

)] p(x; �

t

) d�(x)] dt

+

d

X

k=1

[

m

X

j=1

g

ij

(�

t

)

Z

h

k

t

(x) [c

j

(x)� �

j

(�

t

)] p(x; �

t

) d�(x)] � dY

k

t

:

(21)
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18 D. Brigo, B. Hanzon & F. Le Gland

We have used the following duality relation

Z

L

�

t

p(x; �

t

)

p(x; �

t

)

@p(x; �

t

)

@�

j

d�(x) =

Z

L

�

t

p(x; �

t

) [c

j

(x)� �

j

(�

t

)] d�(x)

=

Z

L

t

c

j

(x) p(x; �

t

) d�(x) :

Another way of writing equation (21) is

d�

i

t

= [

m

X

j=1

g

ij

(�

t

) E

p(�;�

t

)

fL

t

c

j

g] dt� [

m

X

j=1

g

ij

(�

t

) E

p(�;�

t

)

f

1

2

jh

t

j

2

[c

j

� �

j

(�

t

)]g] dt

+

d

X

k=1

[

m

X

j=1

g

ij

(�

t

) E

p(�;�

t

)

fh

k

t

[c

j

� �

j

(�

t

)]g] � dY

k

t

:

(22)

In vector form, the above equation reads

d�

t

= [g(�

t

)]

�1

E

p(�;�

t

)

fL

t

cg dt� [g(�

t

)]

�1

E

p(�;�

t

)

f

1

2

jh

t

j

2

[c� �(�

t

)]g dt

+ [g(�

t

)]

�1

d

X

k=1

E

p(�;�

t

)

fh

k

t

[c� �(�

t

)]g � dY

k

t

;

or equivalently

g(�

t

) � d�

t

= E

p(�;�

t

)

fL

t

cg dt�E

p(�;�

t

)

f

1

2

jh

t

j

2

[c� �(�

t

)]g dt

+

d

X

k=1

E

p(�;�

t

)

fh

k

t

[c� �(�

t

)]g � dY

k

t

:

Under the assumptions, the mappings � 7! E

p(�;�)

fL

t

cg, and � 7! E

p(�;�)

f

1

2

jh

t

j

2

g are locally

Lipschitz continuous. Therefore, there exists a unique solution to equation (19) up to the

a.s. positive exit time � , see [11]. 2

Remark 4.4 The initial condition �

0

for equation (19) is de�ned as follows : If p

0

2 S, then

p

0

= p(�; �

0

) for some unique �

0

2 �, which is used as the initial condition. Otherwise, we

project p

0

on S, by minimizing the Kullback{Leibler information

K(p

0

; p(�; �)) :=

Z

log

p

0

(x)

p(x; �)

p

0

(x) d�(x) ;

w.r.t. � 2 �. After straightforward calculations, and making use of Lemma 2.3, this reduces

to maximizing

[ �

T

Z

c(x) p

0

(x) d�(x)�  (�) ] :
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Assuming the maximum is achieved in �

0

2 �, necessary conditions yield

�

i

(�

0

) =

Z

c

i

(x) p

0

(x) d�(x) ; i = 1; � � � ;m :

5 The relationship with the assumed density principle

In the previous section we gave the formula for the exponential projection �lter expressed in

terms of the canonical parameters �. We present below a characterization of the exponential

projection �lter based on the expectation parameters �.

We begin by stating the assumed density �lter idea. Assume we are given an exponential

family S as in Lemma 2.3, i.e.

S = fp(�; �) ; � 2 �g = fp

E

(�; �) ; � 2 Eg ; p(x; �) := exp[�

T

c(x)�  (�)] ;

where � � R

m

is open. The m{dimensional vector � = E

p

E

(�;�)

fcg is the vector of ex-

pectation parameters of the density p

E

(�; �) 2 S. More generally, for any density p the

m{dimensional vector E

p

fcg is called the vector of c{moments of the density p.

We need �rst to derive, under additional assumptions, the equation for the conditional

c{moments, i.e. the c{moments of the conditional probability distribution. Indeed, if in

addition to (A), (B) and (C), the coe�cients c of the exponential family (15) and their

derivatives up to order 2, and the coe�cients f

t

and a

t

of the system (7), have at most

polynomial growth when jxj goes to in�nity, then the conditions given in [5] are ful�lled for

the c{moments to satisfy (9), i.e.

d �

t

(c) = �

t

(L

t

c) dt�

1

2

[�

t

(jh

t

j

2

c) � �

t

(jh

t

j

2

)�

t

(c)] dt

+

d

X

k=1

[�

t

(h

k

t

c)� �

t

(h

k

t

)�

t

(c)] � dY

k

t

:

(23)

Since in general the conditional probability distribution �

t

cannot be recovered from its c{

moments only, the stochastic di�erential equations (23) do not form a closed set of equations.

The MFS{based exponential assumed density �lter (MFSADF) is obtained by replacing

in (23) :

� the conditional probability distribution �

t

with the approximate a.c. probability dis-

tribution with density p

E

(�; �

t

) w.r.t. the Lebesgue measure on R

n

,

� the c{moments �

t

(c) of the conditional probability distribution, with the expectation

parameter �

t

of the approximate density p

E

(�; �

t

).

This results in the following �nite dimensional �lter

d�

t

= E

p

E

(�;�

t

)

fL

t

cg dt�E

p

E

(�;�

t

)

f

1

2

jh

t

j

2

[c� �

t

]g dt

+

d

X

k=1

E

p

E

(�;�

t

)

fh

k

t

[c� �

t

]g � dY

k

t

:

(24)
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The substitutions described above express the assumed density �lter idea : we close the set

of equations for the c{moments of the conditional probability distribution by assuming that

this probability distribution is absolutely continuous, and has a density in the exponential

familyS which is characterized by such c{moments. This idea involves a logically inconsistent

procedure : in general the above assumption does not hold. Even if the de�nition of the MFS{

based assumed density �lter seems in general logically inconsistent, the following theorem

gives a geometric characterization of this �lter, which is then well de�ned despite the above

remarks.

Theorem 5.1 Under the assumptions of Theorem 4.1, for any exponential family S, the

projection �lter coincides with the MFS{based assumed density �lter.

Proof : We start from equation (19) for the projection �lter canonical parameters, i.e.

g(�

t

) � d�

t

= E

p(�;�

t

)

fL

t

cg dt�E

p(�;�

t

)

f

1

2

jh

t

j

2

[c� �(�

t

)]g dt

+

d

X

k=1

E

p(�;�

t

)

fh

k

t

[c� �(�

t

)]g � dY

k

t

:

According to Remark 2.4, the expectation parameters can be expressed in terms of the

canonical parameters as

�

i

= �

i

(�) = E

p(�;�)

fc

i

g = E

p

E

(�;�)

fc

i

g ;

with derivatives

@

@�

j

�

j

(�) = g

ij

(�) :

The chain rule for Stratonovich integrals immediately gives

d�

t

= g(�

t

) � d�

t

= E

p

E

(�;�

t

)

fL

t

cg dt�E

p

E

(�;�

t

)

f

1

2

jh

t

j

2

[c� �

t

]g dt

+

d

X

k=1

E

p

E

(�;�

t

)

fh

k

t

[c� �

t

]g � dY

k

t

;

which is exactly equation (24) obtained using the assumed density �lter idea. 2

Remark 5.2 It is possible to give an alternative more geometrical proof of this equivalence

result, based on biorthogonality relations between canonical and expectation parameters in

an exponential family, see [8].

Finally, it is worth noticing that the MFS{based assumed density �lter is not just a MFS

version of the Itô{based assumed density �lter : in general, the following procedure

(i) write the Itô equations for the c{moments of the conditional probability distribution �

t

,
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(ii) replace the conditional probability distribution �

t

with the approximate a.c. proba-

bility distribution with density p

E

(�; �

t

), and the c{moments �

t

(c) of the conditional

probability distribution �

t

, with the expectation parameters �

t

of the approximate

density p

E

(�; �

t

),

(iii) transform the resulting Itô stochastic di�erential equation for the expectation para-

meter �

t

into MFS stochastic di�erential equation,

will not result in equation (24), see [8] for an explicit example. Then, for a general exponential

family S the equivalence with the projection �lter holds only for the MFS{based ADF.

However, it can be shown that the MFS{based and the Itô{based ADF coincide for special

choices of exponential family, which are introduced in the next section.

6 The projection residual and the choice of a conve-

nient exponential family

In this section, we are interested in de�ning quantities which will provide a local measure

of the quality of the projection �lter approximation. Compare equation (13) for the (square

root of the) true density p

t

, i.e.

d

p

p

t

= P

t

(

p

p

t

) dt�Q

0

t

(

p

p

t

) dt+

d

X

k=1

Q

k

t

(

p

p

t

) � dY

k

t

; (25)

and equation (17) for the (square root of the) projection �lter density p

�

t

= p(�; �

t

), i.e.

d

p

p

�

t

= �

�

t

� P

t

(

p

p

�

t

) dt��

�

t

� Q

0

t

(

p

p

�

t

) dt+

d

X

k=1

�

�

t

� Q

k

t

(

p

p

�

t

) � dY

k

t

: (26)

Two steps are involved in using the projection �lter density p

�

t

as an approximation of

the true density p

t

: We make a �rst approximation by evaluating the right{hand side of

equation (25) at the current projection �lter density p

�

t

and not at the true density p

t

. Even

with this approximation, the resulting coe�cients P

t

(

p

p

�

t

) and Q

k

t

(

p

p

�

t

) for k = 0; 1; � � � ; d

would make the solution leave the manifold S

1=2

, and we make a second approximation

by projecting these coe�cients on the linear space L

p

p

�

t

S

1=2

via the projection mapping

�

�

t

. In order to express the error occurring in the second approximation step at time t,

we de�ne the prediction residual operator R

�

t

and the correction residual operators R

k

t

for

k = 0; 1; � � �; d as follows :

R

�

t

:= P

t

��

�

t

� P

t

R

k

t

:= Q

k

t

��

�

t

� Q

k

t

:

These operators, when applied to the square root of density

p

p

�

t

=

p

p(�; �

t

) 2 S

1=2

yield

vectors of L

2

(�). We call such vectors projection residuals : they give a local measure of the
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quality of the approximation involved in the projection �lter. We can compute the norm of

such vectors according to the norm k �k in L

2

(�), and we de�ne the prediction residual norm

r

�

t

and correction residual norms r

k

t

for k = 0; 1; � � �; d as follows :

r

�

t

:= kR

�

t

(

p

p

�

t

)k

r

k

t

:= kR

k

t

(

p

p

�

t

)k :

However, we are still missing a single measure of the local error resulting from the projection.

We de�ne below a single residual operator, only in the case where R

k

t

= 0 for all t � 0, and

all k = 1; � � � ; d. In this case, we de�ne the total residual operator R

�

t

as :

R

�

t

:= R

�

t

�R

0

t

;

and the corresponding total residual norm r

�

t

as :

r

�

t

:= kR

�

t

(

p

p

�

t

)k :

Notice that if in additionR

0

t

= 0, then r

�

t

reduces to r

�

t

. In the next section we will introduce

manifolds S

1=2

�

and S

1=2

�

for which such a de�nition is applicable. Now we try to give some

intuition for the above de�nition. Suppose we replace in equations (25) and (26) the obser-

vation fY

t

; t � 0g with some smooth process fu

t

; t � 0g, e.g. a regularized approximation,

i.e. we consider the equations

d

dt

p

p

t

= P

t

(

p

p

t

) �Q

0

t

(

p

p

t

) +

d

X

k=1

Q

k

t

(

p

p

t

) _u

k

t

; (27)

and

d

dt

p

p

�

t

= �

�

t

� P

t

(

p

p

�

t

) ��

�

t

� Q

0

t

(

p

p

�

t

) +

d

X

k=1

�

�

t

� Q

k

t

(

p

p

�

t

) _u

k

t

: (28)

In this case, we can de�ne a single residual operator expressing the di�erence between the

rate of change in the smooth Kushner{Stratonovich equation (27) and the rate of change in

the smooth projection �lter equation (28), i.e.

R

u

t

:= R

�

t

�R

0

t

+

d

X

k=1

R

k

t

_u

k

t

:

Of course, if we return to the original situation, e.g. letting the regularized approximation

fu

t

; t � 0g converge to the observation fY

t

; t � 0g, there is no limit to the smooth residual

operator R

u

t

, unless R

k

t

= 0 for all t � 0, and all k = 1; � � � ; d. In this case only, we de�ne

the total residual operator R

�

t

as above.

From now on, and throughout the paper, we assume for simplicity that h

t

(x) = h(x)

does not depend explicitly on time. This is necessary in order to de�ne the simplifying time

invariant exponential families S

�

and S

�

below.
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6.1 The exponential families S

�

and S

�

Now we can state the following

Theorem 6.1 Let s := rankfh

1

; � � � ; h

d

;

1

2

jhj

2

g � d+ 1. There exist s linearly independent

functions fc

1

; � � � ; c

s

g de�ned on R

n

, such that for all x 2 R

n

1

2

jh(x)j

2

=

s

X

i=1

�

0

i

c

i

(x) ; h

k

(x) =

s

X

i=1

�

k

i

c

i

(x) ; (29)

for k = 1; � � � ; d. Remaining functions fc

s+1

; � � � ; c

m

g are chosen such that

S

�

:= fp(�; �) ; � 2 �g ; p(x; �) := exp[�

T

c(x) �  (�)] ;

where � � R

m

is open, is an exponential family of probability densities.

Assume that, in addition to (A), (B) and (C), the coe�cients f

t

and a

t

of the system (7),

and the coe�cients c of the exponential family S

�

are such that :

E

p(�;�)

fj�

t;�

j

2

g <1 ;

holds for all � 2 �, and all t � 0, where the expression of �

t;�

is given in (16).

Then, for the projection �lter associated with the exponential family S

�

, the correction

residual norms r

k

t

are identically zero for all t � 0, and all k = 0; 1; � � � ; d, and the stochastic

di�erential equation for the parameters reduces to :

d�

t

= [g(�

t

)]

�1

E

p(�;�

t

)

fL

t

cg dt� �

0

�

dt+

d

X

k=1

�

k

�

dY

k

t

; (30)

where for all k = 0; 1; � � �; d the m{dimensional vector �

k

�

is de�ned by

�

k

�

=

2

6

6

6

6

6

6

6

6

4

�

k

1

.

.

.

�

k

s

0

.

.

.

0

3

7

7

7

7

7

7

7

7

5

:

Under the assumptions on the coe�cients, this equation has a unique solution, up to the

a.s. positive exit time � := infft > 0 : �

t

62 �g.

Proof : All the assumptions of Theorem 4.1 are satis�ed, and therefore the solution of

the stochastic di�erential equation for the projection �lter with manifold S

1=2

�

exists and is

unique up to the a.s. positive exit time � .
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Next, we prove that the correction residual norms vanish. Indeed, it follows from (29)

that

Q

0

t

(

p

p(�; �

t

)) =

1

4

[jhj

2

� E

p(�;�

t

)

fjhj

2

g]

p

p(�; �

t

)

=

1

2

s

X

i=1

�

0

i

[c

i

� E

p(�;�

t

)

fc

i

g]

p

p(�; �

t

) ;

and similarly

Q

k

t

(

p

p(�; �

t

)) =

1

2

[h

k

�E

p(�;�

t

)

fh

k

g]

p

p(�; �

t

)

=

1

2

s

X

i=1

�

k

i

[c

i

� E

p(�;�

t

)

fc

i

g]

p

p(�; �

t

) ;

for k = 1; � � � ; d. We remark that

1

2

[c

i

�E

p(�;�

t

)

fc

i

g]

p

p(�; �

t

) =

1

2

[c

i

� �

i

(�

t

)]

p

p(�; �

t

) =

1

2

p

p(�; �

t

)

@p(�; �

t

)

@�

i

;

hence Q

k

t

(

p

p(�; �

t

)) 2 L

p

p(�;�

t

)

S

1=2

for k = 0; 1; � � � ; d. Therefore, the projection does not

modify these vectors since they already lie in the tangent space of S

1=2

.

Finally, the equation for the parameters is obtained via straightforward calculations.

Indeed, it follows from (29) that

E

p(�;�

t

)

f

1

2

jhj

2

[c

j

� �

j

(�

t

)]g =

s

X

l=1

�

0

l

E

p(�;�

t

)

fc

l

[c

j

� �

j

(�

t

)]g =

s

X

l=1

g

jl

(�

t

) �

0

l

;

hence

m

X

j=1

g

ij

(�

t

) E

p(�;�

t

)

f

1

2

jhj

2

[c

j

� �

j

(�

t

)]g =

m

X

j=1

g

ij

(�

t

)

s

X

l=1

g

jl

(�

t

) �

0

l

=

s

X

l=1

�

il

�

0

l

;

and similarly

m

X

j=1

g

ij

(�

t

) E

p(�;�

t

)

fh

k

[c

j

� �

j

(�

t

)]g =

s

X

l=1

�

il

�

k

l

;

for all k = 1; � � � ; d. Substituting these expressions into the right{hand side of equation (22)

yields

d�

i

t

= [

m

X

j=1

g

ij

(�

t

) E

p(�;�

t

)

fL

t

c

j

g] dt� [

s

X

l=1

�

il

�

0

l

] dt+

d

X

k=1

[

s

X

l=1

�

il

�

k

l

] dY

k

t

:

In vector form, the above equation reads

d�

t

= [g(�

t

)]

�1

E

p(�;�

t

)

fL

t

cg dt� �

0

�

dt+

d

X

k=1

�

k

�

dY

k

t

:

INRIA



A Di�erential Geometric Approach to Nonlinear Filtering : the Projection Filter 25

This �nishes the proof. 2

What the above theorem shows is that the projection residuals are greatly simpli�ed if we

make use of the functions fh

1

; � � � ; h

d

;

1

2

jhj

2

g in the de�nition of the exponential manifold, i.e.

if we choose the functions fc

1

; � � � ; c

m

g in such a way that the functions fh

1

; � � � ; h

d

;

1

2

jhj

2

g

are in spanfc

1

; � � � ; c

m

g. Indeed, R

k

t

(

p

p

�

t

) = 0 for all t � 0, and all k = 0; 1; � � � ; k, whereas

1

p

p

�

t

R

�

t

(

p

p

�

t

) =

1

2

L

�

t

p

�

t

p

�

t

�

1

2

[c� �(�

t

)]

T

[g(�

t

)]

�1

E

p(�;�

t

)

fL

t

cg : (31)

The di�usion coe�cient in the stochastic di�erential equation (30) for the parameters �

t

is constant. This implies that (30) can be seen as either an Itô or a MFS stochastic di�erential

equation, so that it satis�es the formal rules of calculus. Moreover, for the numerical solution

of such an equation, the simpler Euler scheme coincides with the Milshtein scheme, which

is a strongly convergent scheme of order 1, see [12].

Notice also that we have still some freedom left, and we may wonder whether one can

use this to select m and the remaining functions fc

s+1

; � � � ; c

m

g in order to reduce the

total residual norm r

�

t

= r

�

t

. However, a great prudence is needed, because the �lter may

become complicated and numerical problems may arise. See examples on the cubic sensor

in Section 8. In general, a trade{o� is necessary in order to obtain an accurate, but still not

too involved, exponential family and the associated projection �lter.

Similarly to the Theorem 6.1 above, we have the following

Theorem 6.2 Let s := rankfh

1

; � � � ; h

d

g � d. There exist s linearly independent functions

fc

1

; � � � ; c

s

g de�ned on R

n

, such that for all x 2 R

n

h

k

(x) =

s

X

i=1

�

k

i

c

i

(x) ;

for k = 1; � � � ; d. Remaining functions fc

s+1

; � � � ; c

m

g are chosen such that

S

�

:= fp(�; �) ; � 2 �g ; p(x; �) := exp[�

T

c(x) �  (�)] ;

where � � R

m

is open, is an exponential family of probability densities.

Assume that, in addition to (A), (B) and (C), the coe�cients f

t

and a

t

of the system (7),

and the coe�cients c of the exponential family S

�

are such that :

E

p(�;�)

fj�

t;�

j

2

g <1 ;

holds for all � 2 �, and all t � 0, where the expression of �

t;�

is given in (16).

Then, for the projection �lter associated with the exponential family S

�

, the correction

residual norms r

k

t

are identically zero for all t � 0, and all k = 1; � � � ; d, and the stochastic

di�erential equation for the parameters reduces to :

d�

t

= [g(�

t

)]

�1

E

p(�;�

t

)

fL

t

cg dt� [g(�

t

)]

�1

E

p(�;�

t

)

f

1

2

jhj

2

[c� �(�

t

)]g dt+

d

X

k=1

�

k

�

dY

k

t

; (32)
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where for all k = 1; � � � ; d the m{dimensional vector �

k

�

is de�ned by

�

k

�

=

2

6

6

6

6

6

6

6

6

4

�

k

1

.

.

.

�

k

s

0

.

.

.

0

3

7

7

7

7

7

7

7

7

5

:

Under the assumptions on the coe�cients, this equation has a unique solution, up to the

a.s. positive exit time � := infft > 0 : �

t

62 �g.

The proof is analogous to the proof of Theorem 6.1, and is therefore omitted.

In this case, R

k

t

(

p

p

�

t

) = 0 for all t � 0, and all k = 1; � � � ; d, whereas

1

p

p

�

t

R

�

t

(

p

p

�

t

) =

1

2

L

�

t

p

�

t

p

�

t

�

1

2

[c� �(�

t

)]

T

[g(�

t

)]

�1

E

p(�;�

t

)

fL

t

cg ; (33)

and

1

p

p

�

t

R

0

t

(

p

p

�

t

) =

1

4

[jhj

2

� E

p(�;�

t

)

fjhj

2

g]

�

1

2

[c� �(�

t

)]

T

[g(�

t

)]

�1

E

p(�;�

t

)

f

1

2

jhj

2

[c� �(�

t

)]g :

(34)

6.2 The case of discrete{time observations

We conclude this section by presenting the e�ect of choosing the exponential family S

�

, in

the case of a nonlinear �ltering problem with discrete{time observations. In this model, the

state process is as in equation (7), i.e.

dX

t

= f

t

(X

t

) dt+ �

t

(X

t

) dW

t

;

but only discrete{time observations are available

z

n

= h(X

t

n

) + v

n

;

at times 0 = t

0

< t

1

< � � � < t

n

< � � �, where fv

n

; n � 0g is a Gaussian white noise sequence

independent of fX

t

; t � 0g.

The nonlinear �ltering problem consists in �nding the conditional density p

n

(x) of the

state X

t

n

given the observations up to time t

n

, i.e. such that P [X

t

n

2 dx j Z

n

] = p

n

(x) dx,

where Z

n

:= �(z

0

; � � � ; z

n

). We de�ne also the prediction conditional density p

�

n

(x) dx =

P [X

t

n

2 dx j Z

n�1

]. The sequence fp

n

; n � 0g satis�es a recurrent equation, and the

transition from p

n�1

to p

n

is decomposed in two steps, as explained in [10], [16] :
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Prediction step Between time t

n�1

and t

n

, we solve the Fokker{Planck equation

@p

n

t

@t

= L

�

t

p

n

t

; p

n

t

n�1

= p

n�1

:

The solution at �nal time t

n

de�nes the prediction conditional density p

�

n

= p

n

t

n

.

Correction step At time t

n

, the observation z

n

is combined with the prediction condi-

tional density p

�

n

via the Bayes rule

p

n

(x) = c

n

	

n

(x) p

�

n

(x) ; (35)

where c

n

is a normalizing constant, and 	

n

(x) denotes the likelihood function for the esti-

mation of X

t

n

based on the observation z

n

only, i.e.

	

n

(x) := exp

�

�

1

2

jz

n

� h(x)j

2

	

: (36)

If we use the exponential family S

�

de�ned above, then we obtain the projection �lter

density p(�; �

n

), and the transition from �

n�1

to �

n

is also decomposed in two steps :

Prediction step Between time t

n�1

and t

n

, we solve the ODE

g(�

n

t

)

_

�

n

t

= E

p(�;�

n

t

)

fL

t

cg ; �

n

t

n�1

= �

n�1

:

The solution at �nal time t

n

de�nes the prediction parameters �

�

n

= �

n

t

n

.

Correction step Substituting the approximation p(�; �

�

n

) into formula (35), we observe

that the resulting density does not leave the exponential family S

�

. Indeed, it follows

from (29) and (36) that

	

n

(x) = exp

�

�

1

2

jh(x)j

2

+

d

X

k=1

h

k

(x) z

k

n

�

1

2

jz

n

j

2

	

= exp

�

�

s

X

l=1

�

0

l

c

l

(x) +

s

X

l=1

[

d

X

k=1

�

k

l

z

k

n

] c

l

(x)�

1

2

jz

n

j

2

	

;

and the parameters are updated according to the formula

�

n

= �

�

n

� �

0

�

+

d

X

k=1

�

k

�

z

k

n

;

which is exact.
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7 An example of Bayesian system identi�cation using

the Gaussian projection �lter

In this section we consider a simple example of system identi�cation and we derive explicit

formulae for the projection �lter applied to this problem. Consider the linear scalar system

dX

t

= �X

t

dt+ dW

t

dY

t

= X

t

dt+ dV

t

;

with the usual assumptions on the Brownian motions fW

t

; t � 0g and fV

t

; t � 0g. The

parameter � is unknown. In order to estimate �, we introduce the constant stochastic process

fU

t

; t � 0g, which satis�es the following SDE

dU

t

= 0 ;

so that by de�ning the augmented state (X

t

; U

t

) the original system may be rewritten as

d

�

X

t

U

t

�

=

�

U

t

X

t

0

�

dt+

�

1

0

�

dW

t

dY

t

=

�

1 0

�

�

X

t

U

t

�

dt+ dV

t

:

This is clearly a nonlinear system, with a bilinear state equation. As for the de�nition of the

projection �lter, we choose the manifold S according to Theorem 6.1, i.e.

S = S

�

= fp(�; �) ; � 2 �g ; p(x; u; �) = exp[�

1

x+�

2

x

2

+�

3

u+�

4

u

2

+�

5

ux� (�)] ;

where � � R

5

is open, �

2

< 0, �

4

< 0, and

1

4

�

2

5

< �

2

�

4

for all � 2 �. This is a Gaussian

exponential family, and we choose the initial density as a Gaussian density with diagonal

covariance matrix, since U

0

and X

0

are mutually independent. This covariance matrix is

chosen very large so as to ensure that we are not assuming too much about the unknown

parameter �. Let us develop now the procedure leading to the projection �lter. We notice

that h(x; u) = x and

1

2

jh(x; u)j

2

=

1

2

x

2

, hence

�

0

�

=

2

6

6

6

6

4

0

1

2

0

0

0

3

7

7

7

7

5

; �

�

:= �

1

�

=

2

6

6

6

6

4

1

0

0

0

0

3

7

7

7

7

5

:

On the other hand

L =

1

2

@

2

@x

2

+ ux

@

@x

;
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hence

L c

1

(x; u) = ux = c

5

(x; u) ; L c

2

(x; u) = 1 + 2ux

2

;

L c

3

(x; u) = L c

4

(x; u) = 0 ; L c

5

(x; u) = u

2

x :

Notice that, using Lemma 2.3

E

p(�;�)

fux

2

g = E

p(�;�)

fc

2

c

3

g = g

23

(�) + �

2

(�) �

3

(�)

= E

p(�;�)

fc

1

c

5

g = g

15

(�) + �

1

(�) �

5

(�) ;

and

E

p(�;�)

fu

2

xg = E

p(�;�)

fc

1

c

4

g = g

14

(�) + �

1

(�) �

4

(�)

= E

p(�;�)

fc

3

c

5

g = g

35

(�) + �

3

(�) �

5

(�) :

Therefore




�

(�) := E

p(�;�)

fL cg =

2

6

6

6

6

4

�

5

(�)

1 + 2 [g

23

(�) + �

2

(�) �

3

(�)]

0

0

g

14

(�) + �

1

(�) �

4

(�)

3

7

7

7

7

5

:

Moreover, since we are in the Gaussian case, we can explicitly determine the normalizing

constant  (�)

 (�) = log2� �

1

2

log�(�) �

1

4�

2

[�

2

1

+

�(�)

2

�(�)

] = log2� �

1

2

log�(�) �

�(�)

�(�)

;

where �(�), �(�) and �(�) are de�ned as follows

�(�) := 4�

2

�

4

� �

2

5

;

�(�) := 2�

2

�

3

� �

1

�

5

;

�(�) := �

2

1

�

4

+ �

2

�

2

3

� �

1

�

3

�

5

:

Using Lemma 2.3 again, the expectation parameters �

1

(�); � � � ; �

5

(�), and the entries of the

Fisher information matrix (g

ij

(�)) are obtained as

�

i

(�) =

@

@�

i

 (�) ; i = 1; � � � ; 5 ;
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and

g

ij

(�) =

@

2

@�

i

@�

j

 (�) ; i; j = 1; � � � ; 5 ;

respectively.

The stochastic di�erential equation (30) for the parameters reduces to

d�

t

= [g(�

t

)]

�1




�

(�

t

) dt� �

0

�

dt+ �

�

dY

t

:

The equation (31) for the prediction residual reduces to

1

p

p

�

t

R

�

t

(

p

p

�

t

) =

1

2

L

�

p

�

t

p

�

t

�

1

2

[c� �(�

t

)]

T

[g(�

t

)]

�1




�

(�

t

) ;

from which the total residual norm r

�

t

= r

�

t

can be easily computed.

This example illustrates how in some situations the residual and the �lter equations may

be computed exactly via stochastic di�erential equations involving rational functions of the

canonical parameters �. Moreover, this example shows a situation in which it is natural to

choose a Gaussian simplifying manifold S

�

. The di�erence with the extended Kalman �lter

used as a parameter estimator is that in our case we have an explicit expression for the well

de�ned quantity r

�

t

representing the quality of the approximation at every time instant.

8 Exponential projection �lters for the cubic sensor

We consider as an application of the exponential projection �lter the explicit formula for

the cubic sensor, see also [8]. We consider the scalar system

dX

t

= � dW

t

dY

t

= X

3

t

dt+ dV

t

;

with the usual independence assumptions for the standard Brownian motions fW

t

; t � 0g

and fV

t

; t � 0g and where � is a real constant. This system is interesting for several reasons.

First, the simplicity of the state process. Secondly, the in�nite dimensionality of the optimal

�lter for the cubic sensor ensures that we are really facing a problem of approximating an

in�nite dimensional �lter by a �nite dimensional one. The fact that the optimal �lter for

the cubic sensor is in�nite dimensional was proven in [9].

Let us apply the projection �lter to this system using di�erent exponential families in

order to illustrate how the �lter depends on the manifold.

8.1 The six dimensional exponential projection �lter

We choose the manifold S according to Theorem 6.1, i.e.

S = S

�

= fp(�; �) ; � 2 �g ; p(x; �) = exp[�

1

x+�

2

x

2

+�

3

x

3

+�

4

x

4

+�

5

x

5

+�

6

x

6

� (�)] ;
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where � is open in R

6

and �

6

< 0, for all � 2 �.

We notice that h(x) = x

3

and

1

2

jh(x)j

2

=

1

2

x

6

, hence

�

0

�

=

2

6

6

6

6

6

6

4

0

0

0

0

0

1

2

3

7

7

7

7

7

7

5

; �

�

:= �

1

�

=

2

6

6

6

6

6

6

4

0

0

1

0

0

0

3

7

7

7

7

7

7

5

:

On the other hand, c

j

(x) = x

j

, for j = 1; � � � ; 6, hence

L c

j

(x) =

1

2

�

2

@

2

c

j

(x)

@x

2

=

8

<

:

1

2

�

2

j (j � 1)x

j�2

; for j = 2; � � � ; 6

0 ; for j = 1

and therefore

E

p(�;�)

fL c

j

g =

8

<

:

1

2

�

2

j (j � 1) �

j�2

(�) ; for j = 2; � � � ; 6

0 ; for j = 1

which requires the evaluation of �

0

(�); � � � ; �

4

(�). We de�ne




�

(�) :=

1

2

�

2

2

6

6

6

6

6

6

4

0

2 �

0

(�)

6 �

1

(�)

12 �

2

(�)

20 �

3

(�)

30 �

4

(�)

3

7

7

7

7

7

7

5

= E

p(�;�)

fL cg :

Finally, the entries of the Fisher information matrix (g

ij

(�)) are obtained according to (6),

i.e.

g

ij

(�) = �

i+j

(�) � �

i

(�) �

j

(�) ; i; j = 1; � � � ; 6

which requires the evaluation of �

1

(�); � � � ; �

12

(�). However, �

0

(�) = 1 and it follows from

Lemma 2.3 that only �

1

(�); � � � ; �

5

(�) need to be evaluated, since �

6

(�); � � � ; �

12

(�) can be

obtained according to (5).

The stochastic di�erential equation (30) for the parameters reduces to

d�

t

= [g(�

t

)]

�1




�

(�

t

) dt� �

0

�

dt+ �

�

dY

t

:

The equation (31) for the prediction residual reduces to

1

p

p

�

t

R

�

t

(

p

p

�

t

) =

1

2

L

�

p

�

t

p

�

t

�

1

2

[c� �(�

t

)]

T

[g(�

t

)]

�1




�

(�

t

) ;
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from which the total residual norm r

�

t

= r

�

t

can be easily computed.

Finally, we indicate a quantity which can be used to estimate the state of the system

at time t. It is well known that, if the conditional density p

t

is available, then the best

(minimum variance) estimator of X

t

is the conditional expectation

b

X

t

:= E

p

t

fxg =

Z

x p

t

(x) d�(x) :

As we can rely only on the approximated density p(�; �

t

), we shall consider, as an estimate

of the state, the expectation w.r.t. this approximated density :

�

1

(�

t

) = E

p(�;�

t

)

fxg =

Z

x p(x; �

t

) d�(x) :

8.2 The four dimensional exponential projection �lter

In this section we choose the manifold S according to Theorem 6.2, i.e.

S = S

�

= fp(�; �) ; � 2 �g ; p(x; �) = exp[�

1

x+ �

2

x

2

+ �

3

x

3

+ �

4

x

4

�  (�)] ;

where � � R

4

is open and �

4

< 0, for all � 2 �.

We notice that h(x) = x

3

, hence

�

�

:= �

1

�

=

2

6

6

4

0

0

1

0

3

7

7

5

:

On the other hand, c

j

(x) = x

j

, for j = 1; � � � ; 4, hence

L c

j

(x) =

1

2

�

2

@

2

c

j

(x)

@x

2

=

8

<

:

1

2

�

2

j (j � 1)x

j�2

; for j = 2; � � � ; 4

0 ; for j = 1

and therefore

E

p(�;�)

fL c

j

g =

8

<

:

1

2

�

2

j (j � 1) �

j�2

(�) ; for j = 2; � � � ; 4

0 ; for j = 1

which requires the evaluation of �

0

(�); � � � ; �

2

(�). We de�ne




�

(�) :=

1

2

�

2

2

6

6

4

0

2 �

0

(�)

6 �

1

(�)

12 �

2

(�)

3

7

7

5

= E

p(�;�)

fL cg : (37)
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Similarly, we notice that

1

2

jh(x)j

2

=

1

2

x

6

, hence

1

2

jh(x)j

2

[c

j

(x) � �

j

(�)] =

1

2

[x

6+j

� x

6

�

j

(�)] ; j = 1; � � � ; 4

and

E

p(�;�)

f

1

2

jhj

2

[c

j

� �

j

(�)]g =

1

2

[�

6+j

(�) � �

6

(�)�

j

(�)] ; j = 1; � � � ; 4

which requires the evaluation of �

1

(�); � � � ; �

4

(�) and �

6

(�); � � � ; �

10

(�). We de�ne




0

�

(�) :=

1

2

2

6

6

4

�

7

(�) � �

6

(�) �

1

(�)

�

8

(�) � �

6

(�) �

2

(�)

�

9

(�) � �

6

(�) �

3

(�)

�

10

(�) � �

6

(�) �

4

(�)

3

7

7

5

= E

p(�;�)

f

1

2

jhj

2

[c� �(�)]g : (38)

Finally, the entries of the Fisher information matrix (g

ij

(�)) are obtained according to (6),

i.e.

g

ij

(�) = �

i+j

(�) � �

i

(�) �

j

(�) ; i; j = 1; � � � ; 4

which requires the evaluation of �

1

(�); � � � ; �

8

(�). However, �

0

(�) = 1 and it follows from

Lemma 2.3 that only �

1

(�); � � � ; �

3

(�) need to be evaluated, since �

4

(�); � � � ; �

10

(�) can be

obtained according to (5).

The stochastic di�erential equation (32) for the parameters reduces to

d�

t

= [g(�

t

)]

�1




�

(�

t

) dt� [g(�

t

)]

�1




0

�

(�

t

) dt+ �

�

dY

t

: (39)

The equations (33) and (34) for the prediction and correction residuals reduce to

1

p

p

�

t

R

�

t

(

p

p

�

t

) =

1

2

L

�

p

�

t

p

�

t

�

1

2

[c� �(�

t

)]

T

[g(�

t

)]

�1




�

(�

t

) ;

and

1

p

p

�

t

R

0

t

(

p

p

�

t

) =

1

4

[x

6

� �

6

(�

t

)]�

1

2

[c� �(�

t

)]

T

[g(�

t

)]

�1




0

�

(�

t

) ;

respectively, from which the total residual norm r

�

t

can be easily computed.

Finally, as in Section 8.1 our approximation of the minimum variance estimate of the

state at time t is the �rst expectation parameter �

1

(�

t

). We conclude by observing that the

�lter given in this section can be implemented via a numerical scheme involving numerical

integration techniques. Such a scheme has been written as a Fortran program, yielding

simulations that we describe in the next section.

9 Numerical simulations for the cubic sensor

In this section we present a numerical scheme which was used to implement the projection

�lter derived in Section 8.2, and we present also simulation results based on this numerical
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scheme. From the previous discussion, we need to compute the moments �

1

; � � � ; �

10

up to

order ten, but according to Lemma 2.3, these moments can be computed from the �rst three

moments �

1

; � � � ; �

3

only by using the recursion formula (5).

We applied a Euler scheme to solve the stochastic di�erential equation (39) numerically.

Since the di�usion coe�cient in this equation is constant, the Euler scheme coincides with

the Milshtein scheme, and hence the error is of order �, where � is the chosen time step. In

general, if the di�usion coe�cient would also depend on the state � then the error would be

of order

p

� only. For a detailed treatment of numerical methods for stochastic di�erential

equations, see [12].

We outline the main steps of the algorithm :

(i) Let an initial �

0

be given. Choose a time step � and set t = 0.

(ii) Assign � := �

0

.

(iii) Compute numerically the integral

I(�) := exp[ (�)] =

Z

+1

�1

exp[�

1

x+ �

2

x

2

+ �

3

x

3

+ �

4

x

4

] d�(x) :

(iv) Compute the three following integrals, so as to obtain the �rst three expectation

parameters :

�

i

(�) = E

p(�;�)

fx

i

g

=

1

I(�)

Z

+1

�1

x

i

exp[�

1

x+ �

2

x

2

+ �

3

x

3

+ �

4

x

4

] d�(x) ; i = 1; 2; 3 :

(v) Compute the higher order moments �

4

; � � � ; �

10

via the algebraic recursion formula

given in (5).

(vi) Substitute the above quantities in equations (37) and (38), so as to obtain the coe�-

cients 


�

(�) and 


0

�

(�) respectively.

(vii) Compute the Fisher information matrix

g

ij

(�) = E

p(�;�)

fx

i

x

j

g � �

i

�

j

= �

i+j

� �

i

�

j

; i; j = 1; � � � ; 4 :

(viii) Invert (g

ij

(�)) so as to obtain (g

ij

(�)).

(ix) Collect the new observation Y

t+�

at time t+� (here a discretization scheme is needed),

and let �Y = Y

t+�

� Y

t

.

(x) Compute the approximate variation �� of the canonical parameters between times t

and t+�, according to the simple Euler scheme

�� = [g(�)]

�1




�

(�)� � [g(�)]

�1




0

�

(�)� + �

�

�Y :
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(xi) Assign � := � +�� and t := t+�.

(xii) Start again from point (iii).

As noticed in step (v), all we need is to compute the integrals

Z

+1

�1

x

i

exp[�

1

x+ �

2

x

2

+ �

3

x

3

+ �

4

x

4

] d�(x) ; i = 0; � � � ; 3 :

We used routines from the scienti�c library NAG for this purpose.

Once a numerical approximation of the projection �lter parameters �

t

has been com-

puted, we can compare the corresponding density p

�

t

= p(�; �

t

) to the solution p

t

of the

Kushner{Stratonovich equation, i.e. to the optimal �lter density. Actually, a numerical ap-

proximation of p

t

was used, based on a discretization of the state space with approximately

400 grid points, and on numerical techniques for the solution of stochastic di�erential equa-

tions, see [12] and [4].

The comparison between numerical approximations of the densities p

�

t

and p

t

can be done

qualitatively, based on graphical outputs, or we can compute (a numerical approximation

of) some distance, such as the Kullback{Leibler information

K(p

t

; p

�

t

) :=

Z

log

p

t

(x)

p

�

t

(x)

p

t

(x) d�(x) ;

the Hellinger distance

d(p

t

; p

�

t

) :=

Z

(

p

p

�

t

(x)�

p

p

t

(x) )

2

d�(x) = 2 [ 1�

Z

p

p

�

t

(x)

p

p

t

(x)d�(x) ] ;

etc. We can also compute an approximation of the total residual norm

r

�

t

:= kR

�

t

(

p

p

�

t

)�R

0

t

(

p

p

�

t

)k ;

which depends only on the projection �lter density. As remarked in Section 8.2, the remaining

correction residual norms r

k

t

vanish for all t � 0 and all k = 1; � � � ; d. Moreover, to compute

the total residual norm r

�

t

we still need to evaluate only the �rst three moments.

We begin with some general remarks about our simulation results. These results show

that the projection �lter density is usually very close to the optimal �lter density, when

the latter is not too sharp (i.e. not too close to a Dirac mass). What would be missing

in a Gaussian assumed density �lter or in an extended Kalman �lter is the possibility to

allow bimodality in the �lter density. As the fourth degree exponential family allows such

bimodality, in principle the optimal �lter density could be approximated at least qualitatively

by a density in this family. This was actually observed in our simulations.

Moreover, we can have an a posteriori indication of the accuracy of the projection �lter

from the graphical representation of the total residual norm as a function of time. Indeed,

there are time instants where the optimal �lter density and the projection �lter density are
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quite di�erent, but these are exactly the time instants where the total residual norm exhibits

large values. An additional observation that we could make on our simulations is that after

a reasonably small time the total residual norm returns towards zero, and correspondingly

the projection �lter density is again very close to the optimal �lter density. To summarize,

there are some di�erences, but they are limited in time, and do not seem to a�ect the global

behaviour of the projection �lter.

On time intervals where the true state is far from the singular point x = 0 of the ob-

servation function h(x) = x

3

, experience shows that the smaller the observation noise, the

sharper and higher are the peaks of the total residual norm. Notice �rst that if the observa-

tion noise is small, then on such time intervals the optimal �lter densities are concentrated

around the true state trajectory, i.e. are tracking accurately a very irregular trajectory. As

a result, the di�erence between the mean value of the optimal �lter density and the mean

value of the projection �lter density has to be really small, i.e. smaller than the variance

of the optimal �lter density, to guarantee that the Hellinger distance between the optimal

�lter density and the projection �lter density is not too large. This is re
ected in the fast

dynamics of both the Kushner{Stratonovich equation, and the equation for the projection

�lter parameters, and makes the numerical implementation of the projection �lter di�cult

when the observation noise is small.

In the following we discuss the simulations in detail, and we present some graphical

outputs which illustrate our general remarks. In the two scalar examples below, the variance

R of the observation noise does not satisfy R = 1. However, the formulas given in the paper

could easily be adapted to this more general situation.

Example 1 : We present here a �rst simulation of the fourth degree exponential projection

�lter based on the following data :

(unnormalized) initial density exp[�

1

2

x

2

�

1

4

x

4

]

variance Q of the state noise 1

variance R of the observation noise 0.16

time step � 0.02

�nal time 10

In this �rst example we are mainly concerned in showing that our choice of the fourth

degree exponential family is well chosen. Visualizing the time evolution of both the optimal

�lter density and the projection �lter density was made possible with the software ZPB

developed at INRIA. We observed that qualitatively the projection �lter was good, as the

two densities had roughly the same shape at every time instant. In this paper we display

the two densities at three time instants. We start by Figures 1 and 2 which show the true

state and the estimate (mean value) provided by the projection �lter density respectively,

as functions of time. This estimate is not accurate because on this simulation the true state
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stays most of the time around the singular point x = 0 of the observation function. Indeed,

Figures 3 and 4 show that the mean value of the optimal �lter density does not provide an

accurate estimate of the true state either. We are also interested in comparing the projection

�lter with the optimal �lter, and not only with the true state. In this respect, Figures 5 and 7,

show that the two �lter estimates agree surprisingly well. Notice also the behaviour of the

total residual norm in Figures 6 and 8 : the time instants where the two �lter estimates are

signi�cantly di�erent are characterized by large peaks in the total residual norm. This kind

of simulation, where the conditional density is concentrated around the singular point of the

observation function, is important because it is in such situations that Gaussian assumed

density �lters and extended Kalman �lters would usually fail. The shape of the density

is quickly varying, becoming often bimodal and asymmetric, so that a Gaussian family is

de�nitely not a good choice to base a �nite dimensional �ltering on. We make this evident

by displaying the optimal �lter and the projection �lter densities at di�erent time instants,

in Figures 9, 10, 11, 12, 13, and 14.

Example 2 : The second example is based on the following data :

(unnormalized) initial density exp[�

1

2

(x�

3

4

)

2

�

1

4

(x�

3

4

)

4

]

variance Q of the state noise 1

variance R of the observation noise 9

time step � 0.005

�nal time 10

We begin by comparing the true state with the estimate (mean value) provided by the

projection �lter density. This is illustrated in Figures 15 and 16. It is clear from this graphical

output that the state is not estimated accurately, and this is due to the fact that we have

a large observation noise. Anyway, this is the case also for the optimal �lter, as we can

see in Figures 17 and 18. Nonetheless, our main concern is in the comparison between the

projection �lter and the optimal �lter. This comparison is provided by Figures 19 and 21.

The projection �lter and the optimal �lter estimates agree surprisingly well, and the time

instants where they are signi�cantly di�erent are characterized by peaks of the total residual

norm, which is shown in Figures 20 and 22.
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Figure 1: True state and mean from the projection �lter between 0 and 5
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Figure 2: True state and mean from the projection �lter between 5 and 10
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Figure 3: True state and mean from the optimal �lter between 0 and 5
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Figure 4: True state and mean from the optimal �lter between 5 and 10
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Figure 5: Mean from the projection �lter and from the optimal �lter between 0 and 5
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Figure 6: Projection residual between 0 and 5
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Figure 7: Mean from the projection �lter and from the optimal �lter between 5 and 10
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Figure 8: Projection residual between 5 and 10
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Figure 9: Optimal �lter density at 3.70

Figure 10: Projection �lter density at 3.70
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Figure 11: Optimal �lter density at 4.12

Figure 12: Projection �lter density at 4.12

RR n�2598



44 D. Brigo, B. Hanzon & F. Le Gland

Figure 13: Optimal �lter density at 9.54

Figure 14: Projection �lter density at 9.54
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Figure 15: True state and mean from the projection �lter between 0 and 5
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Figure 16: True state and mean from the projection �lter between 5 and 10
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Figure 17: True state and mean from the optimal �lter between 0 and 5
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Figure 18: True state and mean from the optimal �lter between 5 and 10
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Figure 19: Mean from the projection �lter and from the optimal �lter between 0 and 5

0

5

10

15

20

25

30

0 1 2 3 4 5

Norm of the Projection Residual

Figure 20: Projection residual between 0 and 5
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Figure 21: Mean from the projection �lter and from the optimal �lter between 5 and 10
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Figure 22: Projection residual between 5 and 10
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10 Conclusion

In this paper, we have introduced a new and systematic way of designing approximate

�nite{dimensional �lters.

One major issue left is the choice of the exponential family S. A �rst answer has been

given in Section 6, but this does not completely solve the problem : with the choice of the

family S

�

there is still some freedom left in the choice of the dimension m and in the choice

of the remaining functions fc

s+1

; � � � ; c

m

g, which could be used to reduce the total residual

norm r

�

t

= r

�

t

.

This freedom could also be used to design an adaptive scheme for the choice of the

exponential family S.

It would also be useful to obtain for all t � 0 an estimate of the distance between the

optimal �lter density p

t

and the projection �lter density p

�

t

, in terms of the total residual

norm history fr

�

s

; 0 � s � tg.

Finally, we would like to de�ne projection �lters for discrete time systems, and relate

this problem with the work of Kulhav�y [13], [14]. Another motivation for this study will be

to obtain e�cient numerical schemes for the solution of the stochastic di�erential equation

satis�ed by the projection �lter parameters, i.e. equation (19) for a general family S, or

equation (30) for the family S

�

.

Each of these problems requires further investigation, and we hope to address all of them

in a subsequent work.
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Unité de recherche INRIA Lorraine, Technopôle de Nancy-Brabois, Campus scientifique,
615 rue du Jardin Botanique, BP 101, 54600 VILLERS LÈS NANCY
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