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# THE RELATIVE ACCURACY OF $(x+y) *(x-y)$ 

CLAUDE-PIERRE JEANNEROD


#### Abstract

We consider the relative accuracy of evaluating $(x+y)(x-y)$ in IEEE floating-point arithmetic, when $x, y$ are two floating-point numbers and rounding is to nearest. This expression can be used, for example, as an efficient cancellation-free alternative to $x^{2}-y^{2}$ and (at least in the absence of underflow and overflow) is well known to have low relative error, namely, at most about $3 u$ with $u$ the unit roundoff. In this paper we propose to complement this traditional analysis with a finer-grained one, aimed at improving and assessing the quality of that bound. Specifically, we show that if the tie-breaking rule is to away then the bound $3 u$ is asymptotically optimal. In contrast, if the tie-breaking rule is to even, we show that asymptotically optimal bounds are now $2.25 u$ for base two and $2 u$ for larger bases (such as base ten). In each case, asymptotic optimality is obtained by the explicit construction of a certificate, that is, some floating-point input $(x, y)$ parametrized by $u$ and for which the error of the result is equivalent to the error bound as $u$ tends to zero.


## 1. Introduction

In IEEE floating-point arithmetic, evaluating $x^{2}-y^{2}$ in the most natural way as the difference of two squares is well known to be prone to damaging cancellation: if the floating-point numbers $x$ and $y$ are close enough to each other then the subtraction mostly reveals the rounding error(s) due to squaring and this can yield a totally wrong result (equal to zero, say, although $x \neq y$ and underflow has not occurred). A classical workaround consists in evaluating the factored form $(x+$ $y)(x-y)$ instead, as suggested by Sterbenz [13, p. 118] and Kahan and Thomas [8]. This second formula retains the simplicity of the first one and, barring underflow and overflow, now ensures high relative accuracy. Specifically, if each of the three operations,,$+- \times$ is performed with relative error at most the unit roundoff $u$ then the computed result $\widehat{r}$ has the form $\widehat{r}=\left(x^{2}-y^{2}\right)(1+\theta)$ with $(1-u)^{3} \leqslant 1+\theta \leqslant(1+u)^{3}$ and, therefore, has its relative error $|\theta|$ bounded as

$$
|\theta| \leqslant(1+u)^{3}-1
$$

For simplicity and assuming $u$ is small enough, the expression $(1+u)^{3}-1$ can then be approximated by $3 u$ or rewritten as $3 u+O\left(u^{2}\right)$ or bounded further by $3 u /(1-3 u)=: \gamma_{3}$ or $3.03 u$. This kind of analysis is typical of Wilkinson's traditional approach $[16,17]$ and has been done by various authors, including Stoer [15] (see also Stoer and Bulirsch [14]), Goldberg [2], and Higham [3].

In this paper we propose to complement this traditional analysis with a finergrained one, aimed at improving and assessing the quality of such error bounds in the context of IEEE floating-point arithmetic. To do this, the implementation of

[^0]the formula $(x+y)(x-y)$ that we shall study can be described as follows:
\[

$$
\begin{equation*}
x, y \in \mathbb{F}: \quad \widehat{r}_{1}:=\mathrm{fl}(x+y), \quad \widehat{r}_{2}:=\mathrm{fl}(x-y), \quad \widehat{r}:=\mathrm{fl}\left(\widehat{r}_{1} \widehat{r}_{2}\right), \tag{1}
\end{equation*}
$$

\]

where $\mathbb{F}$ is a set of floating-point numbers in base $\beta$ and precision $p$, defined as

$$
\begin{equation*}
\mathbb{F}=\{0\} \cup\left\{M \cdot \beta^{E}: M, E \in \mathbb{Z}, \quad \beta^{p-1} \leqslant|M|<\beta^{p}\right\} \tag{2}
\end{equation*}
$$

and where fl denotes a round-to-nearest function from $\mathbb{R}$ to $\mathbb{F}$, such that

$$
\begin{equation*}
|\mathrm{fl}(t)-t|=\min _{x \in \mathbb{F}}|x-t| \quad \text { for all } t \in \mathbb{R} . \tag{3}
\end{equation*}
$$

We shall assume that $\beta$ is even, $p \geqslant 2$, and the tie-breaking rule for fl is either to even or to away: if fl breaks ties to even, then every real number lying halfway between two consecutive elements of $\mathbb{F}$ in (2) is rounded to the one whose integral significand $M$ is even; if fl breaks ties to away, then it is rounded to the one for which $|M|$ is largest. In practice these assumptions are very mild and will be enough to cover simultaneously the possibilities offered by the IEEE 754 standard [4], where $\beta \in\{2,10\}$ and $\mathrm{fl} \in\{$ roundTiesToEven, roundTiesToAway\}. Furthermore, since the definition of $\mathbb{F}$ imposes no restriction on the exponent range, our results will hold as long as underflows and overflows do not occur.

As a first and easy step towards a fine-grained accuracy analysis of (1), we can exploit the main consequence of (2) and (3), that says that the relative error due to rounding is bounded as follows [9, p. 232]:

$$
\begin{equation*}
\text { for all } t \in \mathbb{R}, \quad \mathrm{f}(t)=t \cdot(1+\delta), \quad|\delta| \leqslant \frac{u}{1+u}, \quad u:=\frac{1}{2} \beta^{1-p} . \tag{4}
\end{equation*}
$$

Applying this inequality three times to (1), we deduce that

$$
\begin{equation*}
\widehat{r}_{1}=(x+y)\left(1+\delta_{1}\right), \quad \widehat{r}_{2}=(x-y)\left(1+\delta_{2}\right), \quad \widehat{r}=\widehat{r}_{1} \widehat{r}_{2}\left(1+\delta_{3}\right) \tag{5}
\end{equation*}
$$

for some rational numbers $\delta_{i}$ such that $\left|\delta_{i}\right| \leqslant u /(1+u)$ and, writing

$$
\widehat{r}=\left(x^{2}-y^{2}\right)(1+\theta), \quad \theta:=\left(1+\delta_{1}\right)\left(1+\delta_{2}\right)\left(1+\delta_{3}\right)-1
$$

we can then easily check using $u>0$ that the relative error of $\widehat{r}$ satisfies $|\theta|<3 u$. This simple analysis already refines the traditional bound $(1+u)^{3}-1$ slightly, showing that the $O\left(u^{2}\right)$ term can be removed and that the commonly used alternative forms $3 u+O\left(u^{2}\right)$ and $\gamma_{3}$ mentioned before are in fact not needed. However, this says nothing about the quality of all these bounds and, therefore, raises the following question: Can the leading constant 3 be reduced further, and if so by which value should it be replaced?

We show with Theorem 1.1 below that the answer actually depends on the tiebreaking rule and the base: if ties are broken to away, then 3 is indeed best possible; otherwise, this constant can be decreased down to 2.25 for binary arithmetic and 2 for larger bases, these new constants now being best possible as well. Here "best possible" means that we have constructed an input $\left(x_{0}, y_{0}\right) \in \mathbb{F}^{2}$ that is parametrized by the unit roundoff $u$ and such that the ratio (relative error of $\widehat{r}$ for this input)/(relative error bound) tends to 1 as $u \rightarrow 0$. We will say that such a bound is asymptotically optimal and may call the input $\left(x_{0}, y_{0}\right)$ a certificate of asymptotic optimality for that bound.

Theorem 1.1. Let $x, y \in \mathbb{F}$ and let fl denote a round-to-nearest map from $\mathbb{R}$ to $\mathbb{F}$. Then, when evaluating $x^{2}-y^{2}$ as $\widehat{r}=\mathrm{f}(\mathrm{fl}(x+y) \mathrm{f}(x-y))$, the returned value $\widehat{r}$ satisfies

$$
\widehat{r}=\left(x^{2}-y^{2}\right)(1+\theta), \quad|\theta|< \begin{cases}3 u & \text { if fl breaks ties to away } \\ \frac{9}{4} u & \text { if } \mathrm{fl} \text { breaks ties to even and } \beta=2, \\ 2 u & \text { if } \mathrm{fl} \text { breaks ties to even and } \beta \neq 2\end{cases}
$$

Furthermore, each of these bounds on the relative error $|\theta|$ is asymptotically optimal.
In practice this result implies that for default IEEE floating-point arithmeticwhich has base 2 and ties broken to even, the overall relative error of evaluating $(x+y)(x-y)$ can never get close to the traditional bound $3 u$ and will at worst approach $2.25 u$. Our analysis can also be seen as a typical example of fine-grained accuracy analysis, as surveyed in [5] and whose goal is to provide not only a priori, worst-case error bounds but also certificates of the quality of such bounds. Other examples include optimal bounds for the five basic operations [7] and for summation in high dimension $[11,10]$, as well as asymptotically optimal bounds in the context of complex arithmetic $[1,6]$.
1.1. Ingredients for the proof. To establish Theorem 1.1 we shall exploit (4) as well as several other, lower level properties of IEEE floating-point arithmetic that are all straightforward consequences of (2) and (3) and which we briefly review in this subsection. It turns out that several of these properties are conveniently expressed in terms of the unit roundoff $u=\frac{1}{2} \beta^{1-p}$ and also via the real functions ufp (unit in the first place, introduced in [12]) and ulp (unit in the last place), defined by $\operatorname{ufp}(0)=\operatorname{ulp}(0)=0$ and

$$
\text { for } t \in \mathbb{R}_{\neq 0}, \quad \operatorname{ufp}(t)=\beta^{\left\lfloor\log _{\beta}|t|\right\rfloor} \quad \text { and } \quad u \operatorname{lp}(t)=2 u \operatorname{ufp}(t) .
$$

Clearly, these two functions are even (that is, independent of the sign of $t$ ) and non-decreasing over $\mathbb{R}_{>0}$ : if $|t| \leqslant\left|t^{\prime}\right|$ then $\operatorname{ufp}(t) \leqslant \operatorname{ufp}\left(t^{\prime}\right)$ and $u l p(t) \leqslant \operatorname{ulp}\left(t^{\prime}\right)$.
Some properties of $\mathbb{F}$. Note first that if $x \in \mathbb{F}$ then $-x \in \mathbb{F}$ (symmetry) and $x \beta^{k} \in \mathbb{F}$ for all $k \in \mathbb{Z}$ (auto-similarity).

Furthermore, since $2 u=\beta^{1-p}$, any nonzero $x \in \mathbb{F}$ can be rewritten as

$$
x= \pm m \beta^{e}, \quad m=1+j \cdot 2 u, \quad j \in\left\{0,1,2, \ldots,(\beta-1) \beta^{p-1}-1\right\}, \quad e \in \mathbb{Z}
$$

Here, $\beta^{e}=\operatorname{ufp}(x)$ and, for example, the subset for which $\operatorname{ufp}(x)=1$ is

$$
\mathbb{F} \cap[1, \beta)=\{1,1+2 u, 1+4 u, \ldots, \beta-2 u\}
$$

It is worth noting that the midpoints associated with $\mathbb{F}$, that is, the rational numbers lying halfway between two consecutive elements of $\mathbb{F}$, can be expressed in a similar way as $\pm(1+j \cdot 2 u+u) \beta^{e}$. Their set will be written $\mathbb{M}$ and, in particular, $\mathbb{M} \cap[1, \beta)=$ $\{1+u, 1+3 u, 1+5 u, \ldots, \beta-u\}$.

From the definition of ufp, it follows that $\operatorname{ufp}(t) \leqslant|t|<\beta$ ufp $(t)$ for $t \in \mathbb{R}_{\neq 0}$. Combining this with the structure of $\mathbb{F}$ just described, we deduce that over $\mathbb{F}$ the strict inequality can be refined: for $x \in \mathbb{F}, \operatorname{ufp}(x) \leqslant|x| \leqslant(\beta-2 u) \operatorname{ufp}(x)$.

Finally, it will be useful to exploit the fact that floating-point numbers are integral multiples of their ulp: if $x \in \mathbb{F}$ then $x \in \operatorname{ulp}(x) \mathbb{Z}$. Conversely, if a nonzero real number $t$ satisfies $|t| \in \operatorname{ulp}(t) \mathbb{Z}$ and $|t| / \operatorname{ulp}(t) \leqslant \beta^{p}$, then $t \in \mathbb{F}$.

Some properties of fl. A first important property of rounding to nearest is that it is a non-decreasing function over $\mathbb{R}$ : for any $t, t^{\prime} \in \mathbb{R}$ such that $t \leqslant t^{\prime}$, we have $\mathrm{fl}(t) \leqslant \mathrm{fl}\left(t^{\prime}\right)$.

Another property, made possible by the fact that our tie-breaking rules are independent of both the sign and the order of magnitude of the number to be rounded, is that

$$
\begin{equation*}
\mathrm{f}\left( \pm t \beta^{k}\right)= \pm \mathrm{fl}(t) \beta^{k}, \quad t \in \mathbb{R}, \quad k \in \mathbb{Z} \tag{6}
\end{equation*}
$$

Third, the relative error due to rounding a real number can be bounded by means of the ufp function as follows:

$$
\text { for all } t \in \mathbb{R}_{\neq 0}, \quad \mathrm{fl}(t)=t \cdot(1+\delta), \quad|\delta| \leqslant u \frac{\operatorname{ufp}(t)}{|t|}
$$

This bound, which improves upon the bound $u /(1+u)$ given in (4) as soon as $|t|>(1+u) \operatorname{ufp}(t)$, can be as small as about $u / \beta$ when $|t| \approx \beta \operatorname{ufp}(t)$.

Finally, $\mathrm{f}(t)=t$ whenever $t \in \mathbb{F}$. This obvious fact, which is not implied by (4), may be used under the form $t \notin \mathbb{F} \Rightarrow \delta \neq 0$.
Sufficient conditions to ensure $|\theta|<2 u$. In addition to the low-level features that we have just recalled, we will use the following two facts:

$$
\begin{equation*}
\delta_{i} \delta_{j} \leqslant 0 \quad \Rightarrow \quad|\theta|<2 u \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
x, y \in \mathbb{F}: 0 \leqslant y \leqslant x \leqslant y+\beta \operatorname{ufp}(y) \quad \Rightarrow \quad x-y \in \mathbb{F} \tag{8}
\end{equation*}
$$

The implication in (7) follows immediately from $\theta=\left(1+\delta_{1}\right)\left(1+\delta_{2}\right)\left(1+\delta_{3}\right)-1$ and the bounds $\left|\delta_{i}\right| \leqslant u /(1+u)$ for $i=1,2,3$.

On the other hand, the implication in (8) can be referred to as the Sterbenz-Ziv property $[13,18]$ and says that if two floating-point numbers are close enough to each other, then their exact difference is itself a floating-point number.

Proving this result is particularly simple thanks to the properties of $\mathbb{F}$, ufp, and ulp seen above: when $y=0$ it is obvious; otherwise, $\operatorname{ulp}(y)$ divides $\operatorname{ulp}(x)$ because $y \leqslant x$, so that $x$ and $y$ and $x-y$ are integral multiples of ulp $(y)$. Hence $x-y=M u l p(y)$ for some integer $M$ that by assumption satisfies $0 \leqslant M \leqslant$ $\beta \operatorname{ufp}(y) / \operatorname{ulp}(y)=\beta^{p}$. Therefore, $x-y \in \mathbb{F}$.

Note also that the condition in (8) is essentially best possible in the sense that if $x>y+\beta \operatorname{ufp}(y)$, then $x-y$ need not be in $\mathbb{F}$ anymore. For example, taking $x=\beta+1+\beta \cdot 2 u$ and $y=1+2 u$ gives $x>\beta+1+2 u=y+\beta \operatorname{ufp}(y)$ and $x-y=\beta+(\beta-1) \cdot 2 u \notin \mathbb{F}$.

Finally, remark that $x-y \in \mathbb{F}$ is equivalent to $\delta_{2}=0$, which by (7) implies $|\theta|<2 u$. Consequently, both (7) and (8) will be used as ways to filter out various easy sub-cases that occur during the proof of the upper bounds $2.25 u$ and $2 u$ in Theorem 1.1.
1.2. Outline. The rest of the paper is devoted to the proof of Theorem 1.1. We begin, in section 2, by setting up a certificate showing that if ties are broken to away then the bound $3 u$ is asymptotically optimal. We go on to consider round to nearest even in the next two sections. First, we show in section 3 that for this choice of tie-breaking rule smaller upper bounds are possible, namely, $2.25 u$ when $\beta=2$ and $2 u$ for larger bases: after a preliminary range reduction on the input $x$ and $y$, we focus on the resulting three sub-cases, which are $x \pm y \in[1, \beta), x+y>\beta$,
and $x-y<1$, and provide for each of them a detailed analysis. We conclude in section 4 with the construction of two certificates of asymptotic optimality, one for the bound $2.25 u$ in the case where $\beta=2$, and one for the bound $2 u$.

## 2. Asymptotic optimality of the error bound $3 u$ WHEN ROUNDING TIES TO AWAY

Lemma 2.1. Assume that $p \geqslant 4$, and let

$$
j=\left\lceil\frac{1}{2 \sqrt{u}}\right\rceil, \quad x=1+j \cdot 2 u, \quad y=u
$$

Then $x, y \in \mathbb{F}$ and, for rounding ties to away, $\theta=3 u-\epsilon$ with $\epsilon=O\left(u^{3 / 2}\right)$.
Proof. Note first that $y \in \mathbb{F}$ for $\beta$ even. On the other hand, for $p \geqslant 4$, we have $u \leqslant 1 / 16$, which together with $1 \leqslant j<\frac{1}{2 \sqrt{u}}+1$ implies that both $x=1+j \cdot 2 u$ and the expression $1+(2 j+1) \cdot 2 u$ are in $(1, \beta)$ and, thus, in $\mathbb{F} \cap(1, \beta)$.

We deduce from $x \in \mathbb{F} \cap(1, \beta)$ and $y=u$ that

$$
x+y=1+j \cdot 2 u+u, \quad x-y=1+j \cdot 2 u-u
$$

are midpoints in $(1, \beta)$; furthermore, since ties are broken to away, they are rounded up to $\widehat{r}_{1}=1+(j+1) \cdot 2 u$ and $\widehat{r}_{2}=1+j \cdot 2 u$, respectively. Now, using $j=\frac{1}{2 \sqrt{u}}+O(1)$, we see that $x \pm y=1+O(\sqrt{u})$ and that the associated relative errors have the form

$$
\delta_{i}=u-\epsilon_{i}, \quad \epsilon_{i}=O\left(u^{3 / 2}\right), \quad i=1,2 .
$$

Consider now the relative error $\delta_{3}$ that occurs when rounding $\widehat{r}_{1} \widehat{r}_{2}$. We have

$$
\widehat{r}_{1} \widehat{r}_{2}=1+(2 j+1) \cdot 2 u+j(j+1) \cdot 4 u^{2},
$$

where, as noted above, $1+(2 j+1) \cdot 2 u$ belongs to $\mathbb{F} \cap[1, \beta)$ and where it can be checked that $j(j+1) \cdot 4 u^{2} \in(u, 2 u)$ for all $p \geqslant 4$ : the lower bound follows from $j \geqslant \frac{1}{2 \sqrt{u}}$; for the upper bound we use $j<\frac{1}{2 \sqrt{u}}+1$ to deduce that $j(j+1) \cdot 4 u^{2}<u+6 u^{3 / 2}+8 u^{2}$, which is at most $2 u$ if $p \geqslant 6$; if $p \in\{4,5\}$, then $\varphi_{\beta, p}:=j(j+1) \cdot 4 u^{2}$ satisfies for all $\beta \geqslant 3, \varphi_{\beta, p}<\varphi_{2, p}=\frac{3}{4} \cdot 2 u<2 u$. Consequently, the exact product $\widehat{r}_{1} \widehat{r}_{2}$ is rounded up to $\widehat{r}=1+(2 j+2) \cdot 2 u$; since it also has the form $\widehat{r}_{1} \widehat{r}_{2}=1+O(\sqrt{u})$ and since $j(j+1) \cdot 4 u^{2}=u+O\left(u^{3 / 2}\right)$, we deduce that

$$
\delta_{3}=u-\epsilon_{3}, \quad \epsilon_{3}=O\left(u^{3 / 2}\right)
$$

The conclusion then follows from $\widehat{r} /\left(x^{2}-y^{2}\right)=1+\delta_{1}+\delta_{2}+\delta_{3}+O\left(u^{2}\right)$.

## 3. New error bounds when rounding ties to even

The goal of this section is to establish the following theorem, which says that when the rounding map breaks ties to even the traditional bound $3 u$ can be reduced further, depending on the value of the base.

Theorem 3.1. If fl breaks ties to even, then

$$
|\theta|< \begin{cases}2.25 u & \text { if } \beta=2 \\ 2 u & \text { otherwise }\end{cases}
$$

In the rest of this section, we first reduce the range of both $x$ and $y$. This yields the following three regimes: $x \pm y \in[1, \beta), x+y>\beta$, and $x-y<1$. Then, for each of them, we eliminate the easy subcases corresponding to (7) and (8), and deal finally with the remaining, nontrivial subcases with Lemmas 3.1, 3.2, 3.3, respectively.
3.1. Range reduction. Letting $\varphi:(x, y) \mapsto \mathrm{fl}(\mathrm{fl}(x+y) \mathrm{fl}(x-y))$, we deduce from the property of rounding in (6) that $\varphi(x, y)=\varphi(-x, y)=\varphi(x,-y)=-\varphi(y, x)$ and that $\varphi\left(x \beta^{k}, y \beta^{k}\right)=\varphi(x, y) \beta^{2 k}$ for any $k \in \mathbb{Z}$. Since these equalities hold for the exact expression $x^{2}-y^{2}$ as well and since $\varphi(0,0)=0$ is the exact result when $x=y=0$, we can restrict our error analysis to the pairs $(x, y)$ such that

$$
0 \leqslant y \leqslant x \quad \text { and } \quad 1 \leqslant x<\beta
$$

Two further restrictions can be made. First, if $y \geqslant 1$ then $\operatorname{ufp}(y)=1$ and, by the Sterbenz-Ziv property in (8), we obtain $\delta_{2}=0$; hence in this case $|\theta|<2 u$ and Theorem 3.1 is proved. Second, if $y<u$ then $\left(\widehat{r}_{1}, \delta_{3}\right)=(1,0)$ for $x=1$ and $\delta_{1} \leqslant 0 \leqslant \delta_{2}$ for $x \geqslant 1+2 u$. Thus, $y<u$ implies $|\theta|<2 u$ as well. Consequently, we can reduce the range of $y$ accordingly and assume from now on that

$$
\begin{equation*}
u \leqslant y<1 \leqslant x<\beta \tag{9}
\end{equation*}
$$

This reduced range for $x$ and $y$ has several implications. First, $\operatorname{ufp}(x)=1$ and the range of $\operatorname{ufp}(y)$ is itself reduced: using $u \geqslant \beta^{-p}$ for $\beta \geqslant 2$, we see that $\beta^{-p} \leqslant \operatorname{ufp}(y) \leqslant \beta^{-1}$, or, equivalently,

$$
1 \leqslant e \leqslant p, \quad \operatorname{ufp}(y)=: \beta^{-e} \leqslant y<\beta^{1-e}
$$

Second, since $y \in \mathbb{F}_{<1}$ implies $y \leqslant 1-2 u / \beta=1-\beta^{-p}$, we deduce from (9) that

$$
x+y \in[1, \beta) \cup\left[\beta, \beta^{2}\right) \quad \text { and } \quad x-y \in\left[\beta^{-p}, 1\right) \cup[1, \beta)
$$

If $x+y=\beta$, then $\delta_{1}=0$ and so $|\theta|<2 u$. Consequently, we are left with the following three nontrivial cases, which we shall analyze separately in the next subsections:

$$
x \pm y \in[1, \beta) \quad \text { or } \quad x+y>\beta \quad \text { or } \quad x-y<1 .
$$

3.2. Analysis when $x \pm y \in[1, \beta)$. Since $x$ belongs to $\mathbb{F} \cap[1, \beta)$, it has the form $x=1+j \cdot 2 u$ for some integer $j$ and, on the other hand, setting $k=\lfloor y /(2 u)\rfloor$ gives $y=k \cdot 2 u+\epsilon$ for some $\epsilon \in[0,2 u)$. Thus

$$
x \pm y=1+(j \pm k) \cdot 2 u \pm \epsilon, \quad j \pm k \in \mathbb{Z}_{\geqslant 0}, \quad 0 \leqslant \epsilon<2 u
$$

We now consider two cases. If $\epsilon<u$ or if $\epsilon=u$ with $j+k$ even, then $x+y$ is rounded down, while $x-y$ is rounded up, that is, $\delta_{1} \leqslant 0 \leqslant \delta_{2}$. Likewise, if $\epsilon>u$ or if $\epsilon=u$ with $j+k$ odd, then $\delta_{2} \leqslant 0 \leqslant \delta_{1}$. Hence $\delta_{1} \delta_{2} \leqslant 0$ in all cases and, recalling (7), we arrive at the following result.

Lemma 3.1. Let $x, y \in \mathbb{F}$ be as in (9) and such that $x \pm y \in[1, \beta)$. If fl breaks ties to even, then

$$
|\theta|<2 u
$$

3.3. Analysis when $x+y>\beta$. If $x-y \leqslant 1$ then $y=\frac{1}{2}(x+y-(x-y)) \geqslant \frac{\beta-1}{2}$. Together with $y<1$, this requires $\beta=2$ and $\operatorname{ufp}(y)=1 / 2$. We can thus rewrite the assumption $x-y \leqslant 1$ as $x \leqslant y+2 \operatorname{ufp}(y)$ and, using the Sterbenz-Ziv property in (8), we deduce that in this case $\delta_{2}=0$ and $|\theta|<2 u$.

Let us now assume that $x-y>1$, so $x \pm y$ are in two consecutive open intervals:

$$
\begin{equation*}
x-y \in(1, \beta), \quad x+y \in\left(\beta, \beta^{2}\right) . \tag{10}
\end{equation*}
$$

In this case, the next lemma shows how to bound the overall relative error $|\theta|$ depending on the value of the base $\beta$.
Lemma 3.2. Let $x, y \in \mathbb{F}$ be as in (9) and (10). If fl breaks ties to even, then

$$
|\theta|< \begin{cases}2.25 u & \text { if } \beta=2 \\ 2 u & \text { otherwise }\end{cases}
$$

We give a detailed proof of this result in the rest of this subsection. We focus only on the case where all the $\delta_{i}$ have the same sign, for otherwise the result is clearly true thanks to (7).
3.3.1. Preliminaries. Note that $0<y<x$ implies that $x \pm y$ are integral multiples of $\operatorname{ulp}(y)=2 u \operatorname{ufp}(y)$. Defining, for simplicity,

$$
\eta:=\operatorname{ufp}(y)
$$

and using the strict inequality $x+y>\beta$ together with $x-y=(x+y)-2 y$ and $y \leqslant(\beta-2 u) \eta$, we deduce that

$$
\begin{equation*}
x+y \geqslant \beta+2 u \eta, \quad x-y \geqslant \beta-2 \beta \eta+6 u \eta . \tag{11}
\end{equation*}
$$

(We shall use the latter bound only when $\beta>2$ or $e \geqslant 2$, that is, only in the cases where it is larger than the lower bound $1+2 u \eta$ resulting from $x-y>1$.)

Let $x=1+j \cdot 2 u$ and, to handle the fact that $x+y \geqslant \beta$, let us also consider the decompositions $y=k \cdot 2 u+\epsilon$ and $j+k=k_{1} \beta+k_{0}$, where

$$
\begin{equation*}
k:=\lfloor y /(2 u)\rfloor, \quad k_{1}:=\lfloor(j+k) / \beta\rfloor, \quad k_{0} \in\{0,1, \ldots, \beta-1\}, \quad 0 \leqslant \epsilon<2 u \tag{12}
\end{equation*}
$$

It follows from (10) and (12) that

$$
\begin{equation*}
x+y=\underbrace{1+k_{1} \cdot \beta \cdot 2 u}_{\in \mathbb{F} \cap\left[\beta, \beta^{2}\right)}+\underbrace{k_{0} \cdot 2 u+\epsilon}_{\in[0, \beta \cdot 2 u)}, \quad x-y=\underbrace{1+(j-k) \cdot 2 u}_{\in \mathbb{F} \cap(1, \beta]}-\epsilon . \tag{13}
\end{equation*}
$$

We will also rely on the following specific properties. The first one will be useful for large bases, while the second one holds only for base 2.
Property 3.1. Assume that $\beta>2$. If $\delta_{1} \leqslant 0$ or $\delta_{3}>0$, then

$$
\left|\delta_{3}\right| \leqslant \frac{u}{\beta-2}
$$

Proof. Since $0<\eta \leqslant \beta^{-1}$ and $\beta, \beta-2 \in \mathbb{F}$, the lower bounds in (11) imply $\widehat{r}_{1} \geqslant \beta$ and $\widehat{r}_{2} \geqslant \beta-2$. Hence $\left|\delta_{3}\right| \leqslant u \operatorname{ufp}\left(\widehat{r}_{1} \widehat{r}_{2}\right) /(\beta(\beta-2))$. To conclude, it suffices to prove that $\operatorname{ufp}\left(\widehat{r}_{1} \widehat{r}_{2}\right) \leqslant \beta$, that is, $\widehat{r}_{1} \widehat{r}_{2}<\beta^{2}$, which can be done as follows. The ranges of $x \pm y$ in (10) imply that $\widehat{r}_{1} \leqslant x+y+\beta u$ and $\widehat{r}_{2} \leqslant x-y+u$. Using $x \leqslant \beta-2 u$ then gives $\widehat{r}_{1} \widehat{r}_{2} \leqslant(\beta(1+u)-2 u+y)(\beta-u-y)$, which for $\beta \geqslant 2$ and $u, y>0$ implies $\widehat{r}_{1} \widehat{r}_{2}<(1+u) \beta^{2}$. If $\delta_{3}>0$, then the latter bound suffices to ensure $\widehat{r}_{1} \widehat{r}_{2}<\beta^{2}$ (for otherwise that product is rounded down to $\beta^{2}$, a contradiction). If $\delta_{1} \leqslant 0$, then we start instead with $\widehat{r}_{1} \leqslant x+y$; this leads to $\widehat{r}_{1} \widehat{r}_{2} \leqslant(\beta-2 u+y)(\beta-u-y)=(\beta-2 u)(\beta-u)+y(u-y)<\beta^{2}$ for $u \leqslant y$.

Property 3.2. Assume that $\beta=2$ and that fl breaks ties to even. If $\delta_{1} \delta_{2} \geqslant 0$ then $\epsilon \neq u$ and, more precisely, either

$$
\epsilon \leqslant(1-2 \eta) u \quad \text { or } \quad \epsilon \geqslant(1+2 \eta) u
$$

Proof. Assume for contradiction that $\epsilon=u$. This means $x-y$ is halfway between the floating-point numbers $1+(j-k-1) \cdot 2 u$ and $1+(j-k) \cdot 2 u$. If $j-k$ is even, then the choice of tie-breaking rule implies $\delta_{2}>0$; furthermore, $k_{0}=(j+k) \bmod 2$ is then equal to zero, which implies $k_{0} \cdot 2 u+\epsilon<2 u$ and thus $\delta_{1}<0$. If $j-k$ is odd then, using the same reasoning, we deduce that $\delta_{2}<0$ and $\delta_{1}>0$. This shows that if $\delta_{1}$ and $\delta_{2}$ have the same sign, then $\epsilon \neq u$. Now, from $y=k \cdot 2 u+\epsilon$ and $\operatorname{ufp}(y)=\eta=2^{-e}<1$ for $e \geqslant 1$, we deduce that $\epsilon=\ell \cdot 2 u \eta$ for some $\ell \in \mathbb{Z}_{\geqslant 0}$. Hence $\epsilon \neq u$ is equivalent to $\ell \neq 1 /(2 \eta)$. Since $e \geqslant 1$ implies that $1 /(2 \eta)=2^{e-1}$ is an integer, we conclude that either $\ell \leqslant 1 /(2 \eta)-1$ or $\ell \geqslant 1 /(2 \eta)+1$.
3.3.2. Case where $\delta_{i}>0$ for all $i$. In this case $x+y$ and $x-y$ are rounded up in $\mathbb{F}$. Because of (13), this implies that

$$
k_{0} \cdot 2 u+\epsilon \geqslant \beta u, \quad \epsilon \leqslant u
$$

and that the associated relative errors can be expressed exactly as

$$
\delta_{1}=\frac{\beta \cdot 2 u-\left(k_{0} \cdot 2 u+\epsilon\right)}{x+y}, \quad \delta_{2}=\frac{\epsilon}{x-y}
$$

Since $\epsilon \leqslant u$, we must have $2 k_{0} \geqslant \beta-1$, which for $\beta$ even is equivalent to $k_{0} \geqslant \beta / 2$. Hence the overall error $\theta$ is bounded as

$$
\begin{equation*}
1+\theta \leqslant\left(1+\frac{\beta u-\epsilon}{x+y}\right)\left(1+\frac{\epsilon}{x-y}\right)\left(1+\delta_{3}\right)=: F\left(x, y, \epsilon, \delta_{3}\right) \tag{14}
\end{equation*}
$$

Note that $F$ increases with $\epsilon$, since $\partial F / \partial \epsilon=(2 y+\beta u-2 \epsilon)\left(1+\delta_{3}\right) /\left(x^{2}-y^{2}\right)$ is positive for all $\delta_{3}>-1, x>y>0, \beta \geqslant 2$, and $\epsilon \leqslant u$.

- Assume first that $\beta \geqslant 4$. In this case, because of $\eta \leqslant \beta^{-1}$ and (11) and, on the other hand, because of $\delta_{3}>0$ and Property 3.1 , we have the bounds

$$
\epsilon \leqslant u, \quad x+y>\beta, \quad x-y>\beta-2, \quad \delta_{3} \leqslant \frac{u}{\beta-2}
$$

which, when applied to (14), lead to

$$
1+\theta \leqslant\left(1+\left(1-\frac{1}{\beta}\right) u\right)\left(1+\frac{u}{\beta-2}\right)^{2}
$$

It can be checked that the latter bound decreases with $\beta \geqslant 4$, and we conclude that $1+\theta \leqslant\left(1+\frac{3}{4} u\right)\left(1+\frac{1}{2} u\right)^{2}=1+\frac{7}{4} u+u^{2}+\frac{3}{16} u^{3}$, which is less than $1+2 u$. This completes the proof of Lemma 3.2 in the case where $\delta_{i}>0$ for all $i$ and $\beta \geqslant 4$.
■ Assume now that $\beta=2$. Using (11) and Property 3.2, we see that we can take

$$
\epsilon \leqslant(1-2 \eta) u, \quad x+y \geqslant 2+2 u \eta, \quad x-y \geqslant 2-4 \eta+6 u \eta, \quad \delta_{3} \leqslant u_{1}
$$

and, applying these bounds to (14), we arrive at

$$
1+\theta \leqslant\left(1+\frac{1+2 \eta}{2+2 u \eta} u\right)\left(1+\frac{1-2 \eta}{2-4 \eta+6 u \eta} u\right)\left(1+u_{1}\right)=: G(\eta)
$$

Now, $\delta_{2}>0$ implies that $\epsilon$ cannot be zero, so that $0<\epsilon \leqslant(1-2 \eta) u$. Since $\eta=2^{-e}$, this forces $e \geqslant 2$ or, equivalently,

$$
\eta \leqslant 1 / 4
$$

If $u=1 / 4$, then $G(\eta)$ reaches its maximum at $\eta^{*}:=\frac{121-\sqrt{8113}}{136}=0.227 \ldots$ and so $1+\theta \leqslant G\left(\eta^{*}\right)<1+2.17 u<1+\frac{9}{4} u$.

If $u \leqslant 1 / 8$, then one can check that the derivative of $G$ has the form $G^{\prime}(\eta)=$ $\left(1+u_{1}\right) \cdot H(\eta) /(\cdots)^{2}$, where $H$ is a degree-2 polynomial in $\eta$ (whose coefficients are polynomials in $u$ ), and that $H$ is positive for all $\eta \leqslant 1 / 4$. (It is positive at 0 and has two positive roots, the smallest one being larger than $1 / 4$.) Hence $G$ increases with $\eta$ over $(0,1 / 4]$ and, consequently, $1+\theta \leqslant G(1 / 4)$, that is,

$$
\begin{aligned}
1+\theta & \leqslant\left(1+\frac{\frac{3}{4} u}{1+\frac{u}{4}}\right)\left(1+\frac{\frac{u}{2}}{1+\frac{3}{2} u}\right)\left(1+u_{1}\right)=1+\frac{9}{4} u-\frac{5}{16} u^{2}+O\left(u^{3}\right) \\
& <1+\frac{9}{4} u
\end{aligned}
$$

Thus we have proved Lemma 3.2 in the case where $\delta_{i}>0$ for all $i$ and $\beta=2$.
3.3.3. Case where $\delta_{i}<0$ for all $i$. In this case, we consider $\tilde{\theta}$ defined by

$$
\begin{equation*}
1+\widetilde{\theta}:=\left(1+\left|\delta_{1}\right|\right)\left(1+\left|\delta_{2}\right|\right)\left(1+\left|\delta_{3}\right|\right) \tag{15}
\end{equation*}
$$

and, using the fact that $-\widetilde{\theta}<\theta<0$, we focus on determining an upper bound on $\widetilde{\theta}$.
Since $\delta_{1}$ and $\delta_{2}$ are negative, $x+y$ and $x-y$ are rounded down in $\mathbb{F}$ and, recalling (13), we see that this implies

$$
k_{0} \cdot 2 u+\epsilon \leqslant \beta u, \quad \epsilon \geqslant u
$$

and that the (negative) relative errors $\delta_{1}$ and $\delta_{2}$ satisfy

$$
\left|\delta_{1}\right|=\frac{k_{0} \cdot 2 u+\epsilon}{x+y}, \quad\left|\delta_{2}\right|=\frac{2 u-\epsilon}{x-y}
$$

Since $\delta_{2} \neq 0$, we must have $\epsilon>0$ and thus, for $\beta$ even, the constraint $k_{0} \cdot 2 u+\epsilon \leqslant \beta u$ seen above implies that the integer $k_{0}$ satisfies $k_{0} \leqslant \beta / 2-1$. Consequently, $\widetilde{\theta}$ can be bounded in terms of the function $F$ in (14) as follows:

$$
1+\widetilde{\theta} \leqslant F\left(x, y, \widetilde{\epsilon},\left|\delta_{3}\right|\right), \quad \widetilde{\epsilon}:=2 u-\epsilon
$$

Note that $\epsilon \geqslant u$ implies $\tilde{\epsilon} \leqslant u$, and recall that $F$ increases with $\tilde{\epsilon}$ in $[0, u]$.
We can then conclude using the same analysis as in $\S 3.3 .2$-where all the $\delta_{i}$ were assumed to be positive, and arrive at exactly the same bounds. Simply note that when $\beta \geqslant 4$, Property 3.1 can still be applied because now $\delta_{1}<0$. When $\beta=2$, Property 3.2 now implies $\epsilon \geqslant(1+2 \eta) u$ and thus $\tilde{\epsilon} \leqslant(1-2 \eta) u$; also, it is the fact that $\epsilon<2 u$ (by definition) which implies $\tilde{\epsilon}>0$ and thus forces $\eta$ to satisfy $\eta \leqslant 1 / 4$.

This terminates the analysis of the case where $\delta_{i}<0$ for all $i$ and, therefore, concludes the proof of Lemma 3.2.
3.4. Analysis when $x-y<1$. Here we will show that $|\theta|$ is always less than $2 u$. Assume first that the integer $e$ such that $\operatorname{ufp}(y)=\beta^{-e}$ satisfies $e=1$. In this case $x-y<1$ is equivalent to $x<y+\beta \operatorname{ufp}(y)$ and we deduce from the Sterbenz-Ziv property in (8) that $\delta_{2}=0$ and thus $|\theta|<2 u$.

Let now consider the situation where

$$
e \geqslant 2
$$

The inequalities in (9) can then be replaced by

$$
\begin{equation*}
u \leqslant y<\beta^{-1}, \quad 1 \leqslant x<\beta \tag{16}
\end{equation*}
$$

which together with $\beta \geqslant 2$ and $x-y<1$ lead to the lower bound $x-y>1-\beta^{-1} \geqslant$ $\beta^{-1}$ and to the upper bound $x+y=(x-y)+2 y<1+2 \beta^{-1} \leqslant \beta$. We are thus in a situation where $x-y$ and $x+y$ belong to the following consecutive open intervals:

$$
\begin{equation*}
x-y \in\left(\beta^{-1}, 1\right), \quad x+y \in(1, \beta) \tag{17}
\end{equation*}
$$

The next lemma tells us that when ties are broken to even then the bound $2 u$ holds in this case too.

Lemma 3.3. Let $x, y \in \mathbb{F}$ be as in (16) and (17). If fl breaks ties to even, then

$$
|\theta|<2 u
$$

The rest of this subsection is devoted to the proof of this result. As before, the only nontrivial cases are those where the $\delta_{i}$ are either all positive or all negative.
3.4.1. Preliminaries. We write $x=1+j \cdot 2 u$ as in the previous subsections, but since $x-y$ is now below 1 , we decompose $y$ as $y=k_{1} \cdot 2 u+k_{0} \cdot 2 u / \beta+\epsilon$, where

$$
\begin{equation*}
k_{1}:=\lfloor y /(2 u)\rfloor, \quad k_{0} \in\{0,1, \ldots, \beta-1\}, \quad 0 \leqslant \epsilon<2 u / \beta \tag{18}
\end{equation*}
$$

(The values of $j, k_{1}, k_{0}, \epsilon$ are determined uniquely by those of $x$ and $y$.) Then, using (17) and (18), we can check that the exact sum and difference have the form

$$
\begin{equation*}
x+y=\underbrace{1+\left(j+k_{1}\right) \cdot 2 u}_{\in \mathbb{F} \cap[1, \beta)}+\underbrace{k_{0} \cdot 2 u / \beta+\epsilon}_{\in[0,2 u)} \tag{19a}
\end{equation*}
$$

and

$$
\begin{equation*}
x-y=\underbrace{1+\left(j-k_{1}\right) \cdot 2 u-k_{0} \cdot 2 u / \beta}_{\in \mathbb{F} \cap\left(\beta^{-1}, 1\right]}-\epsilon \tag{19b}
\end{equation*}
$$

Recall that $\eta=\operatorname{ufp}(y)=\beta^{-e}$. When $\beta=2$, the following two properties will turn out to be useful.

Property 3.3. Assume that $\beta=2$ and that fl breaks ties to even. If $\delta_{1} \delta_{2} \geqslant 0$ then either

$$
\epsilon \leqslant(1-4 \eta) \frac{u}{2} \quad \text { or } \quad \epsilon \geqslant(1+4 \eta) \frac{u}{2}
$$

Proof. We can proceed in the same way as for Property 3.2. First, if $\epsilon=u / 2$ then $x-y \in \mathbb{M}$, which due to (19) and the tie-breaking rule implies that $\delta_{1}$ and $\delta_{2}$ are nonzero and of opposite signs; this contradicts the assumption $\delta_{1} \delta_{2} \geqslant 0$, and so $\epsilon \neq u / 2$. Then, since $y$ is an integral multiple of $u l p(y)=2 u \eta=2^{1-e} u$, so is $\epsilon$, and the conclusion follows from applying this fact together with $\eta \leqslant 1 / 4$ to each of the strict inequalities $\epsilon<u / 2$ and $\epsilon>u / 2$.

Property 3.4. Assume that $\beta=2$ and $x=1$. If $\delta_{1} \delta_{3}>0$ then

$$
\left|\delta_{3}\right| \leqslant \frac{u}{(1+2 u)^{2}}
$$

Proof. It follows from (17) and the monotonicity of rounding that $\widehat{r}_{1} \geqslant 1$ and $\widehat{r}_{2} \geqslant 1 / 2$. Furthermore, $\delta_{3} \neq 0$ implies that $\widehat{r}_{1} \neq 1$ and $\widehat{r}_{2} \neq 1 / 2$. Hence, recalling that the successor of 1 in $\mathbb{F}$ is $1+2 u$, we must have $\widehat{r}_{1} \widehat{r}_{2} \geqslant(1+2 u)^{2} / 2$ and, consequently, $\left|\delta_{3}\right| \leqslant 2 u \operatorname{ufp}\left(\widehat{r}_{1} \widehat{r}_{2}\right) /(1+2 u)^{2}$.

Let now check that $\operatorname{ufp}\left(\widehat{r}_{1} \widehat{r}_{2}\right) \leqslant 1 / 2$, that is, $\widehat{r}_{1} \widehat{r}_{2}<1$ by specializing (19) to $j=0$ and $\beta=2$. If $\delta_{1}>0$ then $\widehat{r}_{1}=1+\left(k_{1}+1\right) \cdot 2 u$ and $k_{0}=1$. Therefore,
$\widehat{r}_{2} \leqslant 1-\left(2 k_{1}+1\right) u$ and $\widehat{r}_{1} \widehat{r}_{2} \leqslant 1+u-\left(k_{1}+1\right)\left(2 k_{1}+1\right) \cdot 2 u^{2}<1+u$ for $k_{1} \geqslant 0$. It then follows from $\delta_{3}>0$ that $\widehat{r}_{1} \widehat{r}_{2}<1$.

If $\delta_{1}<0$ then $\widehat{r}_{1}=1+k_{1} \cdot 2 u$. Furthermore, $x-y \leqslant 1-k_{1} \cdot 2 u \in \mathbb{F}$, so that $\widehat{r}_{2} \leqslant 1-k_{1} \cdot 2 u$ as well. Hence $\widehat{r}_{1} \widehat{r}_{2} \leqslant 1-k_{1}^{2} \cdot 4 u^{2} \leqslant 1$ and, using $\delta_{3} \neq 0$, we must have $\widehat{r}_{1} \widehat{r}_{2}<1$.
3.4.2. Case where $\delta_{i}>0$ for all $i$. Here $x \pm y$ are rounded up, which by (19) gives

$$
k_{0} \cdot 2 u / \beta+\epsilon \geqslant u, \quad \epsilon \leqslant u / \beta, \quad \delta_{1}=\frac{2 u-\left(k_{0} \cdot 2 u / \beta+\epsilon\right)}{x+y}, \quad \delta_{2}=\frac{\epsilon}{x-y}
$$

For $\beta$ even, it follows that $k_{0} \geqslant \beta / 2$ and, therefore,

$$
\begin{equation*}
1+\theta \leqslant\left(1+\frac{u-\epsilon}{x+y}\right)\left(1+\frac{\epsilon}{x-y}\right)\left(1+\delta_{3}\right)=: f\left(x, y, \epsilon, \delta_{3}\right) \tag{20}
\end{equation*}
$$

Note that $f$ increases with $\epsilon$, since $\partial f / \partial \epsilon=(2 y+u-2 \epsilon)\left(1+\delta_{3}\right) /\left(x^{2}-y^{2}\right)$ is positive for all $\delta_{3}>-1, x>y>0$, and $\epsilon \leqslant u / \beta \leqslant u / 2$.
■ If $\beta \geqslant 4$, then by combining (20) with $\epsilon \leqslant u / \beta, x \geqslant 1$, and $\delta_{3} \leqslant u_{1}$, we obtain

$$
\begin{equation*}
1+\theta \leqslant\left(1+\frac{1-\beta^{-1}}{1+y} u\right)\left(1+\frac{\beta^{-1}}{1-y} u\right)\left(1+u_{1}\right)=: g(y) \tag{21}
\end{equation*}
$$

Now, the derivative of $g$ has the form $g^{\prime}(y)=-u\left(1+u_{1}\right) /\left(\beta\left(1-y^{2}\right)\right)^{2} \cdot h(y)$, where $h(y)$ is the following quadratic polynomial:

$$
h(y)=h_{0}\left(1+y^{2}\right)-h_{1} y, \quad h_{0}=\beta(\beta-2), \quad h_{1}=2 \beta^{2}+(\beta-1) \cdot 2 u
$$

Applying $\beta-2 \geqslant 2$ and $y \geqslant u$ to $h_{0}\left(1+y^{2}\right)$, and $y \leqslant(\beta-2 u) \beta^{-2}$ to $h_{1} y$, one can check that $h(y) \geqslant\left(2+2 \beta^{-1}\right) u+\left(2 \beta+4 \beta^{-1}-4 \beta^{-2}\right) u^{2}$, which is positive for $\beta \geqslant 2$. Hence $g$ decreases with $y \geqslant u$ and thus $1+\theta \leqslant g(u)$. Finally, it can be checked that $\beta \geqslant 4$ and $p \geqslant 2$ imply $g(u)<1+2 u$.
$\square$ Assume now that $\beta=2$. In this case the function $g(y)$ introduced in (21) does not suffice, as it can now be larger than $1+2 u$ (namely, as large as about $1+\frac{7}{3} u$ when $y=(1-u) / 2$ - and thus even larger than the uniform bound $1+\frac{9}{4} u$ we target). Hence, instead of $\epsilon \leqslant u / 2$, we shall apply to (20) the refined bound $\epsilon \leqslant(1-4 \eta) u / 2$ from Property 3.3:

$$
1+\theta \leqslant\left(1+\frac{\frac{1}{2}+2 \eta}{x+y} u\right)\left(1+\frac{\frac{1}{2}-2 \eta}{x-y} u\right)\left(1+\delta_{3}\right)=: g_{2}\left(x, y, \eta, \delta_{3}\right)
$$

One can check that $\partial g_{2} / \partial y$ has the form $\left(1+\delta_{3}\right) u /\left(x^{2}-y^{2}\right)^{2} \cdot P(x, y, \eta)$, where

$$
P(x, y, \eta)=-4\left(x^{2}+y^{2}\right) \eta+2 x y+\left(\frac{1}{2}-8 \eta^{2}\right) u y
$$

Using $x^{2} \geqslant x \geqslant 1, y^{2} \geqslant u^{2}, y \leqslant(1-u) \cdot 2 \eta<2 \eta$, and $-8 \eta^{2}<0$, we deduce that

$$
P(x, y, \eta)<-4\left(x+u^{2}\right) \eta+2 x \cdot(1-u) \cdot 2 \eta+\frac{u}{2} \cdot 2 \eta=(1-4 x) u \eta-4 u^{2} \eta
$$

which is negative for $x \geqslant 1$. Hence $g_{2}$ decreases with $y \geqslant \eta$, and thus $1+\theta \leqslant$ $g_{2}\left(x, \eta, \eta, \delta_{3}\right)=: h\left(x, \eta, \delta_{3}\right)$. Now, it can be checked that $\partial h / \partial \eta$ equals $-u(1+$ $\left.\delta_{3}\right) /\left(x^{2}-\eta^{2}\right)^{2} \cdot(2 x-1 / 2)(4 x+u+4 x u) \eta$ and, therefore, is negative for $x \geqslant 1$. Consequently, $h$ decreases with $\eta \geqslant u$ and thus $1+\theta \leqslant h\left(x, u, \delta_{3}\right)$ or, equivalently,

$$
\begin{equation*}
1+\theta \leqslant\left(1+\frac{\frac{1}{2}+2 u}{x+u} u\right)\left(1+\frac{\frac{1}{2}-2 u}{x-u} u\right)\left(1+\delta_{3}\right) \tag{22}
\end{equation*}
$$

From $x \geqslant 1$ and $\delta_{3}<u$, it then follows immediately that $1+\theta \leqslant 1+2 u+O\left(u^{2}\right)$.

If $x \geqslant 1+2 u$, then applying the general bound $\delta_{3} \leqslant u /(1+u)$ to (22) suffices to conclude that $1+\theta<1+2 u$. If $x=1$, this yields only $1+2 u+\frac{1}{4} u^{2}$, but then the term $\frac{1}{4} u^{2}$ can be removed using the refined bound $\delta_{3} \leqslant u /(1+2 u)$ from Property 3.4.

This concludes the proof of Lemma 3.3 in the case where $\delta_{i}>0$ for all $i$.
3.4.3. Case where $\delta_{i}<0$ for all $i$. Using again $\widetilde{\theta}$ as in (15) together with the fact that $-\widetilde{\theta}<\theta<0$, it suffices to check that $\widetilde{\theta}<2 u$.

From $\delta_{1}<0$ and $\delta_{2}<0$ we deduce that

$$
k_{0} \leqslant \beta / 2-1, \quad\left|\delta_{1}\right|=\frac{k_{0} \cdot 2 u / \beta+\epsilon}{x+y}, \quad \epsilon \geqslant u / \beta, \quad\left|\delta_{2}\right|=\frac{2 u / \beta-\epsilon}{x-y}
$$

Consequently,

$$
\left|\delta_{1}\right| \leqslant \frac{u-\widetilde{\epsilon}}{x+y}, \quad\left|\delta_{2}\right|=\frac{\widetilde{\epsilon}}{x-y}, \quad \widetilde{\epsilon}:=2 u / \beta-\epsilon \in(0, u / \beta] .
$$

Thus, for $f$ as in (20), we arrive at

$$
1+\widetilde{\theta} \leqslant f\left(x, y, \widetilde{\epsilon},\left|\delta_{3}\right|\right)
$$

For $\beta \geqslant 4$, using $x \geqslant 1, y \geqslant u, \tilde{\epsilon} \in(0, u / \beta]$, and $\left|\delta_{3}\right| \leqslant u /(1+u)$, we can show as in the previous section that $1+\widetilde{\theta} \leqslant g(y) \leqslant g(u)<1+2 u$.

For $\beta=2$, Property 3.3 tells us that $\epsilon \geqslant(1+4 \eta) u / 2$, which means $\tilde{\epsilon} \leqslant(1-4 \eta) u / 2$, and we obtain as before $1+\widetilde{\theta} \leqslant g_{2}\left(x, y, \eta,\left|\delta_{3}\right|\right) \leqslant g_{2}\left(x, \eta, \eta,\left|\delta_{3}\right|\right) \leqslant g_{2}\left(x, u, u, \delta_{3}\right)$. We conclude in the same way, using the fact (given by Property 3.4) that $\left|\delta_{3}\right| \leqslant$ $u /(1+2 u)^{2}$ in the special case where $x=1$.

## 4. Asymptotic optimality of the new error bounds WHEN ROUNDING TIES TO EVEN

We conclude with two lemmas showing that the upper bounds established in the previous section (Theorem 3.1) are asymptotically optimal; this completes the proof of Theorem 1.1.

Lemma 4.1. Assume that $\beta=2$ and $p \geqslant 5$, and let

$$
j=\lceil 1 / \sqrt{8 u}\rceil, \quad x=\frac{3}{2}+(2 j+1) \cdot 2 u, \quad y=\frac{1}{2}-\frac{7}{2} u .
$$

Then $x, y \in \mathbb{F}$ and $\theta=\frac{9}{4} u-\epsilon$ with $\epsilon=O\left(u^{3 / 2}\right)$.
Proof. Since $u=2^{-p}$, we have $x=X \cdot 2^{1-p}$ and $y=Y \cdot 2^{-p-1}$, where $X=\frac{3}{4 u}+2 j+1$ and $Y=2^{p}-7$ are integers. Using $1 \leqslant j<\frac{1}{\sqrt{8 u}}+1$ gives $0<X<\frac{3}{4 u}+\frac{1}{\sqrt{2 u}}+3$, and it can be checked that for $p \geqslant 5$ the upper bound on $X$ is less than $1 / u=2^{p}$; on the other hand, $p \geqslant 5$ clearly implies $0<Y<2^{p}$, and we conclude that $x, y \in \mathbb{F}$.

To show that $\theta$ is asymptotically equivalent to $\frac{9}{4} u$, note first that because of $1 \leqslant j<1 / \sqrt{8 u}+1$ and $p \geqslant 5$ each of the three quantities

$$
1+(j-1) \cdot 2 u, \quad 1+(2 j+2) \cdot 2 u, \quad 1+(3 j+3) \cdot 2 u
$$

belongs to $[1,2)$ and, therefore, to $\mathbb{F} \cap[1,2)$.
Consequently,

$$
x+y=\underbrace{2+(j-1) \cdot 4 u}_{\in \mathbb{F} \cap[2,4)}+\frac{5}{2} u, \quad x-y=\underbrace{1+(2 j+2) \cdot 2 u}_{\in \mathbb{F} \cap[1,2)}+\frac{3}{2} u
$$

and, using $\frac{5}{2} u \in(2 u, 4 u)$ and $\frac{3}{2} u \in(u, 2 u)$, we deduce that $x+y$ and $x-y$ are rounded up to $\widehat{r}_{1}=2+j \cdot 4 u=x+y+\frac{3}{2} u$ and $\widehat{r}_{2}=1+(2 j+3) \cdot 2 u=x-y+\frac{1}{2} u$, respectively. On the other hand, $j=1 / \sqrt{8 u}+O(1)$ implies $x+y=2+O\left(u^{1 / 2}\right)$ and $x-y=1+O\left(u^{1 / 2}\right)$, and so the associated relative errors $\delta_{1}$ and $\delta_{2}$ satisfy

$$
\delta_{1}=\frac{3}{4} u-\epsilon_{1}, \quad \delta_{2}=\frac{1}{2} u-\epsilon_{2}, \quad \epsilon_{1}, \epsilon_{2}=O\left(u^{3 / 2}\right) .
$$

It remains to estimate the third relative error, $\delta_{3}$, that occurs when rounding the product $\widehat{r}_{1} \widehat{r}_{2}$. The expressions given above for $\widehat{r}_{1}$ and $\widehat{r}_{2}$ lead to

$$
\widehat{r}_{1} \widehat{r}_{2}=\underbrace{2+(3 j+3) \cdot 4 u}_{\in \mathbb{F} \cap[2,4)}+j(2 j+3) \cdot 8 u^{2} .
$$

Furthermore, one can check that $j(2 j+3) \cdot 8 u^{2}$ is in $(2 u, 4 u)$ : the lower bound follows from $j \geqslant 1 / \sqrt{8 u}$; for the upper bound, using $j<1 / \sqrt{8 u}+1$ leads to $j(2 j+3) \cdot 8 u^{2}<2 u+7 \sqrt{8} u^{3 / 2}+40 u^{2}$, which is at most $4 u$ for all $p \geqslant 8$; if $p \in\{5,6,7\}$, then the ratio $\left(j(2 j+3) \cdot 8 u^{2}\right) /(4 u)$ is in $\{7 / 8,27 / 32,11 / 16\}$ and thus less than 1 , as wanted. Therefore, $\widehat{r}_{1} \widehat{r}_{2}$ is rounded up to $\widehat{r}=2+(3 j+4) \cdot 4 u$ and, using again $j=1 / \sqrt{8 u}+O(1)$, we deduce that $\widehat{r}_{1} \widehat{r}_{2}-\widehat{r}=j(2 j+3) \cdot 8 u^{2}-4 u=-2 u+O\left(u^{3 / 2}\right)$ and $\widehat{r}_{1} \widehat{r}_{2}=2+O\left(u^{1 / 2}\right)$. Hence

$$
\delta_{3}=u-\epsilon_{3}, \quad \epsilon_{3}=O\left(u^{3 / 2}\right)
$$

Using $\theta=\delta_{1}+\delta_{2}+\delta_{3}+O\left(u^{2}\right)$, we obtain $\theta=\left(\frac{3}{4}+\frac{1}{2}+1\right) u-\epsilon$ with $\epsilon=O\left(u^{3 / 2}\right)$.
Lemma 4.2. Assume that $p \geqslant 4$ and let

$$
x=1+2 u, \quad y=3 u-4 u^{2} .
$$

Then $x, y \in \mathbb{F}$ and $\theta=-2 u+13 u^{2}+O\left(u^{3}\right)$.
Proof. The fact that $x \in \mathbb{F}$ is clear and, on the other hand, it is easily checked that $y \in \mathbb{F}$ for $\beta$ even. Now, the exact sum has the form $x+y=(1+4 u)+\left(u-4 u^{2}\right)$ with $1+4 u \in \mathbb{F} \cap[1, \beta)$ and, for $p>2, u-4 u^{2} \in(0, u)$, so it must be rounded down to $\widehat{r}_{1}=1+4 u$. Similarly, $x-y=1-u+4 u^{2}$ with $1-u \in \mathbb{F} \cap\left[\beta^{-1}, 1\right)$ for $\beta$ even and, since $p \geqslant 4,4 u^{2} \in\left(0, \beta^{-1} u\right)$; consequently, $x-y$ is rounded down to $\widehat{r}_{2}=1-u$. Hence $\widehat{r}_{1} \widehat{r}_{2}=(1+2 u)+\left(u-4 u^{2}\right)$ and thus $\widehat{r}=1+2 u$. The conclusion follows from $\theta=\widehat{r} /\left(x^{2}-y^{2}\right)-1$ and $x^{2}-y^{2}=1+4 u-5 u^{2}+24 u^{3}-16 u^{4}$.
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