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Abstract

This paper presents new theoretical results on sparse recovery guarantees for
a greedy algorithm, Orthogonal Matching Pursuit (OMP), in the context of
continuous parametric dictionaries. Here, the continuous setting means that
the dictionary is made up of an infinite (potentially uncountable) number of
atoms. In this work, we rely on the Hilbert structure of the observation space
to express our recovery results as a property of the kernel defined by the inner
product between two atoms. Using a continuous extension of Tropp’s Exact
Recovery Condition, we identify two key notions of admissible kernel and ad-
missible support that are sufficient to ensure exact recovery with OMP. We
exhibit a family of admissible kernels relying on completely monotone functions
for which admissibility holds for any support in the one-dimensional setting. For
higher dimensional parameter spaces, an additional notion of axis admissibility
is shown to be sufficient to ensure a form of “delayed” recovery. An additional
algebraic condition involving a finite subset of (known) atoms further yields ex-
act recovery guarantees. Finally, a coherence-based viewpoint on these results
provides recovery guarantees in terms of a minimum separation assumption.
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1. Introduction

Sparse representation is a fundamental problem in signal processing. It
consists in decomposing a signal y belonging to some vector space H as the
linear combination of a few elements of some set A ⊆ H, that is

y =

k∑
`=1

c` a` where c` ∈ R∗, a` ∈ A. (1.1)

Sparsity refers to the fact that the number of elements involved in the decom-
position (1.1) should be much smaller than the ambient dimension of y. The
set A is commonly referred to as dictionary and its elements as atoms. In the
sequel, we will assume that A is defined as:

A = {a(θ) | θ ∈ Θ} (1.2)

where Θ ⊆ RD and a : Θ→ H is some continuous function.
Over the past decade, sparse representations have proven to be of great

interest in many applicative fields. As a consequence, numerous practical pro-
cedures, along with their theoretical analyses, have been proposed in the liter-
ature. Most contributions addressed the sparse-representation problem in the
“discrete” setting, where the dictionary contains a finite number of elements,
see [1]. Recently, several works tackled the problem of sparse representations in
“continuous” dictionaries, where A is made up of an infinite uncountable num-
ber of atoms but a : Θ → H enjoys some continuity property, see e.g., [2–4].
We review the contributions most related to the present work in Section 2.

Before dwelling over the state of the art, we briefly describe the scope of
our paper. In this work, we focus on the continuous setting and assume that
H is a Hilbert space with inner product 〈·, ·〉 and induced norm ‖·‖. We derive
“exact recovery” conditions for “Orthogonal Matching Pursuit” (OMP) [5], a
natural adaptation to the continous setting of a popular greedy procedure of
the literature (see Algorithm 1). The main question addressed in this paper

is as follows: let {θ?` }
k
`=1 be k elements of Θ and assume y obeys (1.1) with

a` = a(θ?` ). Under which conditions can OMP with y as input correctly identify

the set {θ?` }
k
`=1?

We note that, in the context of continuous dictionaries, the fact that OMP
could correctly identify a set of k atoms may seem surprising in itself. Indeed,
inspecting Algorithm 1, we see that this entails that OMP must identify one
correct atom at each iteration of the algorithm, that is θ̂t ∈ {θ?` }

k
`=1 ∀t ∈ J1, kK.

However, the following simple example suggests that such a requirement may
never be met for continuous dictionaries:

Example 1 (The Gaussian deconvolution problem). Let Θ = R and H = L2(R)
be the space of square integrable functions on R. Assume a(·) is defined as

a : R −→ L2(R)

θ 7−→ 1√
2π

e−
1
2 (·−θ)2 .

(1.3)
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Algorithm 1: Orthogonal Matching Pursuit (OMP)

Input: Observation y, family of atoms a(·) and maximum number of
iteration q.

1 r = y // residual vector

2 for t = 1 to q do

3 θ̂t ∈ arg maxθ∈Θ |〈a(θ), r〉| // atom selection

4 (ĉ1, . . . , ĉt) = arg min
(c1,...,ct)∈Rt

∥∥∥∥∥y −
t∑
`=1

c` a
(
θ̂`

)∥∥∥∥∥ // least-squares update

5 r = y −
t∑
`=1

ĉ` a
(
θ̂`

)
// residual vector

6 k̂ = t ;
7 if r = 0H then
8 quit the loop ;
9 end

10 end

Output: parameters Ŝ , {θ̂1, . . . , θ̂k̂} and coefficients ĉ1, . . . , ĉk̂

Suppose y results from the positive linear combination of k = 2 distinct
atoms, that is y = c1a(θ?1) + c2a(θ?2), θ?1 6= θ?2, c1 > 0, c2 > 0. Then, even
in this very simple case, OMP never selects an atom in {θ?1 , θ?2} at the first
iteration. Indeed, particularizing step 3 of Algorithm 1 to the present setup, we
have that, at the first iteration, OMP will select the parameter θ maximizing

|〈a(θ),y〉| = c1
2
√
π

e−
1
4 (θ−θ?1 )2 +

c2
2
√
π

e−
1
4 (θ−θ?2 )2 . (1.4)

Now, since the right-hand side of (1.4) is twice continuously differentiable, first-
order optimality conditions tell us that any maximizer of |〈a(θ),y〉| must satisfy

(θ − θ?1)c1e−
1
4 (θ−θ?1 )2 + (θ − θ?2)c2e−

1
4 (θ−θ?2 )2 = 0. (1.5)

Since θ?1 6= θ?2, c1 6= 0, c2 6= 0, this equality cannot be verified by either θ?1 or θ?2.
As a consequence, OMP necessarily selects some θ /∈ {θ?1 , θ?2}.

�

Nevertheless, we show in this paper that exact recovery is possible with
OMP for some particular dictionaries A. Our recovery conditions are expressed
in terms of the kernel function κ(θ, θ′) associated to the inner product between
two atoms, i.e.,

κ(θ, θ′) , 〈a(θ),a(θ′)〉. (1.6)

In particular, we show that if κ
(
θ, θ′

)
and a subset S? = {θ?` }

k
`=1 are admissible

(see Section 3.2), then some form of exact recovery is possible with OMP. We
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emphasize moreover that these admissibility properties are satisfied for a large
family of kernels of the form:

κ(θ, θ′) = ϕ
(
‖θ − θ′‖pp

)
0 < p ≤ 1, (1.7)

where ‖·‖p is the `p (quasi-)norm and ϕ is a completely monotone function (see
Definition 3). For example, this family encompasses the well-known Laplace
kernel. Hereafter, we will refer to kernels taking the form (1.7) as “CMF ker-
nels”.

The main focus of the paper is on exact recovery where OMP is required to
(unambiguously) identify a subset S? , {θ?` }

k
`=1 in at most k iterations. Our

conditions of success guarantee that exact recovery must occur for any nonzero
values of the weighting coefficients {c`}k`=1.

A first (perhaps surprising) outcome of our analysis is as follows. If Θ ⊆ R
and the dictionary is defined by a CMF kernel (1.7), OMP correctly identifies
any subset of size k in exactly k iterations for any k ∈ N (see Theorem 2).
We emphasize that no separation is needed. To our knowledge, this is the first
recovery result of combinations of atoms when no sign constraint is imposed on
the coefficients.

When Θ ⊆ RD with D > 1 and the dictionary is defined by a CMF kernel
(1.7), we show that such an exact recovery result no longer holds (see Exam-
ple 4). For dictionaries based on CMF kernels, under an additional hypothesis
of axis admissibility, we demonstrate that a form of delayed recovery (that is,
in more than k iterations) holds. The number of iterations sufficient to identify
the support is upper-bounded by kD (see result ii) of Theorem 4).

Moreover, under axis admissibility, sufficient and necessary conditions for
exact recovery of a given subset S? can be written in terms of a finite number
of atoms of the dictionary (see result iii) of Theorem 4). We leverage this result
to prove that exact recovery is possible a soon as the elements of the subset
{θ?` }

k
`=1 obey some “minimum separation” condition (see Theorem 6).

The rest of this paper is organized as follows: Section 2 draws connections
with the sparse recovery literature. Sections 3.1 and 3.2 elaborate on the “con-
tinuous” dictionary setup and the notion of exact/delayed recovery. Our results
are presented in Sections 3.3 and 3.4. Appendix A presents all technical details
and concluding remarks are given in Section 4.

Notations

The following notations will be used in this paper. The symbols R,R∗,R+,R∗+
refer to the set of real, non null, non-negative and positive numbers, respectively.
Boldface lower and upper cases, e.g., g, G are used to denote vectors and matri-
ces, respectively. We use the notation [i] to refer to the ith element of a vector,
and [i, j] for the (i, j)-element of a matrix. We use italic boldface letters, e.g.,
y or a to denote elements of a Hilbert space H. All-one and all-zero column
vectors in Rk are denoted 1k and 0k, respectively. When there is no ambiguity,
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the notations 〈·, ·〉 and ‖·‖ refer to the inner product and its induced norm on
H, while ‖·‖p with p > 0 refers to the classical `p (pseudo-) norm on RD for
some D > 0. Finally, the calligraphic letters S,G are used to describe finite
subsets of the parameter space Θ, while Jm,nK denotes the set of integers i such
that m ≤ i ≤ n and card(·) denotes the cardinality. The main notations used
in this paper are summarized in Table E.1 (see Appendix E).

2. Related works and state of the art

Over the last decade, sparse representations have sparked a surge of in-
terest in the signal processing and statistics / machine learning communities.
A question of broad interest which has been addressed by many scientists is
the identification of the “sparsest” representation of an input signal y (that is,
the representation involving the smallest number of elements of A). Since this
problem has been shown to be NP-hard [6], many sub-optimal procedures have
been proposed to approximate its solution.1 Among the most popular, one can
mention methodologies based on a convex relaxation and greedy algorithms.

Greedy procedures have a long history in the signal processing and statistical
literature, which can be traced back to (at least) the 60’s [7]. In the signal
processing community, the most popular instances of greedy algorithms are
known under the names of Matching Pursuit (MP) [8], Orthogonal Matching
Pursuit (OMP) [5] (also known as Orthogonal Greedy Algorithm (OGA) [9,
10]) and Orthogonal Least Squares (OLS) [11]. Although these algorithms were
already known under different names in other communities [12], they have been
“rediscovered” many times, see e.g., [13–15]. Extensions to more general cost
functions and kernel dictionaries are discussed in [16].

Sparse representations based on the resolution of convex optimization prob-
lems were initially proposed in geophysics [17] for seismic exploration. These
methods have been popularized in the signal processing community by the sem-
inal work by Chen et al. [18] and by Tibshirani in Statistics [19]. Well-known
instances of convex-relaxation approaches for sparse representations are Basis
Pursuit (BP) [18] and Lasso [19], also known as Basis Pursuit Denoising, which
correspond to different convex optimization problems. Many algorithmic solu-
tions to solve efficiently these problems have been proposed, see e.g., [20–22].

All the “early” contributions mentioned above have been made in the discrete
setting, where the dictionary contains a finite number of atoms. Although [8]
already defines MP for continuous dictionaries, greedy sparse approximation in
the context of dictionaries made of an infinite (possible uncountable) number
of atoms has only been studied more recently [15, 23, 24]. Practical procedures
to implement OMP for continuous dictionaries can be found in [25, 26].

On the side of convex relaxation approaches, it was shown in [27] that a
continuous version of Lasso can be expressed as a convex optimization problem

1The term “sub-optimal” has to be understood in the following sense: these procedures
only find the sparsest solution of the input vector y under some restricted conditions.
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over the space of Radon measures, see [28]. This problem was later referred to
as the Beurling Lasso (BLasso) [27]. A continuous version of BP was also pro-
posed in [3] for specific continuous dictionaries by exploiting similar ingredients.
Different strategies to find the solution of this problem (to some accuracy) were
proposed in a series of papers, see [2, 3, 29, 30].

Because the approaches mentioned above (both in the discrete and continu-
ous settings) are sub-optimal procedures looking for the sparsest representation
of some y, many theoretical works have been carried out to analyze their perfor-
mance. In the rest of this section, we review the contributions of the literature
most related to the present work. We organize our presentation into two parts,
dealing respectively with the discrete and the continuous cases. In the discrete
setting, we restrict our attention to contributions addressing the performance
of MP, OMP, i.e., the procedures the most connected to the framework of this
paper. In the continuous setting, recovery analysis, including stability and ro-
bustness to noise, has only been addressed for convex-relaxation approaches.
We review these conditions below and draw some similarities and differences
with the guarantees derived for OMP in this paper in Section 3.

2.1. Discrete setting

Exact Recovery Condition. In the discrete setting, the cardinal of the parameter
space Θ is finite, written |Θ| < +∞. The first thorough analysis of the recovery

of some subset S? , {θ?` }
k
`=1 by OMP is due to Tropp in [31]. Recall that

since Θ is finite, recovering S? is equivalent to identifying the support of a
sparse vector, that is to say the set of indices of its nonzero entries. Rephrasing
Tropp’s results with the formalism of this paper, if the atoms {a(θ?` )}k`=1 are
linearly independent, a necessary and sufficient condition for the exact recovery2

of S? by OMP is

∀θ ∈ Θ \ S? :
∥∥G−1gθ

∥∥
1
< 1, (2.1− ERC)

where G ∈ Rk×k and gθ ∈ Rk are defined as follows3

G[i, j] , κ
(
θ?i , θ

?
j

)
,

gθ[i] , κ(θ, θ?i ).
(2.2)

In particular, if (2.1− ERC) is not satisfied, there exists some linear combina-

tion y of the atoms {a(θ?` )}k`=1, such that OMP with y as input fails at the first
iteration. Condition (2.1− ERC) is also related to the success of MP and OLS.
In [32], the authors showed that (2.1− ERC) is necessary and sufficient for the
recovery of S? by OLS. As for MP, (2.1− ERC) ensures that the procedure
only selects atoms in S? but does not imply exact recovery in k steps since the
same atom can be selected many times (no orthogonal projection is performed

2In the sense of [31]. We define rigorously the notions of exact/delayed recovery for con-
tinuous dictionaries in Section 3.1.

3Recall that κ is a kernel function acting as an inner product between atoms, see (1.6).
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when updating the coefficients), see e.g., [23]. Interestingly, it also ensures cor-
rect identification of any support of size k by convex relaxation procedures, see
[33–35].

Coherence. Tropp’s condition is of limited practical interest to characterize the
recovery of all supports of size k since it requires to verify that (2.1− ERC)
holds for any S? with card(S?) = k. In order to circumvent this issue, other
sufficient conditions of success, weaker but easier to evaluate in practice, have
been proposed in the literature. One of the most popular conditions is based
on the coherence µ of the normalized dictionary:

k <
1

2

(
1 +

1

µ

)
(2.3)

where
µ , sup

θ,θ′∈Θ
s.t. θ 6=θ′

|κ(θ, θ′)| (2.4)

Condition (2.3) guarantees that any support of size k can be recovered in k
steps by OMP/OLS.

The coherence of the dictionary can be seen as a particular measure of
“proximity”4 between the atoms {a(θ)}θ∈Θ. Other exact recovery conditions,
based on different proximity measures, have been proposed in the literature. In
[31], the author derived recovery conditions based on “cumulative coherence”,
whereas in [10, 36–42], guarantees based on “restricted isometry constants” were
proposed.

2.2. Continuous setting

General setup. Sparse representations in continuous dictionaries are basically
characterized by two main ingredients: i) a parameter set Θ, assumed to be
uncountable and metrizable, e.g., Θ = R; ii) an “atom” function a : Θ → H,
assumed to enjoy some continuity properties, i.e., if θ and θ′ are “close” to each
other then so are a(θ) and a(θ′). This type of dictionary appears in numerous
signal processing tasks, e.g., super-resolution where one aims at recovering fine-
scale details from an under-resolved input signal [3] or sparse spike deconvolution
in seismic inversion [17].

Inapplicability of existing analyses. The continuity of a(·) invalidates most pre-
vious analyses in the context of discrete dictionaries. In particular, all exact
recovery conditions based on coherence or restricted isometry constants turn
out to be violated whenever dealing with continuous dictionaries. As for the
coherence condition (2.3), it is easy to see that the continuity of a(·) implies the
continuity of κ(·, ·) with respect to both its arguments. This, in turn, implies
that µ = 1 and the coherence-based condition (2.3) is never met, even for k = 1!

4µ = 0 if all the atoms are orthogonal and µ ' 1 if some atoms are very correlated.
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Minimum separation assumption. In order to circumvent this issue, some spe-
cific exact recovery conditions for continuous dictionaries have been proposed
in the literature, see e.g., [3, 4]. In the context of convex-relaxation approaches,
these conditions originate from the analysis of the associated optimality condi-
tions. In [4], the authors derived dual certificates generalizing the work done
by Fuchs for the Lasso [33] in an infinite-dimensional setup. The comparison
with the discrete case goes even deeper: it is shown that, as in the discrete case,
the solution of BP for continuous dictionaries is, in some sense, the limit of the
solution of BLasso. Two families of results rise up from these studies. Under
certain conditions, BP recovers any positive combination of atoms. However,
when the observation is made up of a signed combinations of atoms, a minimum
separation condition becomes necessary to ensure recovery. More particularly,
a signal supported in S? is the unique solution of BP for continuous dictionaries
provided that

min
`,`′∈J1,kK
s.t. ` 6=`′

|θ?`′ − θ?` | > C, (2.5)

where C is a constant depending on the problem, see for instance [3, 4, 43].
Surprisingly, for D = 1, this separation condition is no longer needed when
dealing with positive linear combinations of atoms [27, 44, 45]. In particular,
under certain conditions of linear independence on the atoms {a(θ?` )}k`=1, the
signal supported in S? is the unique solution of BP. When Θ ⊂ RD with D > 1,
a separation condition still exists for BP [3], but also depends on S?, see [46].

3. Main results

In this section, we present the main results of the paper. All the proofs and
technical details are postponed to Section A.

3.1. Definitions of support recovery

Dictionary. We first elaborate on the ingredients characterizing the “continu-
ous” setup considered in this paper. First, the metric space Θ is usually assumed
to contain an infinite uncountable number of elements, e.g., Θ can be a hyper-
rectangle of RD, a torus, etc. Hereafter, for the sake of conciseness, we will
restrict our attention to the case where Θ = RD. Nevertheless, our results can
be straightforwardly adapted to other definitions of Θ. A second ingredient is
the continuity of the function a : Θ→ H, that is

lim
θ′→θ

‖a(θ′)− a(θ)‖ = 0 ∀θ ∈ Θ. (3.1)

In this paper, we will moreover consider normalized atoms:

‖a(θ)‖ = 1 ∀θ ∈ Θ. (3.2)

In the sequel, recovery conditions will be expressed as a function of the sym-
metric kernel κ

(
θ, θ′

)
:

κ(θ, θ′) , 〈a(θ),a(θ′)〉 ∀θ, θ′ ∈ Θ. (3.3)
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The “continuity” and “unit-norm” properties imply:

“unit norm” : κ
(
θ, θ
)

= 1 ∀θ ∈ Θ, (3.4a)

“continuity” : lim
θ′→θ

κ
(
θ, θ′

)
= 1 ∀θ ∈ Θ. (3.4b)

Moreover, we also have from the Cauchy-Schwarz inequality that∣∣κ(θ, θ′)∣∣ ≤ 1, ∀θ, θ′ ∈ Θ. (3.5)

Lastly, in this work, we restrict our attention to either compact domains Θ or
kernels that vanish at infinity, i.e.,

∀ ε > 0,∀θ ∈ Θ , ∃K ⊂ Θ compact: sup
θ′∈Kc

κ(θ′, θ) < ε, (3.6)

where Kc is the complement of K. When the observation y is made up of
a linear combination of atoms, Condition (3.6) along with the continuity of
θ′ 7→ κ(θ, θ′) is sufficient to guarantee that the maximizer of the inner product
exists at each iteration of OMP, see Line 3 in Algorithm 1.

Notion of support. First, let S? , {θ?` }
k
`=1 be a subset of Θ made of pairwise

distinct parameters. We say that S? is a support of y if

y =

k∑
`=1

c` a(θ?` ) (3.7)

with c1, · · · , ck 6= 0.
In the sequel, we provide sufficient conditions on the kernel κ to ensure that
any finite collection of pairwise distinct atoms is linearly independent. In such
a case, the notion of support is uniquely defined: if S? is a support of y, then
without ambiguity S can be called the support of y, written supp(y). When
supp(y) = S? and card(S?) = k, we also say that y is “k-sparse”, and that it
is “supported in” S?.

Notions of recovery. Given a dictionary made of linearly independent atoms
and a k-sparse observation y 6= 0H with support S? , supp(y), we say that
OMP achieves exact recovery if and only if (when run with a maximum number
of iteration q ≥ card(S?)) we have

∅ 6= arg max
θ∈Θ

|〈a(θ), r〉| ⊆ S?, (3.8)

during the first card(S?) iterations5 and the residual (see Line 5 in Algorithm 1)
becomes r = 0H in the next iterations. The left-hand side of (3.8) ensures that a

5See Line 6 in Algorithm 1.
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maximizer of |〈a(θ), r〉| does exist at each iteration. The right-hand side entails
that any maximizer belongs to the support S?, that is

max
θ∈S?

|〈a(θ), r〉| > |〈a(θ′), r〉| ∀θ′ ∈ Θ \ S?. (3.9)

The set of maximizers appearing in (3.8) might not reduce to a singleton; if it is

a subset of S?, the definition means that all choices for θ̂ lead to exact recovery.
However, we consider that the situation where

max
θ∈S?

|〈a(θ), r〉| = |〈a(θ′), r〉| for some θ′ ∈ Θ \ S? (3.10)

leads to a failure.
The success of OMP in more than k steps, referred to as delayed recovery, has
also been considered [47, 48]. In this context, we say that OMP achieves q-
delayed recovery with q ≥ card(S?) (necessarily) if, when OMP is run with
input y and a maximum number of iterations q, the inferred support contains
supp(y). In this case, we have by (3.7) and linear independence between atoms:

θ̂` /∈ S? =⇒ ĉ` = 0. (3.11)

We now say that OMP achieves exact recovery of S? if for all observations y
supported in S?, OMP with input y achieves exact recovery. Similarly, we say
that OMP achieves q-delayed recovery of S? with q ≥ card(S?) (necessarily) if
for all observations y supported in S?, OMP with input y achieves q-delayed
recovery.

3.2. Exact recovery of a given support: sufficient conditions

In this section, we introduce a set of sufficient conditions ensuring exact
recovery of some support S? by OMP. These conditions are the basis of our
results on “CMF dictionaries” stated in the next two sections.

We first notice that, in the context of continuous dictionaries, condition
(2.1− ERC) is still necessary and sufficient for exact recovery of a support S?.
However, this condition may become intractable in practice since Θ now con-
tains an infinite uncountable number of elements. In particular, the standard
formulation

max
θ∈Θ\S?

∥∥G−1gθ
∥∥

1
< 1, (3.12)

equivalent to (2.1− ERC) in the discrete setting, does no longer hold in the case
of continuous dictionaries as the supremum

sup
θ∈Θ\S?

∥∥G−1gθ
∥∥

1
(3.13)

is always at least 1. In order to circumvent this problem, we define below
the notions of admissibility for the dictionary A and the support S?, easier to
evaluate than (2.1− ERC), but ensuring exact recovery (see Theorem 1). In
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the next section, we will show that some families of dictionaries (whose kernel is
defined by a “completely monotone function”) verify these abstract conditions.

Consider a kernel κ and a support S? , {θ?` }
k
`=1. Our definitions of admis-

sibility for kernel κ and support S? read:

Definition 1 (Admissible kernel). A kernel κ is said to be admissible if: a) it
is continuous; b) it satisfies (3.4a); c) the parameter set Θ is compact or (3.6)
holds; and d) 0 ≤ κ

(
θ, θ′

)
< 1 for any θ 6= θ′.

By extension, a dictionary A = {a(θ) | θ ∈ Θ} is said to be admissible if the
kernel defined by κ(θ, θ′) = 〈a(θ),a(θ′)〉 for all θ, θ′ ∈ Θ is admissible.

Definition 2 (Admissible support given a kernel). A support S? of size k
is admissible with respect to the kernel κ if the following holds for any non-
empty subset T ⊆ J1, kK and any positive coefficients c` > 0, ` ∈ T such that∑
`∈T c` < 1:

i) The set of global maximizers of

ψ : Θ −→ R+

θ 7−→
∑
`∈T

c` κ(θ, θ?` ) , (3.14)

is a subset of S = {θ?` }`∈T .

ii) If t′ ∈ J1, kK \ T satisfies ψ(θ?` )− κ(θ?` , θ
?
t′) ≤ 0 for all ` ∈ T , then

∀ θ ∈ Θ , ψ(θ)− κ(θ, θ?t′) ≤ 0. (3.15)

By extension, the support S? is said to be admissible with respect to the dictio-
nary A = {a(θ) | θ ∈ Θ} if S? is admissible with respect to the kernel defined
by κ(θ, θ′) = 〈a(θ),a(θ′)〉 for all θ, θ′ ∈ Θ.

We can make the following general comments on these definitions. First,
0 ≤ κ(θ, θ′) implies that the inner product between two atoms of A is always
nonnegative, whereas κ(θ, θ′) < 1 simply guarantees that any pair of distinct
atoms of the dictionary is linearly independent6 (remember we assume κ(θ, θ) =
1 for all θ ∈ Θ). Property i) in Definition 2 ensures that a correct atom selection
always occurs when the residual r is a positive combination of the atoms of the
support. Indeed, if r =

∑k
`=1 c` a(θ?` ) with c1 . . . ck > 0 and the kernel is

admissible then from Definition 1

|〈a(θ), r〉| =
k∑
`=1

c` κ(θ, θ?` ). (3.16)

6As a consequence of the Cauchy-Schwarz inequality.
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In such a case, Property i) of Definition 2 then implies

arg max
θ∈Θ

|〈a(θ), r〉| ⊆ S?. (3.17)

Property ii) of Definition 2 does not have such a simple interpretation but we will
see that it allows to significantly shorten the proof of recovery results. Moreover,
we let the reader check that the following result is a direct consequence of the
definition of support admissibility:

Fact 1. If S? is admissible with respect to κ then each S ⊂ S? is admissible.

We now state our first result:

Theorem 1. Assume kernel κ is admissible (see Definition 1) and support S?
is admissible with respect to kernel κ (see Definition 2). Then:

i) OMP achieves exact recovery of S?.

ii) For any k-sparse observation y whose support is included in S?, OMP
with input y only selects parameters in supp(y).

Proof. See Appendix A.1.

In the next section, we provide some families of admissible dictionaries such
that all supports are admissible. This yields exact recovery of any support.

3.3. Recovery of k-sparse signals with CMF dictionaries

In this section, we show that exact recovery is possible for dictionaries whose
associated kernel takes the form

κ(θ, θ′) = ϕ
(
‖θ − θ′‖pp

)
, ∀θ, θ′ ∈ Θ ⊂ RD (3.18)

where ‖·‖p, 0 ≤ p < 1 is the `p (quasi-)norm and ϕ is some function. More
particularly, we will show in Theorem 2 that for dictionaries verifying (3.18)
and Θ = R, OMP achieves exact recovery of any support.
We will see that a way to build admissible kernels κ and supports (see Defini-
tions 1 and 2) is to ensure that ϕ decreases sufficiently fast when two parameters
are distant from each other. One appropriate framework to describe such kernels
is the set of completely monotone function (CMF) defined below:

Definition 3 ([49], Def. 2.1). A function ϕ : R+ 7−→ R is completely monotone
on [0,+∞[ if and only if: it is infinitely differentiable on ]0,+∞[, its derivatives
obey

(−1)nϕ(n)(x) > 0 ∀x, n ∈ R∗+ × N, (3.19)

where ϕ(n) is the n-th derivative of ϕ, and it is right continuous at 0.

Example 2. The following functions are completely monotone [50]:

• the function x 7→ e−λx for λ > 0 which gives birth to the Laplace kernel,

12



• the function x 7→ 1
1+λx for λ > 0,

• ratios of modified Bessel functions of the first kind,

• a subset of the confluent hypergeometric functions (Kummer’s function),

• a subset of the Gauss hypergeometric functions.

Our results exploit the following characterization of CMF in terms of Laplace
transforms of measures, referred to as the Bernstein-Widder theorem [51, 52]:

Lemma 1 ([53], Theorem 7.11). A function ϕ is completely monotone on
[0,+∞[ if and only if there exists a nonzero (unsigned) finite measure ν on
Borel sets of [0,+∞[ that is not proportional to the Dirac measure in 0, written
δ0, such that

ϕ(x) =

∫
[0,+∞[

e−ux dν(u) (3.20)

where the integral converges for all x ≥ 0.

One immediately sees from the integral representation (3.20) that the Laplace
kernel is a CMF whose corresponding measure is a Dirac measure ν = δλ with
λ > 0. However, the case ν proportional to δ0 is prohibited since it leads to
ϕ′(x) = 0 for all x ∈ R+ which is in contradiction with Definition 3 for a CMF.
Since ϕ(0) = 1, ν can be any probability measure such that ν 6= δ0.

By definition, any CMF is (strictly) positive, decreasing and convex. In the
sequel, we state recovery results for dictionaries whose kernels satisfy (3.18)
with ϕ a CMF such that ϕ(0) = 1, so as to ensure the “unit-norm” hypothesis
(3.4a).

Definition 4 (CMF kernel). The class of CMF kernels in dimension D ≥ 1,
denoted KCMF(D), consists of all kernels κ : RD × RD → R∗+ such that

κ(θ, θ′) = ϕ
(
‖θ − θ′‖pp

)
∀θ, θ′ ∈ RD (3.21)

where ϕ is a CMF verifying ϕ(0) = 1, and 0 < p ≤ 1.

Definition 5 (CMF dictionary). A CMF dictionary in dimension D ≥ 1 is a
collection of atoms A = {a(θ) | θ ∈ Θ}, where Θ ⊂ RD, such that there exists
κ ∈ KCMF(D) satisfying 〈a(θ),a(θ′)〉 = κ(θ, θ′) for all θ, θ′ ∈ Θ.

A legitimate question is as follows: for any kernel κ ∈ KCMF(D), is there a
Hilbert space H and a dictionary A such that

〈a(θ),a(θ′)〉 = κ(θ, θ′) (3.22)

holds for any θ, θ′ ∈ RD? The answer is positive (see Appendix B.2) since the
elements of KCMF(D) are positive definite functions and Mercer’s Theorem [54]
ensures the existence of a Hilbert space H and a mapping a : Θ −→ H such
that κ acts as an inner product in H. The next example exhibits a family of
atoms in H = L2(R) which is a CMF dictionary in R.
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Example 3. Let Θ = R and consider the dictionary A defined by

a : R −→ L2(R)

θ 7−→ t 7→
√

2λ e−λ(t−θ)I{t ≥ θ}
, (3.23)

for some λ > 0, where I{t ≥ θ} is the “indicator” function which is equal
to 1 if t ≥ θ and 0 otherwise. Straightforward calculations both show that
‖a(θ)‖ = 1 for any θ and the inner product in H = L2(R) between two atoms

writes
〈
a
(
θ
)
,a
(
θ′
)〉

= e−λ|θ−θ
′|. The latter function corresponds to the so-

called “Laplace kernel”. One immediately sees that such a kernel is an element
of KCMF(1) by taking ϕ : x 7→ e−λx and p = 1.

,
A first surprising result holds in the context of CMF dictionaries with Θ = R:

Theorem 2. Consider A an arbitrary CMF dictionary in R. Then for any
support S? ⊂ Θ ⊂ R, the two following properties hold:

i) OMP achieves exact recovery of S?.

ii) For any k-sparse observation y whose support is included in S?, OMP
with input y only selects parameters in supp(y).

Proof. See Appendix A.2.1.

In essence, Theorem 2 identifies a class of dictionaries for which exact re-
covery holds for any support of any finite size k. To our knowledge, this is
the first occurrence of such a “universal” recovery result of signed combinations
of atoms. We have already seen that BP is able to recover any positive linear
combination of atoms [27] for some families of dictionary. However, a separation
condition becomes necessary if one allows negative coefficients (see Section 2).
The novelty of Theorem 2 is a separation-free recovery result for any signed fi-
nite linear combination of atoms. In light of the existing links between Tropp’s
ERC and recovery guarantees for `1 minimization [34], it would be interesting
to understand whether the guarantees expressed in Theorem 2 extend to sparse
spike recovery with total variation norm minimization [4, 27].

3.4. Support recovery with “CMF” kernels

The universal exact recovery result stated in Theorem 2 no longer holds in
dimension D > 1. In the next example, we show that if D > 1, there always exist
configurations of parameters {θ?` }

k
`=1 such that OMP fails at the first iteration:

Example 4. In dimension D ≥ 3, consider S? , {θ?` }
k
`=1 ( Θ = RD where

3 ≤ k ≤ D and θ` = ∆e` with e` the `-th canonical basis vector and ∆ > 0.
This configuration defines a support S? of size k with

∥∥θ?` − θ?j∥∥pp = 2∆p for all

j 6= `, and ‖θ?` − 0D‖pp = ∆p for all `.
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Figure 1: Illustration in dimension D = 2 with k = 3 of the definition of the set augmenter
Cart defined in (3.28). The blue points, denoted θ` for ` = 1, 2, 3, form the support S?. The
red points, denoted γ`, ` = 1 . . . 6 represent the elements of Cart(S?) \ S?.

Let a : RD 7→ H define a CMF dictionary in RD with kernel κ = ϕ
(
‖· − ·‖pp

)
.

Let us show that, if ∆ is sufficiently small, there always exists a linear combi-
nation of the atoms {a(θ)}θ∈S? such that OMP selects a parameter not in S?
at the first iteration. In particular, let us consider the case where all coefficients
c` are equal and y =

∑k
`=1 c`a(θ?` ). We then have

〈a(0D),y〉
〈a(θ?` ),y〉

=
kϕ(∆p)

1 + (k − 1)ϕ(2∆p)
. (3.24)

Then, θ = 0D will be preferred to all “ground-truth” parameters θ?` at the first
iteration of OMP as soon as (3.24) is larger than 1, or, equivalently,

(k − 1)ϕ(2∆p)− kϕ(∆p) + 1 < 0. (3.25)

Let us show that (3.25) holds whenever ∆p is “sufficiently small”. We first
consider the case where ϕ(t) = e−λt with λ > 0. Condition (3.25) then writes

(k − 1)x2 − kx+ 1 < 0 (3.26)

with x = ϕ(∆p). As k ≥ 3, the left-hand side of (3.26) is a second order
polynomial with two distinct roots, namely (k − 1)−1 and 1. Therefore, OMP

prefers 0D as soon as (k − 1)
−1

< x < 1 or, equivalently, when ∆p < λ−1 log(k−
1). The latter condition acts as a necessary separation condition such that OMP
does not fail at the first iteration. It is possible to draw similar conclusions
whenever ϕ is a CMF function differentiable at zero and ϕ(0) = 1. The proof
requires extra work detailed in Appendix C.

Before stating our next results, we introduce some additional notations.
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Definition 6 (Cartesian grid). A finite set S ( Θ is a Cartesian grid in di-

mension D ≥ 1 if there exists D one-dimensional finite sets {Sd}Dd=1 such that

S =

D∏
d=1

Sd (3.27)

where
∏

denotes the Cartesian product.

Moreover, we define the following “set augmenter” operator that, given a set
S, returns the smallest Cartesian grid containing S

Cart(S) ,
D∏
d=1

{
θ[d] | θ ∈ S

}
. (3.28)

The reader can check that S ⊆ Cart(S) for any finite set S ⊆ Θ and that Cart is
idempotent. We illustrate the definitions of Cart(S) in Fig. 1 for S = {θ1, θ2, θ3}
in dimension D = 2.

Definition 7 (Axis admissible grid given a kernel). Consider κ a CMF kernel
in the sense of Definition 4.
A Cartesian grid G is axis admissible with respect to κ if and only if: for each

Cartesian grid G′ =
∏D
d′=1 Sd′ ⊂ G, for coefficient vector c = (c1 . . . cq)

T ∈
Rq \ {0q} where q = card(G′), for each d ∈ J1, DK and each θ0 ∈ Θ such that
θ0 ⊥ ed where ed is the d-th vector of the canonical basis, all maximizers of

fd : R −→ R+

t 7−→

∣∣∣∣∣∣∣
card(G′)∑
`=1

c`κ(θ0 + ted, θ
?
` )

∣∣∣∣∣∣∣ , (3.29)

belong to Sd.
By extension, a Cartesian grid G is said to be axis admissible with respect to a
CMF dictionary A if it is axis admissible with respect to the induced kernel.

Note that we have restricted the notion of axis admissibility to CMF kernels.
Although the notion could be defined for any kernel, we will see below (see the
proof of Corollary 1 in Appendix A.2.2) that axis admissibility is mainly useful
for CMF kernels. Moreover, we let the reader check that the following result is
a direct consequence of the definition of axis admissibility.

Fact 2. If a cartesian grid G is axis admissible with respect to κ, the each
cartesian grid G′ such that G′ ⊂ G is also axis admissible.

In higher dimension, the notion of exact recovery is first proved for axis
admissible grids:

Theorem 3. Let A be an arbitrary CMF dictionary and G be a Cartesian grid.
If G is axis admissible with respect to A then
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i) OMP achieves exact recovery of G.

ii) For any k-sparse observation y with supp(y) ⊂ G, OMP with input y
selects parameters in Cart(supp(y)) until the residual vanishes.

Proof. See Appendix A.2.2.

In other words, Theorem 3 ensures that for any admissible grid G and obser-
vation y supported in S? = G, an iteration of OMP with input y will identify
an element of G irrespectively of the (nonzero) coefficients in the representation
of y (see (3.7)).

Axis admissible Cartesian grids are the cornerstone of Theorem 4 below,
our main recovery result in higher dimensions. Indeed, for a given support
S? of size k, a form of delayed recovery becomes possible provided that the
extended support Cart(S?) is axis admissible. Moreover, exact recovery will be
achieved by preventing from selecting parameters in Cart(S?)\S? by means of a
classical ERC condition for finite dictionaries (see (2.1− ERC)). This rationale
is formalized in the following result:

Theorem 4. Let A be an arbitrary CMF dictionary in RD, G be an axis ad-
missible grid with respect to A, and S? ⊆ G be a support of size k. We have:

i) OMP achieves exact recovery of G.

ii) OMP achieves q-delayed recovery of S? with q = kD.

iii) Assume that

max
θ∈ Cart(S?)\S?

∥∥G−1gθ
∥∥

1
< 1 (3.30-CMF-ERC)

where θ?` , 1 ≤ ` ≤ k denote the distinct elements of S?, G ∈ Rk×k is the
matrix with entries G[i, j] =

〈
a(θ?i ),a

(
θ?j
)〉

for i, j ∈ J1, kK, and gθ ∈ Rk
is the vector with entries gθ[i] = 〈a(θ),a(θ?i )〉 for all i ∈ J1, kK and all
θ ∈ Θ. Then OMP achieves exact recovery of S?.
Vice-versa, if (3.30-CMF-ERC) does not hold, there exists (at least) one
observation y with supp(y) ⊆ S? such that OMP with y as input selects
some θ ∈ Cart(S?) \ S? at the first iteration.

Proof. Theorem 4 is a consequence of Theorem 3. We first state a result con-
cerning the linear independence of a collection of atoms from a CMF dictionary:

Lemma 2. Consider A = {a(θ) | θ ∈ Θ} an arbitrary CMF dictionary in di-

mension D ≥ 1. Then for any support S = {θ`}k`=1 ⊂ Θ of k distinct parame-
ters, the symmetric matrix GS ∈ Rk×k whose entries are

∀ i, j ∈ J1, kK , GS [i, j] = 〈a(θi),a(θj)〉 (3.31)

is invertible, or, equivalently, the atoms {a(θ)}θ∈S are linearly independent.

Proof. See Appendix B.2.
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Property i). This property is a simple rephrasing of the statement of Theorem 3.

Property ii). Property ii) is also a rephrasing of Property ii) of Theorem 3:
first, if y is supported in S? with S? ⊆ G then OMP with input y only selects
parameters in Cart(supp(y)) at each iteration.
Note now that the atoms {a(θ) | θ ∈ Cart(S?)} are linearly independent by
Lemma 2. Therefore, the decomposition of y over Cart(S?) is unique and S?
may be identified from the non-zero coefficients of ĉ ∈ Rcard(Cart(S?)) (see (3.11)).
Hence OMP identifies S? in at most card(Cart(S?)) ≤ kD steps.

Property iii). Let S? , {θ?` }
k
`=1 ⊂ G be a support of size k and y be supported

in S?. Let G ∈ Rk×k be the matrix whose i, j entry is G[i, j] =
〈
a(θ?i ),a

(
θ?j
)〉

for all i, j ∈ J1, kK. Since the parameters in S? are pairwise distinct, the matrix
G is invertible by Lemma 2.
By Property ii) of Theorem 3, OMP always selects parameters in Cart(S?) at
each iteration. The problem can then be reduced to studying classical (discrete)

sparse recovery with the following finite dictionary Ã , {a(θ) | θ ∈ Cart(S?)}
which can be decomposed as the disjoint union Ã = Agood∪Abad where Agood ,
{a(θ?` )}k`=1 and Abad , {a(θ) | θ ∈ Cart(S?) \ S?} are the set of “true” and
spurious atoms, respectively. Recall now that by Tropp’s original results in
the discrete setting [31, Th. 3.1], condition (3.30-CMF-ERC) precisely prevents
from selecting parameters in Abad, i.e., wrong parameters. Moreover, the least-
square update of the coefficients at each iteration (see Line 4 in Algorithm 1)
prevents from selecting twice the same parameters. Hence OMP recovers S? in
k iterations.

Sharpness of the result. When (3.30-CMF-ERC) is not met, one can rely on
Tropp’s original result in the discrete setting [31, Th. 3.10] to obtain that:

if (3.30-CMF-ERC) does not hold, there exists ybad ∈ span({a(θ?` )}k`=1) such
that

max
θ∈Cart(S?)\S?

|〈a(θ),ybad〉| > max
θ?∈S?

|〈a(θ?),ybad〉|. (3.32)

In other words, OMP with input ybad selects an element of Cart(S?) \ S?

We emphasize that result ii) of Theorem 4 can be seen as a worst-case bound
on the number of iterations needed to achieve delayed recovery. The surprisingly
new result of iii) can be interpreted as follows: whereas the parameter space is
a continuum, exact recovery is possible provided that 1) the support is a subset
of some axis admissible grid and 2) a condition on a finite number of atoms
is fulfilled. Indeed, (3.30-CMF-ERC) only depends on a finite subset (namely
Cart(S?)) of the elements of Θ. Since the cardinality of Cart(S?) is finite, the
numerical evaluation of (3.30-CMF-ERC) is possible. We emphasize that even
if (3.30-CMF-ERC) holds for a set S?, OMP may not achieve exact recovery of
supports S which are strictly included in S?. Indeed, it has been shown in [55,
Th. 6] that, in general, the ERC condition is not locally nested. In other words, if
the ERC holds for a set S?, there may exist a support S ( S? such that the ERC
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does not hold for S. In practice this means that OMP will achieve k-delayed
recovery of S, but not exact recovery (i.e., in card(S) < k iterations). Finally,
Theorem 4 is also consistent with Theorem 2 since condition (3.30-CMF-ERC) is
always satisfied in dimension 1 with the convention that maxθ∈∅(·) = 0. Indeed,
one can obviously check that Cart(S?) = S? when D = 1.

Theorem 4 can be exploited for Generalized Laplace dictionaries.

Definition 8 (Generalized Laplace kernel and Laplace dictionary). The class
of Generalized Laplace kernels in dimension D ≥ 1, denoted KLap(D) consists
of all kernels κ : RD × RD → R∗+ such that

κ(θ, θ′) = e
−λ‖θ−θ′‖p

p ∀θ, θ′ ∈ RD (3.33)

where λ > 0 and 0 < p ≤ 1.
By extension, a Generalized Laplace dictionary in dimension D ≥ 1 is a col-
lection of atoms A = {a(θ) | θ ∈ Θ} where Θ ⊂ RD, such that there exists
κ ∈ KLap(D) satisfying 〈a(θ),a(θ′)〉 = κ(θ, θ′) for all θ, θ′ ∈ Θ.

One immediately sees that KLap(D) ⊂ KCMF(D) (see Definition 4) since the
function t 7→ e−λt defined on R+ is a CMF. The next result shows that for
Generalized Laplace of dictionary, any Cartesian grid is axis admissible:

Theorem 5. Consider A an arbitrary Generalized Laplace dictionary in RD.
Then all Cartesian grids G are admissible with respect to A.

Proof. See Appendix A.2.2.

Corollary 1. Consider A an arbitrary Generalized Laplace dictionary in RD.
For any support S? of any size k ≥ 1, the two following properties hold:

i) OMP achieves q-delayed recovery of S? with q = kD.

ii) OMP achieves exact recovery of S? as soon as

max
θ∈ Cart(S?)\S?

∥∥G−1gθ
∥∥

1
< 1. (3.34)

Proof. By Theorem 5, G = Cart(S?) is axis admissible. The result is then a
direct consequence of Theorem 4.

In other words, for Generalized Laplace dictionaries, delayed recovery holds
without any separation assumption on the parameters. We can draw connections
with the results from [56] where it is shown that one can identify any mixture
of arbitrarily close Gaussians with computational complexity polynomial in the
dimension. Moreover, kD is probably a pessimistic upper bound on the number
of potential global maximizers. However, further investigations are required to
see if one can reach a bound linear in k on the number of iterations, as in [57]
for finite dictionaries.
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Axis admissible grids and CMF dictionaries. Theorem 5 shows that any Carte-
sian grid is axis admissible with respect to a Generalized Laplace dictionary.
Such a result does not hold for general CMF dictionaries without extra assump-
tions on the grid. Nevertheless, empirical evidence suggests that the admissible
grid assumption is only a proof artifact. We conjecture that Theorem 4 remains
valid even when the Cartesian grid G is not axis admissible. To support our
conjecture, we show in Appendix D that Result iii) of Theorem 4 still holds for
any CMF dictionary when G = Cart({θ?1 , θ?2}) for arbitrary θ?1 , θ

?
2 ∈ RD, even

though such G is generally not axis-admissible. The proof in the general case is
still under investigation.

Minimum separation condition – coherence-based analysis. Example 4 showed
that for CMF dictionaries, a too small separation between the elements of S?
can prevent OMP from achieving exact recovery (note that, as just seen, delayed
recovery may still be guaranteed for Generalized Laplace dictionaries without
any minimum separation). Corollary 1 gives a necessary and sufficient algebraic
condition, namely (3.34), such that OMP achieves exact recovery for Generalized
Laplace dictionaries. Such a condition can be seen as an ERC (see (2.1− ERC)
from Section 2.1) associated to the finite dictionary {a(θ) | θ ∈ Cart(S?)}. A
coarser sufficient condition is expressed in terms of µ, the coherence of the latter
dictionary, defined as

µ , max
θ1,θ2∈Cart(S?)

|〈a(θ1),a(θ2)〉| s.t. θ1 6= θ2. (3.35)

For finite dictionaries, exact recovery is met whenever µ < (2k− 1)−1, see (2.3)
in Section 2.1. In the setting of Generalized Laplace dictionaries, the latter
result can be expressed in terms of a minimum separation condition.

Theorem 6. Consider A a Generalized Laplace dictionary in RD and λ > 0,
0 < p ≤ 1 the parameters of the associated kernel (cf Equation (3.33)). Let S?
be support of size k and denote

∆0 , min
d∈J1,DK

∣∣θ?j [d]− θ?i [d]
∣∣ s.t.

{
i, j ∈ J1, kK
θ?i [d] 6= θ?j [d]

, (3.36)

the smallest distance between non equal coordinates. If

∆p
0 ≥

log(2k − 1)

λ
(3.37)

then for any observation y supported in S?, OMP with input y achieves exact
recovery.

Proof. By definition of ∆0 and of Cart(S?), we have ‖θ1 − θ2‖pp ≥ ∆p
0 for all

θ1, θ2 ∈ Cart(S?) hence by definition of the coherence we have µ ≤ exp(−λ∆p
0)

and (3.37) implies that the sufficient recovery condition µ < (2k−1)−1 holds.
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Theorem 6 states that OMP recovers any combination of sufficiently sepa-
rated atoms. Although condition (3.37) is expressed in terms of minimal dis-
tance between parameters, it can be seen as a condition on the coherence be-
tween atoms. In contrast to the discrete case, this coherence guarantee is only
related to a particular finite subset of the (continuous) Generalized Laplace dic-
tionary: the finite dictionary composed of atoms located at the Cartesian grid
associated to the support.

Furthermore, Condition (3.37) can be compared to the separation condition
for off-the-grid super-resolution (see (2.5)). More particularly, for the Laplace
kernel (see Definition 8 with p = 1) and by assimilating the parameter λ to
the cut-off frequency λc of some low-pass filter, condition (3.37) is similar to
the separation condition [3] ∆T ≥ Cst

λc
(∆T is a distance on the D-dimensional

torus). At first glance, one may find condition (3.37) more demanding since it
depends on the number of atoms k. However, the so-called separation condition
is expressed on a D-dimensional torus preventing also high values of k. For
instance, on the 1-dimensional torus, the minimum separation condition for BP
requires k ≤ λc

Cst
− 1.

4. Conclusion - discussion

In this work, we have shown that the study of the recovery properties of
greedy procedures such Orthogonal Matching Pursuit (OMP) can be extended
to the setting of continuous dictionaries where atoms smoothly depend on some
parameters. Capitalizing on the formulation of OMP in terms of inner products
between atoms, our results rely on the properties of the kernel implicitly defined
by the inner product between atoms. More particularly, we have identified two
key notions of admissible kernel and admissible support that are sufficient to
ensure exact recovery irrespectively of the value of the coefficients involved in
the representation. For the class of CMF dictionaries, we have shown that
when the dimension of the parameter space is 1, all implicitly defined kernels
are admissible as well as all supports. The novelty of this result is that no
separation is needed even for signed combination of atoms.
Although exact recovery can also be ensured for CMF dictionaries with a pa-
rameter space of higher dimension, more conditions have to be imposed on the
support to be recovered, as some supports may not be admissible anymore. The
cornerstone of our analysis in dimension higher than one is the notion of axis ad-
missible Cartesian Grid. Indeed, axis admissibility is sufficient to allow OMP to
identify supports, leading to a form of “delayed recovery” for all support of size
k included in some admissible Cartesian grid. For such supports, exact recovery
can also be achieved whenever a condition on a finite number of (known) atoms
is fulfilled. In the special case of Generalized Laplace dictonaries, any Cartesian
grid is in fact axis admissible, and a simplified coherence-based analysis can be
revisited, leading to exact recovery under a minimal separation condition.
We now review some prospects of this work.
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Beyond axis-admissible grids for CMF kernels. Our analysis for multi-dimensional
parameter sets relies on the notion of axis-admissible grids. While axis-admissibility
holds for any grid with respect to Generalized Laplace dictionaries, this is appar-
ently no longer the case with respect to more general CMF dictionaries. Even
for grids which seem to violate the axis-admissibility condition with respect to a
CMF dictionary, empirical evidence suggest that Theorem 4 remains valid. As
a first step towards a better understanding of this phenomenon, we showed in
Appendix D that, for supports of size 2, axis-admissibility is not necessary for
the conclusion iii) of Theorem 4 to hold.

Connection with TV-minimization. In light of the existing links between Tropp’s
ERC [31] and recovery guarantees for `1 minimization [34], an interesting ques-
tion is whether the guarantees developed in this paper can be extended to sparse
spike recovery with total variation norm minimization (see Section 2). More par-
ticularly, one could benefit from the null space properties for measures [27] that
is sufficient to characterize the solution of the continuous version of Basis Pur-
suit. Such a connection would allow us to propose support recovery results for
signed combination of atoms with TV-norm minimization without separation
conditions.

Robustness to estimation error. One advantage of greedy procedures over con-
vex relaxations is that the associated recovery guarantees involve solutions pro-
vided by actual algorithms rather than merely expressed as the minimizer of
some optimization problem. In the continuous setting, this has to be tampered
with the fact that actually implementing OMP requires a maximization proce-
dure (e.g. by resorting to a gradient ascent procedure), at each iteration. Our
current analysis does not take into account the resulting numerical estimation
error. One could envision overcoming this limitation by analyzing the behavior
of OMP when a small error is systematically done when maximizing the inner
product (see Line 3 of Algorithm 1). Note that such an approximation error
may also be useful to account for discretized implementations of the latter step
of OMP using a fine grid over the parameter set Θ.

A. Technical details

This section contains the core of the proofs related to results given in Sec-
tion 3. Appendix A.1 first details the proof of Theorem 1 for admissible kernels
and support, see Definitions 1 and 2 from Section 3.2. Appendix A.2 contains
the proofs related to CMF dictionaries.

A.1. Proof of Theorem 1

The proof of Theorem 1 relies on the following proposition.

Proposition 1. Assume kernel κ is admissible and S? = {θ?` }
k
`=1 ⊂ Θ is

admissible with respect to κ (see Definitions 1 and 2). Consider G ∈ Rk×k and
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gθ ∈ Rk for θ ∈ Θ defined as follows

G[i, j] , κ
(
θ?i , θ

?
j

)
∀i, j ∈ J1, kK (A.1)

gθ[i] , κ(θ, θ?i ) ∀i ∈ J1, kK. (A.2)

Then G is invertible and

∀ θ /∈ S? ,
∥∥G−1gθ

∥∥
1
< 1. (A.3)

The proof of this Proposition is postponed to the end of the section. Theorem 1
is now a corollary of Proposition 1.

Proof of Theorem 1. Let S? be an admissible support made of k pairwise dis-
tinct parameters. The hypotheses of Theorem 1 are the same as in Proposition 1.
Therefore, Eq. (A.3) ensures that (2.1− ERC) given in Section 2 is fulfilled for
all θ /∈ S?. Tropp’s original proof that OMP only selects parameters in S?
can thus be repeated to show by induction that at each step: a) the residual
observation r is a linear combination of atoms supported in S?; b) (2.1− ERC)
implies that OMP can only select a parameter in S?; c) the residual error is
different from 0H during the k first iterations.
In addition, the least squares update of the coefficients ensures that 〈a(θ̂), r〉 = 0

for any θ̂ ∈ Ŝ. Consequently, OMP never selects twice the same parameter and
Property i) is proved.

Consider now an observation y whose support is included in S?. Notice that,
since Cart(supp(y)) ⊂ S?, supp(y) is also admissible by Fact 1. Property ii)
then simply follows by applying Property i) to supp(y).

The proof of Proposition 1 relies on two technical lemmas. First, we show
that Property i) of Definition 2 implies linear independence between atoms.

Lemma 3. Consider an integer k ≥ 1 and S? = {θ?` }
k
`=1 ( Θ a set of k distinct

parameters. If κ is admissible (see Definition 1) and S? satisfies Property i) of

support admissibility (see Definition 2) then the atoms {a(θ?` )}k`=1 are linearly
independent.

Proof. Let c = (c1, . . . , ck)
T ∈ Rk be such that y ,

∑k
`=1 c`a(θ?` ) = 0H, and

let T be the set of indices such that ct 6= 0. We will prove by contradiction that
T is empty.
Assuming that T is not empty we first prove by contradiction that the sign of
the coefficients ct, t ∈ T is not constant. Otherwise we would have (without loss
of generality) ct > 0 for all t ∈ T . Since y = 0H, the function f : θ 7→ 〈a(θ),y〉
is identically zero, hence any point of Θ is a maximizer. Since all entries of c are
assumed to be positive, Property i) of Definition 2 applies and the maximizers
of f belong to S?, hence Θ ⊂ S? which contradicts the definition of S? and
proves that (if T is not empty) the sign of ct, t ∈ T is not constant.
We can thus partition T into two non-empty disjoint subsets T+ = {t ∈ T, ct >
0}, T− = {t ∈ T, ct < 0}. Defining y± =

∑
t∈T± cta(θ?t ) we note that y =
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y+ + y− where y± is supported by S?± = {θ?t }t∈T± . One deduces from y = 0H
that y+ = −y−. Since S?+,S?− ⊂ S?, Property i) of Definition 2 applies to
both y+ and y− hence any maximizer of f+ : θ 7→

〈
a(θ),y+

〉
=
〈
a(θ),−y−

〉
belongs to S?+ ∩S?−. To conclude, we recall that the set of global maximizers of
f+ is not empty by Definition 1 (see discussion around (3.6)), however we have
S?+ ∩ S?− = ∅ since T+ ∩ T− = ∅ and S? is made of distinct parameters. This
yields the desired contradiction.
We have thus proved by contradiction that T = ∅, i.e. y = 0H implies c = 0k
so the atoms are linearly independent.

The next lemma is a collection of results related to the invertibility of
Gramian matrices associated to linearly independent atoms.

Lemma 4. Let S = {θ`}k`=1 ⊂ Θ be such that the atoms {a(θ`)}k`=1 are linearly
independent. Consider G ∈ Rk×k and gθ ∈ Rk for θ ∈ Θ defined as follows

G[i, j] , κ(θi, θj) ∀i, j ∈ J1, kK (A.4)

gθ[i] , κ(θ, θi) ∀i ∈ J1, kK. (A.5)

Then the following properties hold.

1. The square matrix obtained by selecting the rows and columns of G indexed
by any index set I ⊂ J1, kK is invertible.

2. If G−1gθ has nonnegative entries, then∥∥G−1gθ
∥∥

1
= 1T

kG−1gθ. (A.6)

Proof. 1) Each considered submatrix is the Gramian matrix of a linearly inde-
pendent family of atoms, hence it is positive definite and therefore invertible. 2)
By Item 1, G is invertible. As G−1gθ has nonnegative entries we immediately
deduce

∥∥G−1gθ
∥∥

1
= 1T

kG−1gθ.

Proof of Proposition 1. In short we show that if kernel κ is and support S? are

admissible then {a(θ?` )}k`=1 are linearly independent, G−1gθ has nonnegative
entries and 1T

kG−1gθ < 1. The result then follows from Lemma 4-(A.6).

First, Definition i) ensures that the atoms {a(θ?` )}k`=1 are indeed linearly
independent by resorting to Lemma 3. We then prove by induction on k that:
for all supports of size k that are admissible with respect to κ, we have

a) G−11k has nonnegative entries,

b) ∀ θ ∈ Θ , G−1gθ has nonnegative entries,

c) ∀θ ∈ Θ \ S?, 1T
kG−1gθ < 1.

Before starting the proof, recall first that by definition of support admissibility,
if S? is admissible with respect to κ, then any support S ⊂ S? is also admissible.
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Initialization: k = 1. Both G and gθ are scalars. Definition 1-b) and 1-d) gives
G = 1 (cf (3.4a)) and gθ ≥ 0, respectively, so that items a) and b) are both
fulfilled. Definition 1-d) also gives 1T

kG−1gθ = gθ = κ(θ, θ?1) < 1 for θ 6= θ?1 , so
item c) is true.

Induction. We assume items a)-b)-c) hold for all admissible supports S of car-
dinality k−1 ≥ 1. Considering S? an arbitrary admissible support of size k ≥ 2,
we show that items a)-b)-c) also hold for S?.
Recall that all subsets of S? are also admissible. We consider S = {θ?` }

k−1
`=1 ⊂ S

?

and use over-lined notations for quantities related to S: denote G ∈ R(k−1)×(k−1),
gθ ∈ Rk−1 the quantities given by (A.1), (A.2) for S and G ∈ Rk×k,gθ ∈ Rk
the same quantities for S?. Likewise, the notations g` ∈ Rk−1,g`′ ∈ Rk for
` = 1 . . . k − 1, `′ = 1 . . . k will refer to the columns of G,G, respectively. With
these notations we have:

gθ =

(
gθ

κ(θ, θ?k)

)
∈ Rk ∀ θ ∈ Θ (A.7)

G =

(
G gk
gT
k 1

)
∈ Rk×k. (A.8)

By linear independence between atoms, both G and G are invertible according
to Lemma 4.

Item a). We show that the last entry of u , G−11k is positive. Since the
reasoning holds for any ordering of the θ?` ’s, we then deduce that all the entries
of u are positive. Block inversion results [58, Corr 2.8.9] gives

G−1 =

(
G
−1

+ sG
−1

gkg
T
kG
−1 −sG−1

gk
−sgT

kG
−1

s

)
, (A.9)

where s ,
(

1− gT
kG
−1

gk

)−1

. Notice that

gT
kG
−1

gk ≤ ‖gk‖∞
∥∥∥G−1

gk

∥∥∥
1

Definition 1-d)

≤
∥∥∥G−1

gk

∥∥∥
1

Induction b) and
=

Lemma 4-2)
1T
k−1G

−1
gk

Induction c)
< 1. (A.10)

Hence s > 0.
The last entry of u = G−11k now writes u[k] = s(1−gT

kG
−1

1k−1). By (A.10),

we know that 1T
k−1G

−1
gk < 1 and s > 0 hence u[k] > 0. Since this holds for

any ordering of the θ?` ’s, we then deduce that all the entries of u are positive.
Hence G−11k has nonnegative entries.
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Item b). Again, we first show that the last entry of v , G−1gθ is positive.
With the decomposition of G given in (A.9) in mind, the last entry of G−1gθ
writes

v[k] = s
(
gθ[k]− gT

kG
−1

gθ

)
= s
(
κ(θ, θ?k)− gT

kG
−1

gθ

)
, (A.11)

with s > 0 (see (A.10)).

Then, it is sufficient to show that κ(θ, θ?k) − vTgθ ≥ 0 where v , G
−1

gk
to show that v[k] ≥ 0. This will be achieved by studying this quantity seen as
a function of θ. Consider T ⊂ J1, k − 1K the (possibly empty) set defined by
T , {i | v[i] 6= 0} and define

ψ1 : R −→ R+

θ 7−→ vTgθ =
∑k−1
`=1 v[`]κ(θ, θ?` ) =

∑
`∈T v[`]κ(θ, θ?` ). (A.12)

Notice that

• the entries of v are nonnegative by the induction hypothesis b). Moreover,

by the induction hypothesis c), we have
∑k−1
`=1 v[`] = 1T

k−1v < 1.

• For j ∈ J1, k − 1K and θ = θ?j we have gθ = gj = Gej , the j-th column of

G where ej is the j-th canonical vector of Rk−1. Hence we have ψ1(θ?j ) =

gT
kG
−1

gj = gT
k ej = κ

(
θ?j , θ

?
k

)
.

If T is not empty, since T ⊂ J1, k − 1K ( J1, kK, using that S? is admissible with
respect to κ, we obtain from Property ii) of Definition 2 with t′ = k

κ(θ, θ?k)− vTgθ = κ(θ, θ?k)− ψ1(θ) ≥ 0

for all θ ∈ Θ. The same obviously holds if T is empty as ψ1(θ) is identically
zero and κ is non-negative by Definition 1-d). Since this result does not depend
on the ordering of the θ?` ’s, the same reasoning applies for all ` ∈ J1, kK so
G−1gθ ∈ Rk+, hence G−1gθ has nonnegative entries.

Item c). Since G is invertible by Lemma 4-1) we can define

ψ2 : Θ −→ R
θ 7−→ 1T

kG−1gθ
(A.13)

and we just need to prove that ψ2(θ) < 1 for all θ /∈ S?.
We have already shown in point a) that the vector u , G−11k ∈ Rk has
nonnegative entries, and ψ2(θ) writes

ψ2(θ) ,
k∑
`=1

u[`]κ(θ, θ?` ). (A.14)
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Consider ε > 0, and define ũ , (‖u‖1 + ε)
−1

u ∈ Rk and note that ũ has also
nonnegative entries. Let θ0 be a maximizer of ψ2. Then θ0 is also a maximizer
of

ψ̃2(θ) ,
k∑
`=1

ũ[`]κ(θ, θ?` ). (A.15)

Denote T , {i | ũ[i] 6= 0} ⊂ J1, kK the set of nonzero entries of ũ. Since Gu = 1k
is nonzero and G is injective, T is non-empty and

∑
`∈T ũ[`] < 1 by construction,

Property i) of support admissibility (see Definition 2) ensures that θ0 belongs
to S?. In addition,

∀ ` = 1 . . . k , 1T
kG−1gθ?` = 1ke` = 1, (A.16)

where {e`}k`=1 is the canonical basis of Rk. Therefore, ψ2(θ) < 1 for all θ /∈ S?.
This ends the proof.

A.2. Proofs related to CMF dictionaries

All proofs in this section relies on the Bernstein-Widder theorem, see Lemma 1
(in Section 3.3).

A.2.1. Proof of Theorem 2 - Recovery in dimension 1

This section is dedicated to the proof of Theorem 2 and exploits the results of
Theorem 1, i.e., we show that when A is a CMF dictionary associated to kernel
κ(θ, θ′), θ, θ′ ∈ R, then a) kernel κ is admissible in the sense of Definition 1 and
b) all supports S? of size k are admissible with respect to kernel κ in the sense

of Definition 2. To that aim, let S? = {θ?` }
k
`=1 be k distinct parameters of Θ

and κ be an element of KCMF(1) (cf. Definition 4).

Kernel κ is admissible (cf. Definition 1). Recall that the kernel κ originates
from a CMF that equals to 1 at 0, is continuous and strictly decreasing. Hence
Definition 1 is verified by construction of KCMF(1).

To show that S? is admissible with respect to κ, we consider a non-empty
subset of indices T ⊆ J1, kK with t = card(T ). Without loss of generality (up
to a global renumbering), assume that T = J1, tK. Let c1 . . . ct > 0 be t positive
coefficients satisfying

∑t
`=1 c` < 1 and consider the function

ψ : R −→ R+

θ 7−→
t∑
`=1

c`κ(θ, θ?` ).
(A.17)

Using the integral formulation of CMF (see Lemma 1), we have that ψ is twice
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differentiable [52, proof of Theorem 12a] at any θ ∈ Θ \ {θ?` }`∈T and

ψ′′(θ) =

t∑
`=1

p(1− p)c`
∫

[0,+∞[

u|θ?` − θ|
p−2

e−u|θ
?
`−θ|

p

dν(u)

+ p2c`

∫
[0,+∞[

u2|θ?` − θ|
2(p−1)

e−u|θ
?
`−θ|

p

dν(u) (A.18)

for some probability measure ν 6= δ0 (determined by the CMF associated to κ).
We now successively verify Property i) and ii) of Definition 2.

Property i) of Definition 2. Recall first that the vanishing property of admissible
kernels (see Definition 1) ensures that ψ admits at least one maximizer. We show
now that if θ ∈ Θ is a maximizer of ψ, then necessarily θ ∈ S?.
Consider θ ∈ Θ \ {θ?` }`∈T a critical point of ψ. Since θ /∈ {θ?` }`∈T , ψ is twice
differentiable with ψ′′(θ) given in (A.18). Each integral term appearing in (A.18)
is positive since ν is not null, satisfies ν 6= δ0, and θ /∈ {θ?` }`∈T . Since p ∈ ]0, 1]
and c` > 0 for each `, it follows that ψ′′(θ) > 0. Therefore, θ is a local minimizer
of ψ. Hence any maximizer of ψ belongs to {θ?` }`∈T .

The verification of Property ii) of Definition 2 relies on a technical lemma
that exploits the notion of “sign changes of a finite sequence”. The latter notion
is defined as the number of times two consecutive elements of the finite sequence
have opposite signs; For instance, the sequence (1, 1,−1, 1) has two sign changes
(third and fourth positions).

Lemma 5. Let P (u) ,
∑k
`=1 c`e

−λ`u be an exponential polynomial on R+ with
0 < λ1 < . . . < λk and nonzero c1, . . . , ck. Assume that:

• the sequence c1 . . . ck has at most two sign changes;

• P (0) < 0 and lim
u−→+∞

P (u) = 0+.

Then there exists u0 > 0 for which the following inequality holds∫
[0,+∞[

f(u)P (u) dν(u) ≥ f(u0)

∫
[0,+∞[

P (u) dν(u). (A.19)

for any non-decreasing function f on R+ and any (unsigned) finite Borel mea-
sure ν on R+ such that the integrals converge.

The proof this lemma is postponed to Appendix B.1.

Property ii) of Definition 2. Here T 6= J1, kK hence t = card(T ) ≤ k − 1, and
we consider t′ ∈ J1, kK \ T . Without loss of generality (up to a renumbering in
the complement of T ) we can assume that T = J1, tK and t′ = t+1. In addition,
the coefficients are such that

s ,
∑
`∈T

c` < 1 (A.20)
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by hypothesis. Consider

φ : R −→ R
θ 7−→ ψ(θ)− κ

(
θ, θ?t+1

)
.

(A.21)

From the definition of ψ in (A.17), φ writes

φ(θ) =

t∑
`=1

c`ϕ
(
|θ − θ?` |

p
p

)
− ϕ

(∣∣θ − θ?t+1

∣∣p
p

)
(A.22)

for all θ ∈ Θ. Assume that φ(θ?` ) ≤ 0 for every ` ∈ T . See first that φ(θ) = 0 for

all θ ∈ {θ?` }
t
`=1 by choice of c1 . . . ct. We will show below that φ(θ) ≤ 0 for any

θ ∈ Θ \ {θ?` }
t
`=1 that is a local maximizer of φ. As a consequence, φ(θ) ≤ 0 for

any θ ∈ Θ, therefore establishing that Property ii) of Definition 2 is satisfied.
Consider θ ∈ Θ \ {θ?` }

t
`=1 a local maximizer of φ. Assume first that (up to a

renumbering within the set T ) |θ?1 − θ| < |θ?2 − θ| < . . . < |θ?t − θ|. The equality
cases will be addressed later. For the sake of readability, denote λ` , |θ?` − θ|
for all ` ∈ J1, t+ 1K and recall that we have λ1 < · · · < λt. We distinguish three
cases.

Case 1: λt+1 ≤ λ1 = min1≤i≤t λi. Therefore we have max1≤i≤t e−uλ
p
i ≤

e−uλ
p
t+1 for any u ≥ 0. Hence (even without using the fact that θ is a local

maximizer)

φ(θ) ≤

(
t∑
i=1

ci − 1

)
︸ ︷︷ ︸
<0 by hyp.

∫
[0,+∞[

e−uλ
p
t+1 dν(u)︸ ︷︷ ︸

>0

< 0.

Note that Case 1 covers the situation where θ = θ?t+1.

Case 2: λt+1 > λt = max1≤i≤t λi. Given that θ ∈ Θ \ {θ?` }
t+1
`=1, we show

below that φ(θ) < Cφ′′(θ) for some positive constant C > 0. Since θ is a local
maximizer of φ, we have φ′′(θ) ≤ 0 and therefore φ(θ) < 0.

Since θ ∈ Θ \ {θ?` }
t+1
`=1, φ is twice differentiable at θ. Using (A.18) we get

φ′′ = φ′′1 + φ′′2 with

φ′′1(θ) = p(1− p)
∫

[0,+∞[

u

(
t∑
i=1

ciλ
p−2
i e−uλ

p
i − λp−2

t+1 e−uλ
p
t+1

)
dν(u)

φ′′2(θ) = p2

∫
[0,+∞[

u2

(
t∑
i=1

ciλ
2(p−1)
i e−uλ

p
i − λ2(p−1)

t+1 e−uλ
p
t+1

)
dν(u).
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Using that λt+1

λi
> 1 for each 1 ≤ i ≤ t, we have

φ′′2(θ) =
p2

λ
2(1−p)
t+1

∫
[0,+∞[

u2

(
t∑
i=1

ci

(
λt+1

λi

)2(1−p)

e−uλ
p
i − e−uλ

p
t+1

)
dν(u)

>
p2

λ
2(1−p)
t+1

∫
[0,+∞[

u2

(
t∑
i=1

cie
−uλp

i − e−uλ
p
t+1

)
dν(u). (A.23)

Note now that

• the function u 7−→ u2 is increasing,

• P (u) ,
∑t
i=1 cie

−uλp
i − e−uλ

p
t+1 is an exponential polynomial whose se-

quence of coefficients is (c1, . . . , ct,−1) has exactly one sign change.

• As max1≤i≤t λi < λt+1 by hypothesis, we have P (u) > 0 for sufficiently
large u so limu→+∞ P (u) = 0+.

• As
∑t
i=1 ci < 1 we have P (0) < 0.

Then, by Lemma 5, there exists u0 > 0 such that

φ′′2(θ) >
p2

λ
2(1−p)
t+1

u2
0

∫
[0,+∞[

P (u) dν(u) =
p2

λ
2(1−p)
t+1

u2
0φ(θ). (A.24)

This establishes that φ′′2(θ) > C2φ(θ) where C2 > 0 is a positive constant. The
same rationale leads to φ′′1(θ) > C1φ(θ) with C1 ≥ 0 (C1 = 0 for p = 1 since φ′′1
is identically zero). Since φ′′ = φ′′1 + φ′′2 , one gets φ′′(θ) > (C1 +C2)φ(θ), which
concludes the case since C = C1 + C2 > 0.

Case 3: other situations. Here, λ1 < λt+1 ≤ λt. There exists i ∈ J1, t− 1K
such that λ` < λt+1 for 1 ≤ ` ≤ i and λ` ≥ λt+1 otherwise. Denote ε ,
1 − s > 0 where s has been defined in (A.20) and let s1 ,

∑i
`=1 c` + ε

2 and

s2 ,
∑t
`=i+1 c` + ε

2 such that s1 + s2 = 1. One can write

φ(θ) = s1

∫
[0,+∞[

(
i∑

`=1

c`
s1

e−uλ
p
` − e−uλ

p
t+1

)
dν(u)︸ ︷︷ ︸

, ψ1(θ)

+ s2

∫
[0,+∞[

(
t∑

`=i+1

c`
s2

e−uλ
p
` − e−uλ

p
t+1

)
dν(u)︸ ︷︷ ︸

, ψ2(θ)

. (A.25)

Notice now that

• λt+1 > λ` for all ` ∈ J1, iK and
∑i
`=1

c`
s1
< 1. By resorting to case 2, we

have ψ1(θ) < 0.
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• λt+1 ≤ λ` for all ` ∈ Ji+ 1, tK and
∑t
`=i+1

c`
s2
< 1. By resorting to case 1,

we have ψ2(θ) < 0.

Hence we have φ(θ) ≤ s1ψ1(θ) + s2ψ2(θ) < 0, which concludes the case.

Equality case. To deal with equality cases we denote 0 < λ1 < . . . < λk′ , with
k′ ≤ t, the ordered distinct values in {|θ?i − θ|}ti=1, and define di the sum of
coefficients c` over all indices 1 ≤ ` ≤ t such that |θ?` − θ| = λi. We have di > 0

and s =
∑k′

i=1 di =
∑k
`=1 c` < 1. Define dk′+1 = −1 and λk′+1 =

∣∣θ?t+1 − θ
∣∣. We

can then show that Property ii) of Definition 2 holds by applying the previous
reasoning to λ1 . . . λk′+1 and d1 . . . dk′+1.

Conclusion. We have shown that κ is admissible and S? is admissible with
respect to κ. Theorem 1 applies and OMP recovers S? in at most k steps.

A.2.2. Proof of Theorems 3 and 5 - Recovery in Dimension D

Proof of Theorem 3. Let G be an axis admissible Cartesian grid. By definition
(see Definition 6), there exists a family of finite one-dimensional sets {Sd}Dd=1

such that G =
∏D
d=1 Sd. Moreover, since the observation y is supported in

G , {θ?` }
card(G)
`=1 , there exists c1 . . . ccard(G) 6= 0 such that y =

∑card(G)
`=1 c`a(θ?` ).

Correct selection at the first iteration. Consider now θm a global maximizer of
the function θ 7→ |〈a(θ),y〉|. Then, t = θm[d] is also a maximizer of

fd : R −→ R+

t 7−→ |〈a(θm + (t− θm[d])ed),y〉| , (A.26)

where ed is the d-th element of the canonical basis of RD. Denoting θ0 ,
θm − θm[d]ed, we have θ0 ⊥ ed by construction and fd writes

fd(t) =

∣∣∣∣∣∣
card(G)∑
`=1

c`κ(θ0 + ted, θ
?
` )

∣∣∣∣∣∣. (A.27)

Since G is axis admissible with respect to the kernel κ (see Definition 7), the
maximizers of fd belong to Sd. Hence θm[d] ∈ Sd.

Finally, the latter result holds for all values of d ∈ J1, DK; we deduce that

θm belongs to
∏D
d=1 Sd = G. Hence OMP selects an element in G at the first

iteration.

Correct selection at all iterations. Since the residual error after the first iteration
is still supported in G, the same rationale can be repeated at the second iteration.
Therefore, a recursive application of the previous result ensures that OMP with
input y only selects parameters in G at each iteration. Moreover, the Least
Squares update of the coefficients (see Line 4 of Algorithm 1) prevents from
selecting twice the same parameters. Hence OMP recovers G in card(G) steps.
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Proof of Property ii). Let y be an observation whose support is included in
G. Since Cart(supp(y)) ⊂ G it follows from Fact 2 that Cart(supp(y)) is also
axis admissible. Reasoning as in the proof of Property i) yields that OMP with
input y selects parameters in Cart(supp(y)) at each iteration, until the residual
vanishes.

Proof of Theorem 5. Let G = {θ`}q`=1 where q = card(G) be an arbitrary Carte-
sian grid. Consider real coefficients c1, . . . , cq not all equal to 0. Let finally
d ∈ J1, DK and θ0 ∈ RD such that θ0[d] = 0 and define function fd

fd : R −→ R+

t 7−→

∣∣∣∣∣
q∑
`=1

c`κ(θ0 + ted, θ`)

∣∣∣∣∣ =

∣∣∣∣∣
q∑
`=1

c`e
−λ‖θ0+ted−θ`‖pp

∣∣∣∣∣ , (A.28)

as in the statement of Definition 7. One sees that fd rewrites

fd(t) =

∣∣∣∣∣
q∑
`=1

c`e
−λ|t−θ`[d]|p−λ

∑D
j=1,j 6=d|θ0[j]−θ`[j]|p

∣∣∣∣∣
=

∣∣∣∣∣
q∑
`=1

c̃`e
−λ|t−θ`[d]|p

∣∣∣∣∣
(A.29)

where c̃` , c`e
−λ

∑D
j=1,j 6=d|θ0[j]−θ`[j]|p for all ` ∈ J1, kK.

Let A0 = {a0(u), u ∈ R} be a Generalized Laplace dictionary in dimension
1 in the sense of Definition 8. Then fd may also be interpreted as the inner
product between atom a0(t) ∈ A0 and input signal y0 =

∑k
`=1 c̃`a0(θ`[d]). By

Theorem 2 the global maximizer of fd belongs to {θ`[d]}k`=1. As this holds for
any d and θ0 such that θ0[d] = 0, this establishes that G is axis-admissible.

B. Miscellaneous

B.1. Proof of Lemma 5

The key ingredient of Lemma 5 is the following lemma:

Lemma 6 (Laguerre’s generalization of Descartes’s rule of signs [59], p. 319).
Let a1, . . . , ak be nonzero real coefficients and 0 < x1 < · · · < xk be real numbers.
Let z be the number of real roots of the function P (t) =

∑k
`=1 a`x

t
`, and nc be the

number of changes in sign in the sequence of numbers a1, . . . , ak. Then z ≤ nc.

The sequence of coefficients a` = ck+1−` with ` ∈ J1, kK has only two sign
changes by hypothesis. By applying Lemma 6 with x` = e−λk+1−` , one sees that
P has at most two real roots, so at most two sign changes on R+. However, P
must satisfy the following constraints

i) P is continuous on [0,+∞[,
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uP(
u)

Case 1: contradiction

u

Case 2

u

Case 3: contradiction

Figure B.2: Shape of P (see proof of Lemma 5) with constraints i) P is continuous, ii)
P (u) < 0 and iii) ∃u0 > 0 such that P (u) > 0 for all u > u0. One see that the constraints
cannot be satisfied in case 1 and 3.

ii) P (0) < 0,

iii) there exists u0 > 0 such that for all P (u) > 0 for all u > u0.

As illustrated in Figure B.2, these three constraints cannot be verified simulta-
neously if P has exactly 0 or 2 roots.

Thus P has exactly one sign change on R+ and there exists u0 > 0 such
that u < u0 =⇒ P (u) < 0 and u > u0 =⇒ P (u) > 0. One then has, for any
non-decreasing function f and any (non-negative) measure ν on R+∫
f(u)P (u) dν(u) =

∫
[0,u0]

f(u)︸︷︷︸
non-decreasing

P (u)︸ ︷︷ ︸
≤0

dν(u) +

∫
]u0,+∞[

f(u)︸︷︷︸
non-decreasing

P (u)︸ ︷︷ ︸
≥0

dν(u)

≥
∫

[0,u0]

f(u0)P (u) dν(u) +

∫
]u0,+∞[

f(u0)P (u) dν(u)

= f(u0)

∫
[0,+∞[

P (u) dν(u).

B.2. Proof of Lemma 2 - Invertibility of Gram matrices

In probability theory, the characteristic function of a given vector-valued
random variable Z ∈ RD with probability distribution P is the function x ∈
RD 7→ EZ∼P [eixTZ] where E denotes the expected value and i the imaginary
number. The main ingredient of the proof of Lemma 2 is Pólya’s theorem on
characteristic functions:

Theorem 7 (Pólya, 1949, see [60], Th. 1). Let Φ be a real-valued function
defined on R such that

• Φ is continuous and even,

• Φ is convex on R+,

• Φ(0) = 1,

• lim
x→+∞

Φ(x) = 0.
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Then Φ is the characteristic function corresponding to a continuous cumulative
distribution function F whose derivative F ′, the probability density function,
exists, is an even function, and is continuous everywhere except possibly at the
point x = 0.

Proof of Lemma 2. Let 0 < p ≤ 1. The outline of the proof is as follows. First,

we show that for any 0 < p ≤ 1, θ, θ′ ∈ Θ, the quantity e
−u‖θ′−θ‖p

p is related to
the characteristic function of some D-dimensional random variable Zu. Then
we deduce that the kernel is positive definite.

Characteristic function. We rely on Theorem 7 to show that the scalar-valued
function

Φu : R −→ R
x 7−→ e−u|x|

p

is a characteristic function. Indeed Φu is even, continuous, Φu(0) = 1 and
limx→+∞ Φu(x) = 0. Moreover, for p ∈ ]0, 1] and x > 0, we have

Φ′u(x) = − up xp−1e−ux
p

Φ′′u(x) = up xp−2((1− p) + upxp)e−ux
p

.

As 0 < p ≤ 1, one sees that Φ′′u(x) > 0 for all x > 0 hence Φu is convex on R+.
By Pólya’s theorem, Φu is the characteristic function of some scalar random
variable Zu, i.e., EZu

[
e−ixZu

]
= Φu(x) = e−u|x|

p

for all x ∈ R. By noticing that

for all u > 0 and x ≥ 0 we have Φu(x) = Φ1(u1/px), we can rewrite

Φu(x) = EZ1

[
e−iu1/pxZ1

]
∀u > 0, x ≥ 0. (B.1)

Denote Z1 =
(
Z1

1 , . . . , Z
D
1

)T
a multivariate random variable made of D

independent copies of Z1. By independence of the Zd1 , we have for all θ, θ′ ∈ RD:

EZ1

[
e−iu1/p(θ−θ′)

T
Z1

]
=

D∏
d=1

EZd
1

[
e−iu1/p(θ[d]−θ′[d])Zd

1

]
=

D∏
d=1

e−u|θ[d]−θ′[d]|p = e
−u‖θ−θ′‖p

p .

(B.2)

CMF kernels are positive definite. Since the kernel κ is a CMF kernel (see Def-
inition 4), Lemma 1 ensures the existence of a positive measure ν such that for
all θ, θ′ ∈ RD:

κ(θ, θ′) =

∫ +∞

0

e−u|θ−θ
′|p dν(u). (B.3)

Consider now an arbitrary support S = {θ`}k`=1 ⊂ Θ of k distinct parameters

and an arbitrary nonzero vector of coefficients c = (c1 . . . ck)
T ∈ Rk \ {0k}. Let
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G ∈ Rk×k be the matrix with entries G[i, j] = κ(θi, θj) for all i, j ∈ J1, kK. We
show that G is positive definite. We have

cTGc =

k∑
i=1

k∑
j=1

cicjκ(θi, θj)

=

k∑
i=1

k∑
j=1

cicj

∫ +∞

0

e−u‖θi−θj‖
p
p dν(u)

Eq. (B.2)
=

k∑
i=1

k∑
j=1

cicj

∫ +∞

0

EZ1

[
e−iu1/p(θi−θj)TZ1

]
dν(u).

One obtains by linearity of the expectation

cTGc =

∫ ∞
0

EZ1

 k∑
i=1

k∑
j=1

cicje
−iu1/p(θi−θj)TZ1

 dν(u)

=

∫ ∞
0

EZ1

( k∑
i=1

cie
−iu1/pθi

TZ1

) k∑
j=1

cje
+iu1/pθj

TZ1

 dν(u)

=

∫ ∞
0

EZ1

∣∣∣∣∣
k∑
i=1

cie
−iu1/pθi

TZ1

∣∣∣∣∣
2
 dν(u) ≥ 0. (B.4)

Since this holds for any c this shows that G is positive semi-definite. To conclude
we show that it is positive definite. Define the function ψ on RD by ψ : z 7→∣∣∣∑k

i=1 cie
−iθi

Tz
∣∣∣2 and let also Ψ be defined in R+ by Ψ(u) = EZ1

[
ψ(u1/pZ1)

]
.

Assume now that cTGc =
∫

[0,+∞[
Ψ(u) dν(u) = 0. Since Ψ is continuous, ν

is non-null and different from a Dirac in 0, there exists at least one u0 > 0 such
that Ψ(u0) = 0. Note now that

• Ψ(u0) = EZ1

[
ψ(u

1/p
0 Z1)

]
where the density of Z1 is absolutely continuous

(except possibly in 0) and does not reduce to a Dirac in 0 (cf. Theorem 7).

• ψ is nonnegative and continuous (by construction as a linear combination
of exponentials).

We deduce that there exists a vector z0 ∈ RD, a radius r > 0 such that ψ(z) = 0
for all z ∈ B(z0, r) ⊂ RD, the open ball of RD centered at z0 with radius r. The
proof of the following lemma is postponed to the end of the section. We now
require the following lemma to conclude the proof

Lemma 7. Let {x`}k`=1 be a set of k ≥ 1 pairwise distinct vectors of RD with
D ≥ 1. Then there exists a vector y ∈ RD such that xi

Ty 6= xj
Ty for all i 6= j.
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Since θ?1 . . . θ
?
k are pairwise distinct, by Lemma 7, there exists y ∈ RD such

that θ?i
Ty 6= θ?j

Ty for all i 6= j. For small enough t ∈ R we have z0 + ty ∈
B(z0, r), hence

∑k
i=1 cie

−iθ?i
T(z0+ty) = 0 for t in a neighborhood of zero. As

this is an analytic function, it is indeed zero for all t ∈ R. Since the scalars
θ?i

Ty, i ∈ J1, kK, are pairwise distinct the corresponding functions t 7→ e−itθ?i
Ty

are linearly independent, hence c = 0k and therefore G is positive definite as
claimed.

Proof of Lemma 7. Consider the following finite set of vectors

N , {xi − xj | i, j ∈ J1, kK s.t. i 6= j} (B.5)

As the vectors x are pairwise distinct, each n ∈ N is nonzero. Denote Hn the
linear hyperplane whose normal vector is n, and consider H , ∪n∈NHn. Since
H is the union of a finite number of hyperplanes, RD \H is not empty.
Consider y ∈ RD \H. Then, by construction of y, nTy 6= 0 for all n ∈ N and
therefore xi

Ty 6= xj
Ty for all i 6= j, which concludes the proof.

C. Details related to Example 4

For the configuration in Example 4, OMP prefers 0D to the ground-truth
parameters at the first iteration if

kϕ(∆p)

1 + (k − 1)ϕ(2∆p)
> 1, (C.1)

or, equivalently, if
(k − 1)ϕ(2∆p)− kϕ(∆p) + 1 < 0. (C.2)

Consider the function f : x 7→ (k − 1)ϕ(2x) − kϕ(x) + 1 defined for all x ≥ 0.
Since ϕ(0) = 1, we have f(0) = 0. As ϕ is positive and decreasing, it admits a
limit limx→∞ ϕ(x) < 1, hence limx→+∞ f(x) > 0. Moreover for each x > 0

f ′(x) = 2(k − 1)ϕ′(2x)− kϕ′(x)

= kϕ′(x)
[
2
(
1− 1

k

)ϕ′(2x)
ϕ′(x) − 1

]
. (C.3)

When the ratio ϕ′(2x)
ϕ′(x) tends to 1 as t tends to 0, which is the case, e.g., when

ϕ is differentiable at 0 (the derivative being then necessarily nonzero as ϕ is a

CMF), there exists x0 > 0 such that x < x0 implies 2
(
1− 1

k

)ϕ′(2x)
ϕ′(x) − 1 > 0

provided that k ≥ 3 (which is the case in Example 4 since k = 2k′ ≥ 4).
Moreover, ϕ′(x) < 0 for all x > 0 so f ′(x) < 0 for x < x0, i.e., f is decreasing
on [0, x0]. Combining this result with f(0) = 0, we deduce that (C.1) holds
whenever ∆p < x0, i.e., the wrong parameter 0D will be preferred to any of

the {θ?` }
k
`=1. Therefore, the quantity x

1/p
0 can be seen as a necessary separation

condition.
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D. Exact recovery in higher dimensions - CMF kernel and k = 2

We first give the following lemma about CMF kernels.

Lemma 8. Let κ be a CMF kernel in dimension D ≥ 1, in the sense of Defi-
nition 4. For any u, v, w ∈ Θ, the following result holds:

κ(u, v)κ(v, w) ≤ κ(u,w) (D.1)

Proof. By definition of CMF kernels, there exists a CMF ϕ such that κ(·, ·) =

ϕ
(
‖· − ·‖pp

)
and ϕ(0) = 1. By [49, Lemma 4.3], for all x, y > 0, we have

ϕ(x)ϕ(y) ≤ ϕ(0)ϕ(x+ y). (D.2)

Using this result with x = ‖u− v‖pp and y = ‖v − w‖pp, we have

κ(u, v)κ(v, w) ≤ ϕ
(
‖u− v‖pp + ‖v − w‖pp

)
. (D.3)

Since the quasi-norm ‖·‖pp satisfies a triangular inequality, we have ‖u− w‖pp ≤
‖u− v‖pp + ‖v − w‖pp. As any CMF is decreasing, (D.1) follows.

Lemma 9 (Exact recovery for CMF dictionaries when k = 2). Let A be a CMF
dictionary in dimension D ≥ 1 and κ the associated CMF kernel. Consider
a support S? = {θ?1 , θ?2} where θ?1 6= θ?2, and G ∈ R2×2 the matrix defined by
G[i, j] = κ

(
θ?i , θ

?
j

)
. Assume that

∀ θ ∈ Cart(S?) \ S? ,
∥∥G−1gθ

∥∥
1
< 1 (D.4)

where gθ ∈ R2 is defined by gθ[i] = κ(θ, θ?i ) for i = 1, 2. Then for any y ∈
span(a(θ?1),a(θ?2)), OMP with input y recovers S? in at most 2 iterations.

Proof. By construction, the kernel κ is admissible in the sense of Definition 1.
We show below that since (D.4) holds, the support S? is admissible with respect
to κ in the sense of Definition 2. Therefore, by Theorem 1, for any observation
y ∈ span(a(θ?1),a(θ?2)), OMP with input y recovers S? in at most 2 iterations.

Consider a non-empty subset of indices T ⊂ {1, 2} and t := card(T ). Let
also {c`}`∈T be such that c` > 0 and

∑
`∈T c` < 1. Define

ψ : R −→ R+

θ 7−→
∑
`∈T c`κ(θ, θ?` ) (D.5)

We now check Property i) and Property ii) of Definition 2.
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Property i). We distinguish two cases:

• If t = 1, we can assume without loss of generality that T = {1}. Since
κ(θ, θ?1) < 1 for all θ 6= θ?1 , one immediately sees that ψ(θ) = c1κ(θ, θ?1) <
c1 = ψ(θ?1) for all θ 6= θ?1 , so θ?1 is the unique global maximizer of ψ1

• If t = 2, let θ0 be is a maximizer of ψ. Then θ0[d] is a maximizer of

ψd : R −→ R+

x 7−→
∑
`∈T c`ϕ

(
|x− θ?` [d]|p +

∑
j 6=d|θ0[j]− θ?` [d]|p

)
, (D.6)

where d ∈ J1, DK. Reasoning as in the proof of Theorem 2-i) (see Ap-

pendix A.2.1) yields that for all x /∈ {θ?` [d]}k`=1, ψd is twice differentiable

in x and ψ′′d (x) > 0 so x can’t be a maximizer. Hence θ0[d] ∈ {θ?` [d]}k`=1
for all d ∈ J1, kK and therefore θ0 ∈ Cart(S?).
Moreover, since (D.4) holds, we have

max
θ∈Cart(S?)\S?

ψ(θ) = max
θ∈Cart(S?)\S?

|〈a(θ),y〉| < max
θ?∈S?

|〈a(θ?` ),y〉| = max
θ?∈S?

ψ(θ?` )

(D.7)
Hence all maximizers of ψ belong to S?.

Property ii). As T 6= ∅ and T 6= {1, 2}, T is a singleton. We assume without loss
of generality that T = {1}, hence ψ(θ) = c1κ(θ, θ?1) for each θ, where 0 < c1 < 1.

If ψ1(θ?1)− κ(θ?1 , θ
?
2) ≤ 0, then c1 − κ(θ?1 , θ

?
2) = ψ1(θ?1)− κ(θ?1 , θ

?
2) ≤ 0 hence

c1 ≤ κ(θ?1 , θ
?
2) and ψ(θ) ≤ κ(θ?1 , θ

?
2)κ(θ, θ?1) for each θ. By Lemma 8 with u = θ,

v = θ?1 , w = θ?2 , we obtain for each θ ∈ Θ

ψ(θ)− κ(θ, θ?2) ≤ κ(θ, θ?1)κ(θ?1 , θ
?
2)− κ(θ, θ?2) ≤ 0.

As a last result, we show that in dimension D > 1, there exists Cartesian
grids given by G = Cart(S?) with card(S?) = 2 that are not axis admissible.

Example 5. In dimension D = 2, consider a Cartesian grid G , {θ?` }
k
`=1 ⊂

Θ = R2 where k = 4 and θ?1 = 02, θ?2 = ∆e1, θ?3 = ∆e2, θ?4 = ∆12 with e` the
`-th canonical basis vector of R2 and ∆ > 0.

Let a : RD 7→ H define a CMF dictionary in RD with kernel κ = ϕ
(
‖· − ·‖pp

)
.

Let us show that, whenever ∆ > 0 and for some families of kernels, there always
exists a linear combination of the atoms such that the maximizers of the function
f1 defined in (3.29) with θ0 = 02 does not belong to S1 = {0,∆}.
To that aim, take c1 = c2 = 1 and c3 = c4 = − 1+ϕ(∆p)

ϕ(∆p)+ϕ(2∆p) . We detail below

that f1(0) = f1(∆) = 0 while

f1

(
∆
2

)
= 2ϕ

(
1
2p ∆p

)∣∣∣∣∣1− 1 + ϕ(∆p)

ϕ(∆p) + ϕ(2∆p)

ϕ
(
∆p + 1

2p ∆p
)

ϕ
(

1
2p ∆p

) ∣∣∣∣∣. (D.8)

If ϕ and ∆ are such that f1

(
∆
2

)
6= 0, one can conclude that there exists at least

one point t0 ∈ R such that f1(t0) > f1(0) = f1(∆) = 0 so the maximizers of
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f1 do not belong to {0,∆} and therefore G is not axis admissible. For instance,
this is the case when ϕ is the CMF defined by ϕ : x 7→ 1

1+x (cf Example 2). The
construction easily extends to D ≥ 2 by zero-padding of the θ?` .

Details. We have

f1(0) =

∣∣∣∣κ(02,02) + κ(02,∆e1)− 1 + ϕ(∆p)

ϕ(∆p) + ϕ(2∆p)
[κ(02,∆e2) + κ(02,∆12)]

∣∣∣∣
=

∣∣∣∣1 + ϕ(∆p)− 1 + ϕ(∆p)

ϕ(∆p) + ϕ(2∆p)
[ϕ(∆p) + ϕ(2∆p)]

∣∣∣∣
= 0. (D.9)

Similarly

f1(∆) =

∣∣∣∣κ(∆e1,02) + κ(∆e1,∆e1)− 1 + ϕ(∆p)

ϕ(∆p) + ϕ(2∆p)
[κ(∆e1,∆e2) + κ(∆e1,∆12)]

∣∣∣∣
=

∣∣∣∣ϕ(∆p) + 1− 1 + ϕ(∆p)

ϕ(∆p) + ϕ(2∆p)
[ϕ(2∆p) + ϕ(∆p)]

∣∣∣∣
= 0. (D.10)

Finally

f1(∆
2 ) =

∣∣∣∣κ(∆
2 e1,02

)
+ κ

(
∆
2 e1,∆e1

)
− 1 + ϕ(∆p)

ϕ(∆p) + ϕ(2∆p)

[
κ
(

∆
2 e1,∆e2

)
+ κ

(
∆
2 e1,∆12

)]∣∣∣∣
=

∣∣∣∣2ϕ(∆p

2p

)
− 1 + ϕ(∆p)

ϕ(∆p) + ϕ(2∆p)

[
2ϕ
(
∆p + ∆p

2p

)]∣∣∣∣
= 2ϕ

(
1
2p ∆p

)∣∣∣∣∣1− 1 + ϕ(∆p)

ϕ(∆p) + ϕ(2∆p)

ϕ
(
∆p + 1

2p ∆p
)

ϕ
(

1
2p ∆p

) ∣∣∣∣∣. (D.11)

Now, when ϕ is the CMF defined by ϕ : x 7→ 1
1+x , f1 becomes

f1(∆
2 ) =

2

1 + ∆p

2p

∣∣∣∣∣1− 2 + ∆p

1 + 1+∆p

1+2∆p

1 + ∆p

2p

1 + ∆p + ∆p

2p

∣∣∣∣∣. (D.12)

As the factor inside the absolute value in the right hand side is a nonzero rational
function of x = ∆p, we have f1(∆/2) 6= 0 except on a set of Lebesgue measure
zero. Hence there exists ∆ > 0 such that f1(∆/2) > 0.

E. Table of notations
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Notation Comment

General notations

H, y (Hilbert) observation space and observation
A,a(·) Dictionary A made of parametric atoms a
µ Coherence between atoms of a support

c ∈ Rk Weighting coefficients
Θ, θ Parameter set and element

∆0
Minimum separation between elements of a support,

see (3.36)
S, S? Set of parameters

supp(y) Support of observation y (see (3.7))
G Cartesian grid
k, ` Number of atoms, most frequent index
Cart Set augmenter, see (3.28)
ϕ CMF (see Definition 3)
κ Kernel function Θ×Θ→ R+

KCMF(D) Set of CMF kernels in dimension D
KLap(D) Set of Laplace kernels in dimension D

Technical notations

ψ Nonnegative linear combination of kernel (see Item i))
φ Function related to Item ii)
T Subset of J1, kK in Item i) and Item ii)

g
Inner product between some observation y

and atom a(θ) seen as a function of θ
f Absolute value of g

G, g` Gram matrix related to a support S, columns of G
gθ parametric vector related to a support S

u,v
Vector of Rk for some k often defined as

u,v = G−1gθ for some θ ∈ Θ
E Expected value
i Imaginary number
Φ Usual notation for characteristic function

Table E.1: Table of notations (and commands).
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