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Strongly Structural Input and State Observability
for Linear Time Invariant Network Systems

Sebin Gracy, Federica Garin, and Alain Y. Kibangou

Abstract— This paper considers linear discrete-time network
systems affected by unknown inputs, studying whether they
are input and state observable (ISO), namely whether both the
initial state and the unknown input can be reconstructed from
the output measurements. More precisely, the paper studies
ISO, where the input reconstruction must happen with at
most one time-step delay, and unconstrained ISO, where a
larger delay is allowed. The focus is on strongly structured
(unconstrained) ISO, wherein the objective is to find conditions
such that for all system matrices that share a given zero/non-
zero pattern, the resulting system is (unconstrained) ISO. We
first provide a graphical characterization for strongly structural
unconstrained ISO. Then, we find a sufficient condition and
a necessary condition for strongly structural ISO, which are
equivalent in the case without direct feedthrough. All condi-
tions are in terms of existence of suitable uniquely restricted
matchings in bipartite graphs associated with the system.

I. INTRODUCTION

Graphical characterizations for system-theoretic properties
of network systems have the advantage that they rely only on
the network structure, while knowledge of the actual entries
in the system matrices is not essential, unlike algebraic char-
acterizations. The notion of structured systems, i.e. systems
whose matrices of the state-space realization have positions
that are fixed to zero, forms the underpinning for graphical
characterizations. In structured systems, the positions which
are not a priori fixed to zero are free parameters. Under
such a setting, one line of investigation focuses on strongly
structural (s-structural) results, which insists that a property
holds for all non-zero parameters, while another line of
research studies generic results, which only ensure that a
property holds true for almost all parameters. The present
paper is focused on s-structural results.

Graph-theoretical characterizations for s-structural con-
trollability (which, by duality, give corresponding results for
observability) have been studied since [1]. Recent results on
s-structural controllability have been provided in [2], [3].
Their graphical characterizations are in terms of uniquely
restricted matchings in appropriately defined bipartite graphs.
Another line of work, instead, characterizes s-structural con-
trollability using the notion of zero forcing sets [4], [5]. The
equivalence of the two approaches has been shown in [5].

The dynamics of a network system could be affected by
unknown inputs. Such inputs might represent a malicious
external attacker in a cyber-physical security problem, or a
fault, or the effect of a subsystem with unmodeled dynamics.

The authors are with Univ. Grenoble Alpes, INRIA, CNRS, Grenoble-
INP, GIPSA-lab, F-38000 Grenoble, France. E-mail: sebin.gracy@inria.fr,
federica.garin@inria.fr, alain.kibangou@univ-grenoble-alpes.fr

In order to ensure system monitoring and possibly to coun-
teract the effect of the input to maintain proper functioning,
it is desirable to be able to reconstruct both the state and
the unknown input from the outputs. The possibility to do
such reconstruction is referred to as Input and State Ob-
servability (ISO). More precisely, with ISO we will indicate
the capability to reconstruct the initial state and the unknown
inputs, insisting that the inputs are reconstructed with a delay
of one time-step only. With unconstrained ISO, instead, we
will allow the reconstruction of the unknown inputs to have
arbitrary delay, possibly larger than one.

The problem of finding graphical characterizations for s-
structural ISO has been addressed in [6], [7] under different
settings. The results in [6] concern both LTI network systems
and linear time-varying (LTV) network systems with fixed
graphs, but are reliant on the following restrictive assump-
tions: a) each unknown input acts on exactly one state; b)
each state is acted upon by at most one unknown input; c)
direct measurements of a few states are available; and d)
no direct feedthrough. On the other hand, the setting in [7]
concerns LTV systems only, but is more general than that
in [6] in the sense that time-varying graphs are accounted
for and no assumptions are made on the structure of system
matrices. In the particular case of an LTV system with time-
invariant graph, the sufficient condition in [7, Theorem 2-
1)] for s-structural ISO of the LTV system is a sufficient
condition also for s-structural ISO of the LTI system with the
same graph. Indeed, this condition ensures that the system
with such network structure is ISO for all possible non-
zero parameters, irrespective of how they vary in time, and
hence in particular for all time-invariant ones. However, this
condition involves the so-called dynamic bipartite graph over
a time interval of length N (where N is the dimension of the
state space), whose number of vertices grows quadratically
with N . Moreover, this is only a sufficient condition, and
there is no simple way to derive a necessary condition for
the LTI case from the LTV results in [7].

The main contribution of the present paper is to give
graphical conditions for s-structural ISO of LTI systems,
without the restrictive assumptions considered in [6], in-
volving smaller graphs than the dynamic bipartite graph
considered in [7], and including both a sufficient and a
necessary condition. Our main results are a characterization
of s-structural unconstrained ISO (Theorem 1), and then a
sufficient condition and a necessary condition for ISO (The-
orem 2), which are equivalent in the case of systems without
direct feedthrough, where they give a characterization of s-
structural ISO (Corollary 1).



II. PROBLEM FORMULATION

Consider a discrete-time LTI network system, whose dy-
namics are given by:{

xk+1 = Axk +Buk
yk = Cxk +Duk

(1)

with state vector x ∈ RN , unknown input vector u ∈ RP
and output vector y ∈ RM . Matrices A B, C and D have
positions that are a priori fixed to zero, and free parameters
(that is, distinct real-valued parameters, which can be chosen
arbitrarily) in all other positions. The position of zeros
represents the interactions that cannot happen in this network
system, while parameters represent the intensity of existing
interactions.

In this paper, we will study input and state observability
(ISO), according to the following two definitions.

Definition 1: System (1) is unconstrained ISO if there
exists some integer ` ≥ 0 such that the initial condition x0
and the unknown inputs u0, u1, . . . , uN−` can be uniquely
determined from the outputs y0, y1, . . . , yN . �
While unconstrained ISO does not insist on a particular value
of `, the following definition of ISO insists that the unknown
input be reconstructed with delay 1.

Definition 2: System (1) is ISO if the initial condition x0
and the unknown inputs u0, u1, . . . , uN−1 can be uniquely
determined from the measured outputs y0, y1, . . . , yN . �

The goal of this paper is to study which positions of zeros
in matrices A,B,C,D ensure that the system is (uncon-
strained) ISO, irrespective of the value of the parameters,
provided each parameter is non-zero. In other words, we will
study strongly structural (s-structural) unconstrained ISO and
ISO, defined as follows.

Definition 3: The structured system (1) is s-structurally
ISO (resp. s-structurally unconstrained ISO) if the system is
ISO (resp. unconstrained ISO) for all non-zero parameters. �
Our results will be based on the graphical descriptions of the
zero positions that will be introduced in Sect. III-A.

III. GRAPH CONSTRUCTIONS

A. Graphs Associated with the Structured System

The structured system (1) is usually described by a di-
rected graph G, whose edges correspond to the entries of
matrices A, B, C, and D which are free parameters. The
vertex set of G is U ∪ X ∪ Y , where U = {u1, . . . , uP },
X = {x1, . . . , xN} and Y = {y1, . . . , yM} are the input,
state and output vertex sets, respectively. The edge set of G
is EA ∪ EB ∪ EC ∪ ED, where:
• EA = {(xj , xi) ∈ X ×X s.t. Aij 6= 0},
• EB = {(uj , xi) ∈ U ×X s.t. Bij 6= 0},
• EC = {(xj , yi) ∈ X × Y s.t. Cij 6= 0}, and
• ED = {(uj , yi) ∈ U × Y s.t. Dij 6= 0}.
In this paper, instead of G, we will rather use another

description of the structured system, with the following
bipartite graph. The bipartite graph H has left vertex set
U ∪ X and right vertex set X ′ ∪ Y , where U , X , and Y
have the same definition as in the construction of G, and
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Fig. 1: Directed graph G. (a) Sketch of its construction;
(b) Example 1.

X ′ = {x′1, . . . , x′N} is a copy of the state vertex set X . The
edge set of H is ĒA ∪ ĒB ∪ ĒC ∪ ĒD, where:
• ĒA = {(xj , x′i) ∈ X ×X ′ s.t. Aij 6= 0},
• ĒB = {(uj , x′i) ∈ U ×X ′ s.t. Bij 6= 0},
• ĒC = {(xj , yi) ∈ X × Y s.t. Cij 6= 0}, and
• ĒD = {(yj , ui) ∈ U × Y s.t. Dij 6= 0}.

Similarly to G, also H fully describes the structured system,
since its edges are in one-to-one correspondence with the
non-zero entries of matrices A, B, C, and D.

In addition to H, the statement of our main results in
Sect. IV will also involve some other bipartite graphs H×,
N , Ñ , andN0, whose definitions are given below, and whose
meaning is unveiled in the proofs in Sections V and VI.

The bipartite graph H× has the same vertex set as H, and
edge set which is a suitable extension of the edge set of H,
that will be defined below. We will use the word “self-loops”
to indicate edges (xi, x

′
i) ∈ X ×X ′, since they correspond

to actual self-loops (xi, xi) in G. We define Eloop ⊆ ĒA the
set of “self-loops” in H, namely Eloop = {(xi, x′i)}Ni=1 ∩
ĒA. Then, we define Enew as the set of “self-loops” that are
not present in H, namely Enew = {(xi, x′i)}Ni=1 \ ĒA. With
this notation, H× is obtained from H by adding all new
“self-loops”, i.e., the edge set of H× is ĒA ∪ ĒB ∪ ĒC ∪
ĒD ∪ Enew. Notice that edges in ĒA ∪ Eloop are in one-to-
one correspondence with entries of the matrix pencil A− zI
which are non-zero, i.e., which are either aij with j 6= i
(edge in ĒA which is not a “self-loop”), or aii − z (edge in
Eloop), or −z (edge in Enew).

The last construction that we need is the bipartite graphN .
Its left vertex set is U0 ∪ X ∪ U1 and its right vertex set
is Y0 ∪ X ′ ∪ Y1, where X and X ′ are the same as above,
U0 = {u01, . . . , u0P } and U1 = {u11, . . . , u1P } are two copies
of the input vertex set, and Y0 = {y01 , . . . , y0M} and Y1 =
{y11 , . . . , y1M} are two copies of the output vertex set. The
edge set of N is F0

D ∪ F1
D ∪ FB ∪ FC ∪ FI , where:

• FhD = {(uhj , yhi ) ∈ Uh×Yh s.t. Dij 6= 0}, for h = 0, 1,
• FB = {(u0j , x′i) ∈ U0 ×X ′ s.t. Bij 6= 0},
• FC = {(xj , y1i ) ∈ X × Y1 s.t. Cij 6= 0}, and
• FI = {(xj , x′i) ∈ X ×X ′ s.t. j = i}.
Finally, we will also use two particular subgraphs of N :

first, Ñ , obtained from N by removing the vertices in U1

and the edges in F1
D; then, N0, obtained from Ñ by further

removing the vertices in Y0 and the edges in F0
D.

Figures 1a and 2 are sketches that pictorially remind
the above-described constructions, while Figures 1b and 3
illustrate the following Example 1.
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Fig. 2: Sketch of the construction of H, H×, and N .
From N , Ñ is obtained by removing U1 and its incident
edges, and N0 by removing U1, Y0 and their incident edges.
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Fig. 3: Bipartite graphs H, H×, N for Example 1. In H×,
Eloop = {(x1, x′1)} and Enew = {(x2, x′2), (x3, x

′
3), (x4, x

′
4)}.

Red edges represent the uniquely restricted matchings M,
M× and L described in Sect. IV.

Example 1: Consider the structured system (1) with the
following matrices:

A =


a11 a12 0 0
a21 0 a23 0
0 0 0 a34
0 0 a43 0

 , B =


0 0
b21 0
0 b32
0 0

 ,

C =

0 0 c13
0 c22 0 c24
0 0 c33 0

 , D =

d11 0
0 0
0 0

 .
For this example, Figure 1b shows the directed graph G,
while Figure 3 shows the bipartite graphs H, H×, and N .
Since the only self-loop in G is on x1, we have Eloop =
{(x1, x′1)}; the other “self-loops” are new in H× and form
the set Enew = {(x2, x′2), (x3, x

′
3), (x4, x

′
4)}. The bipartite

graphs Ñ and N0 are not illustrated in the figure. The former
is the subgraph of N obtained by removing the vertices u11,
u12 and the edge (u11, y

1
1). Then, N0 is obtained by further

removing the vertices y01 , y02 , y03 and the edge (u01, y
0
1).

B. Structured Matrix and Associated Bipartite Graph

In this paper, we will use the following definitions (note
that different vocabulary is used by different authors). We
say that a matrix S is a structured matrix if its entries
are real polynomials in some variables, say λ1, . . . , λµ. We

consider the variables as real-valued parameters. We say that
a structured matrix S is a pattern matrix if all its non-zero
entries are of the form λi, with all i’s being distinct. With
this vocabulary, matrices A, B, C, and D of the structured
system are pattern matrices, while some structured matrices
not being pattern matrices will appear in the characterizations
of (unconstrained) ISO.

It is customary [8] to define the bipartite graph B(S) as-
sociated to the structured matrix S in the following manner:
the left vertex set is the set of all columns of S, the right
vertex set is the set of all rows of S, and there is an edge
from column j to row i if and only if Sij is a non-zero
polynomial.

Recall that a matching is a collection of edges such
that no two edges share a common vertex; its size is the
number of edges. The term rank of a structured matrix S,
denoted term-rank(S), is defined as the size of the maxi-
mum matching in B(S). For any choice of the parameters,
rankS ≤ term-rankS (see e.g. [8, Chapter 2]).

The notion of uniquely restricted matching (also known
as constrained matching), which underpins many strongly
structural results, is defined as follows.

Definition 4 ([9, Definition 2.4]): Let B be a bipartite
graph, with left vertex set V , right vertex set W , and edge
set E . A matching M⊆ E of size s is uniquely restricted if
there exists no other matching M′ ⊆ E covering exactly the
same set of vertices. �
The following lemma gives a useful characterization of
uniquely restricted matchings.

Lemma 1 ([10, Thm. 3.1]): Let B be a bipartite graph,
with left vertex set V , right vertex set W , and edge set E . A
matchingM⊆ E of size s is uniquely restricted if and only
if there exists a reordering of vertices V = {v1, . . . , v|V |}
and W = {w1, . . . , w|W |} such thatM = {(vi, wi)}si=1 and
moreover (vj , wi) /∈ E for 1 ≤ i < j ≤ s. �
The following result and the techniques introduced in [9]
for its proof are of major importance for strongly structural
results.

Lemma 2 ([9, Thm. 3.9]): If S is a structured matrix, then
the following are equivalent:
• rankS = r for all non-zero parameters;
• term-rankS = r and there exists a uniquely restricted

matching of size r in B(S). �

IV. MAIN RESULT

In this section we present the statement of our main re-
sults, presenting graphical conditions for s-structural (uncon-
strained) ISO, together with a discussion of the algorithms
that can be used to check such conditions and of their
complexity. Proofs are postponed to next sections.

The following theorem gives a graphical characterization
of s-structural unconstrained ISO. This is the counterpart for
unconstrained ISO of the characterization of controllability
given in [3, Theorem 5].

Theorem 1: The structured system (1) is s-structurally
unconstrained ISO if and only if the following conditions
are satisfied:



(i) there exists a uniquely restricted matching M of size
P +N in the bipartite graph H, and

(ii) there exists a uniquely restricted matchingM× of size
P + N in the bipartite graph H× such that M× ∩
Eloop = ∅. �

See Section V for the proof of Theorem 1.
The following result gives a sufficient condition and a

necessary condition for s-structural ISO.
Theorem 2: The structured system (1) is s-structurally

ISO:
• if it is s-structurally unconstrained ISO and there ex-

ists a uniquely restricted matching of size P + N +
term-rank(D) in the bipartite graph N ;

• only if it is s-structurally unconstrained ISO and there
exists a uniquely restricted matching of size P +N in
the bipartite graph Ñ . �

See Section VI for the proof of Theorem 2.
In general, there is a gap between the necessary condition

and the sufficient condition in Theorem 2. However, in the
case where there is no direct feedthrough of the input to the
output (D = 0) the two conditions are equivalent and give
the following characterization of s-structural ISO.

Corollary 1: If D = 0, the structured system (1) is s-
structurally ISO if and only if it is s-structurally uncon-
strained ISO and there exists a uniquely restricted matching
of size P +N in the bipartite graph N0. �
Proof: Since D = 0, F1

D = F2
D = ∅ and hence the three

bipartite graphs N , Ñ , and N0 have the same edges and only
differ by some stranded vertices, which are irrelevant for the
existence of a uniquely restricted matching of some required
size. Finally notice that D = 0 implies term-rankD = 0,
so that the required size is P +N both in the necessity and
in the sufficiency part. �

The following remark describes the algorithms that can
be used to check the conditions in our characterizations, and
discusses their complexity.

Remark 1: Note that all the conditions given in Theo-
rem 1, Theorem 2 and Corollary 1 are questions of the
following kind: In a given bipartite graph, for some given set
of edges, is there a maximum matching of a given size, only
using the given edges, and which is also uniquely restricted?
Corollary 4 in [11] provides an algorithm to answer this
question in polynomial time. In all above-mentioned condi-
tions, except the sufficiency part of Theorem 2, the given
size to be considered is the size of the left vertex set. For
this specific size, a simpler algorithm has been presented in
[12] and refined in [3], which is equivalent to the one in
[11] particularized to this case. A clever implementation of
the same algorithm, devised by [13], has a complexity which
is linear in the number of vertices plus the number of edges;
depending on the sparsity level of the system matrices, this
is in between linear and quadratic w.r.t. N + P +M .

Example 1 (Continued): We will now show that the struc-
tured system in Example 1 is s-structurally ISO. First, we
construct the following matching M in H (see Fig. 3a):
M = {(u1, y1), (u2, x

′
3), (x1, x

′
2), (x2, x

′
1), (x3, x

′
4),

(x4, y2)}. Notice that M has size 6 = P + N , and it is

uniquely constrained in H, since there is no other matching
in H covering the same set of vertices. Since H is a subgraph
of H×, M is also a matching in H×. However, M is
not uniquely constrained in H×. Indeed, by replacing edges
(x1, x

′
2) and (x2, x

′
1) with edges (x1, x

′
1) and (x2, x

′
2) we

obtain another matching in H× covering the same vertices
as M. The following matching M×, instead, is uniquely
restricted in H× (see Fig. 3b): M× = {(u1, y1), (u2, x

′
3),

(x1, x
′
2), (x2, y2), (x3, y3), (x4, x

′
4)}. Notice that M× has

size P + N and M× ∩ Eloop = ∅. By Theorem 1, we
have obtained that this system is s-structurally unconstrained
ISO. To ensure that it is also s-structurally ISO, we study
N . The following matching L is uniquely restricted in N
(see Fig. 3c): L = {(u01, y01), (u02, x

′
3), (x1, x

′
1), (x2, x

′
2),

(x3, y
1
3), (x4, x

′
4), (u11, y

1
1)}. Notice that term-rank(D) = 1

and that L has size 7 = P + N + term-rank(D). Hence,
Theorem 2 ensures that this system is s-structurally ISO.

V. PROOF OF THEOREM 1

The proof of Theorem 1 in inspired from the proofs of the
characterizations of s-structural controllability in [2] and [3],
and uses suitable modifications of the proofs in [9]. Our proof
is based on the following PBH-like algebraic characterization
of unconstrained ISO, which involves the matrix pencil

P (z) =

[
A− zIN B

C D

]
.

Lemma 3 ([14, Theorems 2.7 and 2.8]): System (1) is
unconstrained ISO if and only if the corresponding matrix
pencil P (z) satisfies rank(P (z)) = N +P for all z ∈ C. �

A. Proof of Sufficiency

A key tool in the development of s-structural results
involves transforming matrices into suitable triangular forms.
We adopt this classical technique and we introduce the
following Form IV, following the definition of Forms I, II
and III in the literature (see e.g. [2]).

Definition 5: A matrix S is said to be in Form IV if

S =


× 0 ... 0
? × ... 0
... ... ... ...
? ? ... ×
? ? ... ?
... ... ... ...
? ? ... ?


where × denote entries which are not a zero, 0 denote
positions fixed to zero and ? denote positions that could be
either zero or non-zero. �
The following lemma gives a sufficient condition for s-
structural unconstrained ISO in terms of transformation of
matrix pencil P (z) into Form IV.

Lemma 4: The structured system (1) is s-structurally un-
constrained ISO if the following two conditions hold:

(i) there exist permutation matrices P1, P2 such that the
matrix

P1

[
A B
C D

]
P2

is in Form IV;
(ii) there exist permutation matrices P3, P4 such that the

matrix



P3

[
A− zIN B

C D

]
P4

is in Form IV, and moreover none of the ×-terms is
aii − z for some i, i.e., each ×-term is either −1 or a
free parameter. �

Proof: Condition (i) ensures that rankP (0) = N + P for
all non-zero parameters. Indeed, since P (0) = [A B

C D ], by
condition (i) we know that P1P (0)P2 is in Form IV. We look
at the square submatrix of size N + P of P1P (0)P2 which
is triangular, with diagonal terms ×. Such diagonal terms
are all free parameters, and hence any choice of non-zero
parameters gives non-zero determinant of this submatrix, so
that rankP (0) = rank(P1P (0)P2) = N + P .

Condition (ii) ensures that rankP (z) = N + P for all
non-zero parameters and all z 6= 0. We look at the square
submatrix of size N + P of P3P (z)P4 having diagonal
terms ×; such diagonal terms are ensured to be either free
parameters or −z, not aii − z. Thus any choice of non-zero
parameters and non-zero z gives non-zero determinant of this
submatrix and rankP (z) = rank(P3P (z)P4) = N + P . �

The algebraic conditions given in Lemma 4 can be trans-
formed in the graph-theoretic terms used in Theorem 1,
thanks to the following remark.

Remark 2: Let S be a structured matrix with s columns,
and let B(S) be the associated bipartite graph. Comparing the
definition of Form IV and the characterization of uniquely
restricted matchings given in Lemma 1, we can see that there
exists a uniquely restricted matching of size s in B(S) if
and only if there exist permutation matrices P1, P2 such
that P1SP2 is in Form IV; the ×-terms of the Form IV
correspond to the edges of the uniquely restricted matching.
Indeed, right-multiplication by P2 permutes the columns of
S, which is equivalent to a re-ordering of the left vertex set
of B(S), and left-multiplication by P1 permutes the rows of
S, which is equivalent to a re-ordering of the right vertex set
of B(S). Under this re-ordering, the statement that P1SP2 is
in Form IV is equivalent to the fact that there is a matching
M = {(v1, w1), . . . , (vs, ws)}, since these edges correspond
to the ×-terms of P1SP2 and ensure that they are non-zero,
together with the condition (vj , wi) /∈ ES if 1 ≤ j < i ≤ s,
which means that all entries above the ×-terms are zeros. �

Notice that H is the bipartite graph associated with
P (0) = [A B

C D ] and H× is the bipartite graph associated with
P (z). By applying Remark 2 to H and H×, we obtain that
conditions (i) and (ii) in the statement of Theorem 1 imply
conditions (i) and (ii), respectively, in Lemma 4. The latter
comes from the fact that the edges in the matching M× not
being from Eloop ensures that the ×-terms in the Form IV
are not polynomials aii − z for some free parameter aii.

B. Proof of Necessity

We show necessity of conditions (i) and (ii) in Theorem 1.
Condition (i) is necessary to ensure that P (0) has full

column rank for all non-zero parameters. Indeed, P (0) =
[A B
C D ] is a pattern matrix, with bipartite graph B(P (0)) = H.

By Lemma 2, if there is no uniquely restricted matching of
size N + P in H, then P (0) cannot have full column rank

N + P for all non-zero parameters; by Lemma 3 this also
means that this choice of parameters gives a system which
is not unconstrained ISO.

Condition (ii), instead, concerns the rank of P (z) when
z 6= 0. In particular, in the remainder of this section we
will focus on P (1) =

[
A−I B
C D

]
, and we will show that

condition (ii) is necessary to ensure that P (1) has full
column rank for all non-zero parameters. More precisely,
we will prove the following lemma, which gives the desired
statement by setting r = N +P , but has a formulation with
general r, more suitable for the proof by induction. In this
lemma, we will consider the submatrices of P (1) formed
by selecting r columns of P (1), and the associated bipartite
graphs, which are the subgraphs of H× having left vertex
set reduced to the r vertices corresponding to the selected
columns.

Lemma 5: Let r be an integer, 1 ≤ r ≤ N + P . For any
matrix Pr formed with r columns of P (1), if there does
not exist a uniquely restricted matching M(r)

× of size r in
B(Pr) that satisfiesM(r)

× ∩Eloop = ∅, then wither Pr = 0 or
there exists non-zero parameters such that the corresponding
numerical realization of Pr satisfies rankPr < r. �

Proof: The base case is r = 1, where P1 is a column of
P (1) (say the i-th column) and hence B(P1) has only one
vertex in its left vertex set. This implies that each edge is a
matching of size 1, and is also a uniquely restricted matching.
Hence, if there does not exist a uniquely restricted matching
in B(P1) with empty intersection with Eloop, then all edges
of B(P1) are in Eloop. This means that P1 is either the all-
zero vector, or a vector with a unique non-zero entry, which
is equal to aii − 1 since the corresponding edge is in Eloop.
In the latter case, we can set aii = 1 and notice that this
non-zero parameter corresponds to P1 = 0, which implies
rankP1 = 0 < r = 1.

Now we assume that the claim holds for r − 1 (inductive
assumption) and we prove that this implies that the claim
holds for r. There are two cases, that require different proofs.

Case a): there exists a row of Pr having exactly one
non-zero entry, and such that this non-zero entry is not
of the form aii − 1, i.e., it is either a free parameter, or
−1. Say that this is the k-th row, and its non-zero entry
is in position (k, `). Denote by Pr−1 the submatrix of Pr
obtained by removing the `-th column. Notice that Pr−1 is
a matrix formed with r − 1 columns of P (1). If there is no
uniquely restricted matching of size r in B(Pr) with empty
intersection with Eloop, then there is no uniquely restricted
matching of size r − 1 in B(Pr−1) with empty intersection
with Eloop; indeed, if the latter existed, then one would obtain
the former simply by adding the edge corresponding to
the (k, `)-th entry of Pr. Hence, by inductive assumption
applied to Pr−1, either Pr−1 or there exists some non-zero
parameters such that the corresponding numerical realization
of Pr−1 has rankPr−1 < r−1. With the same parameters (if
any), together with an arbitrary non-zero value for the (k, `)-
th entry in case it is a free parameter, we have a choice of
non-zero parameters such that rankPr < r.



Case b): the complement of case a). This means that all
rows of Pr fall in the following categories: 1) all-zero row; 2)
a row with p ≥ 1 non-zero entries, one of which of the form
aii−1 for some i, and p−1 being a free parameter; 3) a row
with p ≥ 2 non-zero entries, being either p free parameters,
or one −1 and p−1 free parameters. If Pr 6= 0, we can find
non-zero parameters such that the corresponding numerical
evaluation Pr has all row-sums equal to zero. Rows in the
first category already have zero sum. For rows in the second
category, we can choose aii = p and all other parameters
(if any) equal to −1. For rows in the third category, we can
choose one free parameter equal to p− 1 and all other free
parameters (if any) equal to −1. With this choice, the sum
of the columns of Pr is the zero vector, which implies that
rankPr < r. �

VI. PROOF OF THEOREM 2

Recall the following classical definition of delay-1 left
invertibility (see e.g. [14, Definition 2.5]).

Definition 6: System (1) is delay-1 left invertible if the
unknown input u0 is uniquely determined by the initial state
x0 and the outputs y0, y1. �
Notice that ISO is equivalent to unconstrained ISO together
with delay-1 left invertibility. Hence, to prove Theorem 2, we
only need prove that the two graphical conditions mentioned
in Theorem 2 are respectively sufficient and necessary for
s-structural delay-1 left invertibility. Our proof relies on the
following algebraic characterization of delay-1 left invertibil-
ity.

Lemma 6 ([15, Prop. 2]): Define

Q =

D 0 0
B −I 0
0 C D


System (1) is delay-1 left invertible if and only if

rankQ = P +N + rankD. �
To prove the sufficiency part of Theorem 2, let R be a

matrix obtained from Q by replacing each −1 with a free
parameter, and replacing each parameter appearing twice
(due to the two submatrices equal to D) with two distinct pa-
rameters. Notice that R is a pattern matrix, and N = B(R).
Since clearly term-rank(R) ≤ P + N + term-rank(D),
by Lemma 2, if there exists a uniquely restricted matching
of size P + N + term-rank(D) in N , then rankR =
P + N + term-rank(D) for all non-zero parameters, and
hence in particular rank(Q) = P +N + term-rank(D) for
all non-zero parameters. Moreover, since for any choice of
parameters rankD ≤ term-rankD, this further implies that
rank(Q) = P + N + rank(D) for all non-zero parameters,
so that by Lemma 6 the system is s-structurally delay-1 left
invertible.

To prove the necessity part of Theorem 2, let Q̃ be the
submatrix of Q formed with the first P + N columns and
notice that Ñ = B(Q̃). First, notice that Lemma 6 implies
that rank(Q̃) = P +N is a necessary condition for delay-1
left invertibility. Then, we can prove the following lemma,
which gives the desired result when taking r = P +N .

Lemma 7: Let r be an integer, 1 ≤ r ≤ P +N . For any
submatrix Q̃r formed with r columns of Q̃, if there does not
exist a uniquely restricted matching of size r in B(Q̃r), then
either Q̃r = 0 or there exist non-zero parameters such that
the corresponding realization of Q̃r has rank Q̃r < r. �
The proof by induction is the same as the proof of Lemma 5
in the simple case where Eloop = ∅ and hence is omitted.

VII. CONCLUSION

In the present paper, we have studied s-structural (un-
constrained) ISO for LTI network systems. First, we have
provided a graphical characterization for s-structural uncon-
strained ISO. Then we have found a sufficient condition
and a necessary condition for s-structural ISO. Under the
assumption of no direct feedthrough, the said conditions can
be combined to fully characterize s-structural ISO, while
the characterization in the presence of direct feedthrough
remains as an open problem. All our graphical conditions
are in terms of existence of suitable uniquely restricted
matchings in some bipartite graphs, and can be verified in
polynomial time with respect to the dimension of the input,
state and output spaces.
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