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Abstract—In cyber-physical systems, mobile actuators can enhance system’s flexibility and scalability, but at the same time incurs complex couplings in the scheduling and controlling of the actuators. In this paper, we propose a novel event-driven method aiming at satisfying a required level of control accuracy and saving energy consumption of the actuators, while guaranteeing a bounded action delay. We formulate a joint-design problem of both actuator scheduling and output control. To solve this problem, we propose a two-step optimization method. In the first step, the problem of actuator scheduling and action time allocation is decomposed into two subproblems. They are solved iteratively by utilizing the solution of one in the other. The convergence of this iterative algorithm is proved. In the second step, an on-line method is proposed to estimate the error and adjust the outputs of the actuators accordingly. Through simulations and experiments, we demonstrate the effectiveness of the proposed method.
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I. INTRODUCTION

Cyber-physical systems (CPS) bridge the cyber world with the physical world using sensors and actuators connected through a wireless communication network. Sensing information and controlling actions through the CPS remove the limitations of wired connections and fixed network structures, and, therefore, the flexibility and the scalability of the system can be further enhanced. The CPS are characterized by the sensor-actuator coordination, the heterogeneous information communication, and the intelligent decision/actuation [1]. These characteristics enable the use of CPS to several domains such as smart building [2], [3], power grid [4], mobile charging [5]–[8], industrial and environment control [9]–[12].

To support the requirements of the applications through the CPS, the sensors and the actuators have to efficiently coordinate with each other. For example, in the mobile charging application [5] as shown in Fig. 1, sensors perform environment monitoring, while actuators (i.e., mobile chargers) are responsible for charging the sensors. Each sensor reports its energy level periodically to the Base Station (BS). When the energy of a sensor is lower than a predefined threshold, an event is triggered at the BS. Based on the energy information collected from the sensors and the charging abilities of the actuators, the BS coordinates the actuators on how to perform the energy charging tasks. The coordination includes both the scheduling and the control of the actuators. The scheduling problem refers to the relocation of the actuators [5], [11], [13]. On the other hand, the control problem refers to the output adjustment of the actuators [4], [9], [12], which directly influence the physical variables under consideration. Since different actuator scheduling schemes lead to different actuator control decisions, to find the optimal solution, the actuator scheduling and control problems should be jointly addressed.

The design of the scheduling of the mobile actuators and the control of their outputs should meet: 1) control accuracy requirement [6], e.g., to ensure the sensors have enough energy to work until being charged again, the replenished energy of the sensors should reach to some certain levels; 2) real-time requirement [8], e.g., the tasks assigned to the actuators (relocating and controlling) should be finished within a predefined threshold so as to generate a correct result; and 3) energy efficiency requirement [14]. Although the actuators are more powerful than the sensors, they still have limited energy budgets: 1) the actuators cannot be easily recharged after the deployment, and 2) the relocating and the controlling tasks consume much more energy than the computation and the communication tasks. To meet the above system requirements, the efficient coordination of the actuators is crucial.

Existing work on actuator coordination can be classified according to whether 1) the system runs with multiple actuators, 2) the actuator is mobile, 3) the problem is multi-objective, and 4) the solution is optimal. Table I provides a summary of some representative papers from the literature. The extension from single-actuator (stationary actuators or single-objective) case to multi-actuator (mobile actuators or multi-objective) case is not straightforward, since additional variables and constraints need to be added into the problem formulation to satisfy the new requirements. When taking multi-objective such as the multi-actuator scheduling and control, the real-time performance and the energy efficiency into account, the optimization variables are coupled with each other nonlinearly. Heuristics [5], [14] and evolutionary approaches [8] are popular methods to solve complex optimization problems. However, the solution qualities of these methods are hard to guarantee. Finding an optimal solution is also very important. Only by doing so, we can find out how far the non-optimal solution is from the optimal one, and how to improve the non-optimal approaches based on the optimal solution.

Complementary to the state of the art, this paper jointly optimizes the multi-actuator scheduling and control under the control accuracy, the energy and the real-time constraints and provides an optimal solution with reduced computing time. Our main contributions are summarized as follows.

1) To jointly optimize the scheduling and the control of the actuators under multiple system requirements, we introduce an Actuator Scheduling and Action Time Allocation (ASATA) problem. The ASATA problem is a Mixed-Integer Program (MIP) problem. To reduce the computational complexity, the MIP-based ASATA
Some works consider the network delay, energy efficiency and control accuracy joint optimization [3] or the communication protocol and control accuracy joint optimization [4], [15], [17]. However, the aforementioned studies mainly focus on the control of the stationary actuators.

With respect to the actuator scheduling problem, studies exist for single-actuator and multi-actuator cases. For the single-actuator scheduling case, the location and the emergency of an event are estimated by the Maximum Likelihood Estimation (MLE) and the actuator is scheduled by the Markov Decision Processes (MDPs) to handle this event in [11]. The Traveling Salesman Problem (TSP) [13] and the Orienteering Problem (OP) [7] can be used to formulate the actuator scheduling problems. The basic idea of TSP (or OP) is utilizing a graph to model the system, where the vertexes are usually associated with the profits (e.g., the priorities of the events) while the edges are usually associated with the costs (e.g., the moving time or moving energy of the actuator). The aim of the algorithm is to maximize the profits (or minimize the costs), under the constraints that all the vertexes must be visited (or the moving time is limited). For the multi-actuator scheduling case, the TSP can be extended to Multiple Traveling Salesman Problem (m-TSP) [5]. In [18], to balance the workloads (i.e., travel cost and data collection cost) of the actuators, the sensors are divided into several groups and the actuators are scheduled to visit these groups in sequence. However, the actuator output control problem is not taken into account in these studies, since the actuators are mainly used to visit the event area [11] or collect data from the sensors [13], [18] or are required to arrive at the sensors before the energy of the sensors is lower than a predefined threshold [5], [7].

In [14], considering the energy consumed by the actuators to move and perform action, the actuator scheduling and control problem is formulated by Mixed-Integer Non-Linear Program (MINLP). In [6], [8], the actuator is scheduled to visit the sensors in sequence and changes their energy to some certain levels. However, the dynamics of the system states is not taken into account in [6], [8], [14]. During the movement of the actuators, the system states will change, and, thus, the actuator control decision should be updated accordingly. For the dynamic system, it will introduce a nonlinear coupling among the optimization variables (i.e., the actuator scheduling and control decisions). The mobile actuator scheduling and/or control problems are usually NP-hard. The common solutions include: 1) heuristics, e.g., greedy and approximation algorithms [5], [7], [13], [14], [18], 2) evolutionary approaches, e.g., genetic algorithm [8], and 3) problem relaxation, e.g., under specific conditions or assumptions, the Non-Linear Program (NLP) problem can be transformed to an MILP problem [6]. Although the heuristics are able to find the feasible solution in a short time, they do not provide the bounds on solution quality, and are sensitive to changes in the problem structures.
III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first present the system model with stationary sensors and mobile actuators. And then, we formulate the joint-design problem of multiple actuators scheduling and control. The main notations are summarized in Table II.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_s$</td>
<td>number of sensors</td>
</tr>
<tr>
<td>$n_a$</td>
<td>number of actuators</td>
</tr>
<tr>
<td>$n_p$</td>
<td>number of system states</td>
</tr>
<tr>
<td>$n_l$</td>
<td>number of working points</td>
</tr>
<tr>
<td>$L_i$</td>
<td>the $i^{th}$ working point</td>
</tr>
<tr>
<td>$\mathcal{A}_j$</td>
<td>the $j^{th}$ actuator</td>
</tr>
<tr>
<td>$\mathcal{S}_l$</td>
<td>the $l^{th}$ sensor</td>
</tr>
<tr>
<td>$x(k)$</td>
<td>system states at the $k^{th}$ step</td>
</tr>
<tr>
<td>$u(k)$</td>
<td>actuators’ outputs at the $k^{th}$ step</td>
</tr>
<tr>
<td>$z(k)$</td>
<td>sensors’ measurements at the $k^{th}$ step</td>
</tr>
<tr>
<td>$\Delta_s$</td>
<td>system’s sampling period</td>
</tr>
<tr>
<td>$\tau$</td>
<td>action delay</td>
</tr>
<tr>
<td>$[\xi_{th}, \bar{\xi}_{th}]$</td>
<td>event trigger threshold</td>
</tr>
<tr>
<td>$\xi$, $\bar{\xi}$</td>
<td>user’s requirement on $x$</td>
</tr>
<tr>
<td>$\underline{u}$, $\bar{u}$</td>
<td>bounds of actuators’ outputs</td>
</tr>
<tr>
<td>$\mathcal{P}(k</td>
<td>k)$</td>
</tr>
<tr>
<td>$\mathcal{P}(k+1</td>
<td>k)$</td>
</tr>
<tr>
<td>$d_{ij}(k)$</td>
<td>distance between $L_i$ and $\mathcal{A}_j$ at the $k^{th}$ step</td>
</tr>
<tr>
<td>$v$</td>
<td>mean velocity of $\mathcal{A}_j$</td>
</tr>
<tr>
<td>$u_j$</td>
<td>output amplitude of $\mathcal{A}_j$ during the action time before output adjustment</td>
</tr>
<tr>
<td>$t^m_j$</td>
<td>maximum action time of $\mathcal{A}_j$</td>
</tr>
<tr>
<td>$k_d$</td>
<td>energy consumed by actuator to move a unit distance</td>
</tr>
<tr>
<td>$k_u$</td>
<td>coefficient of actuator’s action energy</td>
</tr>
<tr>
<td>$s_{ij}$</td>
<td>$1$ if $\mathcal{A}_j$ is scheduled to $L_i$; $0$ otherwise</td>
</tr>
<tr>
<td>$t_{ij}$</td>
<td>action time of $\mathcal{A}_j$ at $L_i$</td>
</tr>
<tr>
<td>$\Delta u_{ij}(k)$</td>
<td>output adjustment of $\mathcal{A}_j$ at the $k^{th}$ step</td>
</tr>
</tbody>
</table>

TABLE II. MAIN NOTATIONS

A. System Model

We consider $n_s$ static sensors $\{S_1, \ldots, S_{n_s}\}$ and $n_a$ mobile actuators $\{A_1, \ldots, A_{n_a}\}$ are randomly deployed in a Region Of Interest (ROI) to monitor $n_p$ system states $\{x_1, \ldots, x_{n_p}\}$ and take necessary actions to deal with the events in that area, respectively. The system states represent the physical variables under consideration. We assume that 1) the velocity of the actuator is constant and no obstacle exists in the ROI, similar to the previously published works [6], [13], [14], 2) there are $n_l$ working points $\{L_1, \ldots, L_{n_l}\}$ that the actuators can stay and perform actions, and 3) the actuator $A_j$ starts performing actions only when it arrives at the designed working point.

Since the information exchange among the sensors and the actuators is carried out by discrete data packets, we consider a linear discrete-time model for the dynamic physical system:

$$x(k+1) = Ax(k) + B(k)u(k) + \omega(k),$$  \hspace{0.5cm} (1)

where $x(k) = [x_1(k), \ldots, x_{n_p}(k)]'$. $A$ and $B(k)$ are the system matrix and the input matrix with appropriate dimensions, respectively. Note that the input matrix $B(k)$ may vary in different time steps depending on the scheduling of actuators. This is because the actuators may be scheduled to move to different working points, and only those active ones that arrive at the designated working points start performing control actions. The system noises $\omega(k) \sim \mathcal{N}(O, Q)$, and the outputs of the actuators are bounded by $\underline{u} \leq u(k) \leq \bar{u}$.

$y \sim \mathcal{N}(\mu, \sigma)$ represents the random variables $y$ follow a Gaussian distribution with mean $\mu$ and covariance $\sigma$. $p \preceq q$ represents $p_i \leq q_i$ ($1 \leq i \leq m$), where $p = [p_1, \ldots, p_m]'$ and $q = [q_1, \ldots, q_m]'$.

The sensors measure the system states $x(k)$ as follows:

$$z(k) = Cx(k) + \nu(k),$$  \hspace{0.5cm} (2)

where $z(k) = [z_1(k), \ldots, z_{n_s}(k)]'$ are the measurements of the sensors, $C$ is the measurement matrix, and the measurement noises $\nu(k) \sim \mathcal{N}(0, R)$.

For the system described by equations (1) and (2), Kalman Filter (KF) is an optimal estimator since it provides a minimum variance unbiased estimate of system states $x(k)$. Therefore, we run KF at each step $k$ to estimate the system states $x(k)$ from the noisy measurements $z(k)$:

$$x(k+1|k) = Ax(k|k) + B(k)u(k),$$

$$P(k+1|k) = AP(k+1|k)A' + Q,$$

$$G(k) = (P(k+1|k)C'CP(k|k-1)C' + R)^{-1},$$

$$x(k|k) = x(k|k-1) + G(k)(z(k) - Cx(k|k-1)),$$

$$P(k|k) = P(k|k-1) - G(k)CP(k|k-1),$$

where $G(k)$ is the Kalman gain, $x(k|k)$ and $x(k+1|k)$ are the a posteriori and the a priori estimates of the system states $x(k)$, respectively. $P(k|k)$ and $P(k+1|k)$ are the error covariance matrices with respect to the estimates $x(k|k)$ and $x(k+1|k)$, respectively. The communication delay is not considered in this paper.

Definition 3.1 (Event): If the state estimate $x(k|k)$ is out of a predefined threshold $[\xi_{th}, \bar{\xi}_{th}]$, while the state estimate $x(k-1|k-1)$ was within that threshold, an event occurs at the $k^{th}$ step.

Definition 3.2 (Action delay): For an event, the action delay $\tau$ is the number of sampling periods after the event occurrence during which the user’s requirement on the system states, i.e., $[x, \bar{x}]$, remains unsatisfied.

Definition 3.3 (Action time): The action time of actuator $A_j$ is the number of sampling periods during which the $A_j$’s output is not equal to zero, i.e., $u_j(k) \neq 0$.

The sensors $\{S_1, \ldots, S_{n_s}\}$ transmit their measurements $z(k)$ to the BS at each step $k$ to estimate the system states $x(k)$. Without losing generality, we assume that an event occurs at the $k^{th}$ step. Therefore, the BS schedules the actuators to the designed working points, and adjusts their outputs $u(k)$ to control the system states $x(k+\tau k+\tau-1)$ to meet user’s requirement $[\xi, \bar{\xi}]$. Based on different applications, the ranges $[\xi_{th}, \bar{\xi}_{th}]$ and $[x, \bar{x}]$ may be different.

B. Preliminaries

Equation (1) shows that the system states $x(k+\tau)$ are determined by the input matrices $\{B(1), \ldots, B(k+\tau-1)\}$ and the outputs of the actuators $\{u(1), \ldots, u(k+\tau-1)\}$. Due to the product of the variables $B(l)u(l)$ $(1 \leq l \leq k+\tau-1)$, it’s difficult to solve $B(l)$ and $u(l)$ directly. Alternatively, we fix the output amplitude of the actuators as $u = [u_1, \ldots, u_{n_a}]'$ during the action time, and introduce binary matrix $S = [s_{ij}]_{n_a \times n_s}$ $(s_{ij} \in [0, 1])$ and integer matrix $T = [t_{ij}]_{n_a \times n_s}$ $(t_{ij} \in \mathbb{Z}^+)$ to schedule the actuators and adjust their action time during
C. Actuator Scheduling and Action Time Allocation Problem

The problem consists of an objective function that minimizes the moving and the action energy consumption of the actuators subject to the control accuracy and the action real-time constraints. Under these constraints, we determine 1) which working point should the actuator be assigned to (scheduling); and 2) when the actuators start and end the actions (action time allocation). Let \( \mathcal{I} \triangleq \{1, \ldots, n_I\} \), \( \mathcal{J} \triangleq \{1, \ldots, n_J\} \) and \( \mathcal{M} \triangleq \{1, \ldots, n_M\} \). Since each actuator moves toward at most one working point, the scheduling variable \( s_{ij} \) should satisfy the inequality:

\[
\sum_{i=1}^{n_I} s_{ij} \leq 1, \quad \forall j \in \mathcal{J}.
\]

The maximum action time of the actuator \( \tilde{A}_j \) is limited by its residual energy \( [6] \). Hence, the action time variable \( t_{ij} \) is bounded by

\[
0 \leq t_{ij} \leq t_{j}^m s_{ij}, \quad \forall i \in \mathcal{I}, \quad \forall j \in \mathcal{J}.
\]

To finish the relocating and the controlling tasks within the action delay \( \tau \), we have

\[
s_{ij} d_{ij}^t (k) + t_{ij} \leq \tau, \quad \forall i \in \mathcal{I}, \quad \forall j \in \mathcal{J}.
\]

Note that the system states are hard to precisely estimate when the scheduling and the action time decisions \( S \) and \( T \) are unknown. In the ASATA problem, we let the system matrix \( A = I \). To meet the control requirement \( [\tilde{x}, \tilde{b}] \), we have

\[
\exists m \leq x_m (k) + \sum_{i=1}^{n_I} \sum_{j=1}^{n_J} u_{ij} t_{ij} b_{mi} \leq \tau, \quad \forall m \in \mathcal{M}.
\]

\( B_{mi} \) is the \( (m, i)^{th} \) element of input matrix \( B \) and it evaluates the influence of the actuators exerts on the system state \( x_m \), where these actuators are placed to the working point \( l_i \). Note that matrices \( B \) and \( \tilde{B} \) are different. First, the dimension of \( B \) is \( n_p \times n_a \) while the dimension of \( \tilde{B} \) is \( n_p \times n_a \). Second, \( \tilde{B} \) is fixed and given in advance while \( B \) is time-varying and determined by the scheduling decision. In Section III-D, we explain the necessity to introduce constraint (6) and how to extend it to the case \( A \neq I \) through the AOA problem.

Our objective is to minimize the moving and the action energy consumption of the actuators. Specifically, the moving and action energy are assumed to be proportional to the moving distance and the action time, respectively [6]. Therefore, the objective function is \( \Phi (S, T) = \sum_{i=1}^{n_I} \sum_{j=1}^{n_J} (k_d s_{ij} d_{ij}^t (k) + k_u u_{ij} t_{ij}) \). Summarizing the objective and the aforementioned constraints, the ASATA problem is formulated as

\[
P_1: \min_{S, T} \Phi (S, T)
\]

s.t.

\[
\begin{align}
3) & \quad \min \{ \hat{y} \} = \min \{ n \in \mathbb{Z}^+ | n \leq n_I \}. \\
& \text{According to the scheduling decision } S \text{ and the action time decision } T, \text{ the actuator } \tilde{A}_j \text{ takes } \sum_{i=1}^{n_I} s_{ij} d_{ij}^t \text{ steps to move and } \sum_{i=1}^{n_I} t_{ij} \text{ steps to perform the actions. Therefore, the output of the actuator } \tilde{A}_j \text{ at the } l^{th} \text{ step is}
\end{align}
\]

\[
u_{lj}(l) = \begin{cases}
u_{lj}, & \text{if } k + \sum_{i=1}^{n_I} s_{ij} d_{ij}^t (k) \leq l < k + \sum_{i=1}^{n_I} s_{ij} d_{ij}^t (k) + \sum_{i=1}^{n_I} t_{ij}, \\0, & \text{otherwise.}
\end{cases}
\]

3) Based on the control decisions \( u(l) \) and \( \Delta u(l) \), the outputs of the actuators at the \( l^{th} \) step are given by \( u(l) + \Delta u(l) \), as shown in Fig. 2.

From the above statement, we can see that the ASATA problem and the AOA problem are solved in sequence. In the following sections, we explain how to formulate the actuator scheduling and control joint-design problem through the new variables \( S, T \) and \( \Delta u(l) \).

Fig. 2. The control sequence of the actuator \( \tilde{A}_j \).

the steps \([k, k + \tau - 1]\). This problem is called Actuator Scheduling and Action Time Allocation (ASATA) problem, which is detailed in Section III-C. The benefit of introducing variables \( S \) and \( T \) to the problem formulation is that they are coupled with each other linearly, which makes the problem easier to solve. On the other hand, to enhance the control accuracy, based on the solution of the ASATA problem, we introduce a continuous vector \( \Delta u(l) = [\Delta u_1(l), \ldots, \Delta u_{n_a}(l)]^T \) to adjust the outputs of the actuators at the \( l^{th} \) step \([k \leq l < k + \tau - 1]\). This problem is called Actuator Output Adjustment (AOA) problem, which is detailed in Section III-D. If the values of variables \( S \), \( T \) and \( \Delta u(l) \) are determined, the input matrix \( B(l) \) and the outputs of the actuators \( u(k) \) during the steps \([k, k + \tau - 1]\) are calculated as follows:

1) Following the scheduling decision \( S \) to move the actuators, the location of the actuator \( \tilde{A}_j \) at the \( l^{th} \) step \([k \leq l < k + \tau - 1]\) is known. We assume that at the \( l^{th} \) step the relocation of the actuators \( \{\tilde{A}_1, \ldots, \tilde{A}_{n_a}\} \) has been completed while the actuators \( \{\tilde{A}_{l+1}, \ldots, \tilde{A}_{n_a}\} \) are still moving. With the given sampling period \( \Delta s \), we obtain an \( n_p \times n_a \) matrix \( \tilde{B} \) by using the methods in [2], [10], and, thus, the input matrix \( B(l) = [\tilde{B}, 0_{n_p \times (n_a - n_d)}] \). This matrix remains constant until a new actuator (e.g., \( \tilde{A}_{l+1} \)) arrives at its designated working point.

2) Denote \( d_{ij}^t (k) = \lceil \frac{d_{ij}^s (k)}{\Delta s} \rceil \) as the number of steps required for the actuator to move \( d_{ij} (k) \) distance, where \( [y] \triangleq \min \{ n \in \mathbb{Z}^+ | n \leq y \} \). According to the scheduling decision \( S \) and the action time decision \( T \), the actuator \( \tilde{A}_j \) takes \( \sum_{i=1}^{n_I} s_{ij} d_{ij}^t (k) \) steps to move and \( \sum_{i=1}^{n_I} t_{ij} \) steps to perform the actions. Therefore, the output of the actuator \( \tilde{A}_j \) at the \( l^{th} \) step is

\[
u_{lj}(l) = \begin{cases}
u_{lj}, & \text{if } k + \sum_{i=1}^{n_I} s_{ij} d_{ij}^t (k) \leq l < k + \sum_{i=1}^{n_I} s_{ij} d_{ij}^t (k) + \sum_{i=1}^{n_I} t_{ij}, \\0, & \text{otherwise.}
\end{cases}
\]
determined, P2 reduces to an LP problem, which has a simpler structure and is more easy to solve. In contrast, for the P1, even if the value of $S$ is given, we still need to solve an ILP problem. Solving an ILP problem is more complex than solving an LP problem, especially when the problem size is large [19].

Equations (1) and (2) show that system is discrete, and, thus, each actuator maintains the output step-wise. We define $\hat{T} = [\hat{t}_{ij}]_{n_l \times n_u}$ as the real action time matrix, where $\hat{t}_{ij} = [t_{ij}]$ and $\hat{y} = \max\{n \in \mathbb{Z}|n \leq y\}$. Hence, the actuator $\hat{A}_j$ takes $\sum_{i=1}^{n_l} t_{ij}$ steps to perform actions. Since $t_{ij} \leq \hat{t}_{ij} \leq \tilde{t}_{ij}$ (\forall i \in \mathcal{I}, \forall j \in \mathcal{J}$), the real action time decision $\hat{T}$ does not violate the constraints (4) and (5) except the constraint (6). In Section III-D, we explain how to mitigate this influence through the AOA problem.

**D. Actuator Output Adjustment Problem**

When $A \neq I$, the constraint (6) should be constructed by using the predicted system states. For example, at the $k$th step, by solving the P2, the actuator $\hat{A}_1$ is scheduled to the working point $L_1$, to control the system state $x_1$, and the moving time takes $k_1$ steps. When the actuator $\hat{A}_1$ arrives at the designed working point $L_1$ and starts acting, the state of $x_1$ has been changed from $x_1(k)$ to $x_1(k+k_1)$. If the scheduling decision $S$ and the action time decision $T$ are obtained, we give the input matrices $\{B(k), \ldots, B(k+\tau-1)\}$ and the outputs of the actuators $\{u(k), \ldots, u(k+\tau-1)\}$. Therefore, the system states at the $l$th step $(k+1 \leq l \leq k+\tau)$ are estimated by

$$x(l|k) = A^{l-k} x(k|k) + \sum_{i=k}^{l-1} A^{l-1-i} B(i) u(i).$$

Note that $x(l|k)$ is a KF-based priori estimate. The posteriori estimates $\{x(k+1|k+1), \ldots, x(k+\tau|k+\tau)\}$ are unavailable since the future measurements $\{z(k+1), \ldots, z(k+\tau)\}$ are unknown at the current step $k$. In contrast, if the scheduling decision $S$ and the action time decision $\hat{T}$ are unknown, the input matrix $B(l)$, the outputs of the actuators $u(l)$, and the priori estimate $x(l|k) (k+1 \leq l \leq k+\tau)$ are hard to derive. This is because different $S$ and $\hat{T}$ decisions lead to different values of $B(l)$, $u(l)$ and $x(l|k)$. In addition, it’s difficult to formulate the functions of $B(l)$, $u(l)$ and $x(l|k)$ by using the variables $S$ and $\hat{T}$, i.e., it’s hard to construct the constraint (6) through the state estimate $x(l|k)$.

Since the posteriori estimate $x(k|k)$ is known at the current step $k$, we can construct the constraint (6) through $x(k|k)$, while satisfying the real-time and the control accuracy requirements through another way, e.g., adjusting the outputs of the actuators during the steps $[k, k+\tau-1]$. Therefore, we introduce an AOA problem. The basic idea is similar to the closed-loop control: we 1) fix $u$ to determine the decisions $S$ and $\hat{T}$, 2) estimate the error under the given decisions $S$ and $\hat{T}$, and 3) adjust the outputs of the actuators $\{u(k), \ldots, u(k+\tau-1)\}$ based on the estimated error. The details are as follow:

1) At the $k$th step, we obtain the scheduling decision $S$ and the action time decision $\hat{T}$ by solving the P2, and further, we derive the input matrix $B(l)$ and the outputs of the actuators $u(l)$ at the $l$th step $(k+1 \leq l \leq k+\tau)$. We define $\Delta l = [\Delta u(k), \ldots, \Delta u(k+\tau-1)]$ as the output adjustment decision during the steps $[k, k+\tau-1]$. To drive the priori estimate $x(k+\tau|k)$ toward the user’s requirement $[\bar{x}, \bar{y}]$, we let the output adjustment variables $\Delta l$ to satisfy the following constraint:

$$\begin{align}
\bar{x} \preceq x(k+\tau|k) = A^{\tau} x(k|k) + \\
\sum_{i=k}^{k+\tau-1} A^{k+\tau-1-i} B(l)(u(l) + \Delta u(l)) \preceq \bar{y}. 
\end{align}$$

2) Note that 1) the output adjustment variables $\Delta u(l)$ are bounded by $u \preceq u(l) + \Delta u(l) \preceq \bar{u} (k+1 \leq l \leq k+\tau)$, and 2) the output amplitude vector $u$ is fixed and given. The AOA problem is formulated as

**P3:** \[ \min_{\Delta l} \sum_{i=k}^{k+\tau-1} \sum_{j=1}^{n_l} |\Delta u_j(l)| \]

s.t. \[ (9), \quad u \preceq u(l) + \Delta u(l) \preceq \bar{u}, \quad k \leq l \leq k+\tau-1. \]

Equation (9) shows that the real-time and the control accuracy constraints are actually determined by the P3. The constraints (5) and (6) can be removed from the P2. However, the P2 with these constraints can provide more accurate scheduling and action time decisions, i.e., the solution of the P3 is more easy to find out (the constraints of the P3 are more easy to satisfy) if the constraints (5) and (6) are included in the P2. Therefore, the P1 can be replaced by the P2 due to the introduction of the P3.

**IV. ALGORITHM DESIGN AND ANALYSIS**

In this section, we propose a joint actuator scheduling and control algorithm to solve the P2 and the P3. As shown in Fig. 3, the proposed algorithm contains two steps. In the first step, based on Benders decomposition [20], we divide the P2 into two subproblems, and then find the global optimal solution by iterating the subproblems. In the second step, based on the solution of the first step, we solve the P3 in an on-line manner and adjust the outputs of the actuators accordingly.

**A. Decomposition-based ASATA Algorithm**

As we mentioned before, finding an optimal scheduling decision $S$ is the most important step to solve the P2. Based on this idea, we divides the P2 into two subproblems with less variables and constraints: a Master Problem (MP) and a Slave Problem (SP). Instead of considering all the variables and the constraints simultaneously, the P2 is solved by iterating the MP and the SP. By doing so, the computing time can be further reduced. The MP accounts for all the binary variables and the associated portion of the objective function and the constraints of the P2. It also includes the information regarding the SP via a set of constraints called Benders cuts. The SP includes all the continuous variables and the associated constraints of the
P2. Solving the SP provides some information regarding the SP portion of the P2, and this information is included in the MP through Benders cut.

For simplicity and generality, we remove the step index \( k \) from the equations. Based on the structure of the P2, the MP and the SP are formulated as

\[
\text{MP} : \Phi_L(l) = \min_{S, \hat{\Phi}} \hat{\Phi} \\
\text{s.t.} \quad \begin{cases} 
C_1 : \hat{\Phi} \geq \Gamma(S, \alpha(\cdot), \beta(\cdot), \gamma(\cdot), \psi(\cdot)), \forall c \in A, \\
C_2 : 0 \geq \Lambda(S, \hat{\alpha}(\cdot), \hat{\beta}(\cdot), \hat{\gamma}(\cdot), \hat{\psi}(\cdot)), \forall \theta \in B.
\end{cases}
\]

where

\[
\Gamma(S, \alpha(\cdot), \beta(\cdot), \gamma(\cdot), \psi(\cdot)) = \sum_{n_i=1}^{n_a} \sum_{j=1}^{n_a} [k_a s_{ij} d_{ij} - t^{m} s_{ij} \alpha(\cdot) + (s_{ij} d^{i}_s - \tau) \beta(\cdot)] + \sum_{m=1}^{\eta_p} \left( 1 - \frac{x_m - \tau_m}{\tau_m} \gamma(\cdot) \right) C.
\]

For the MP, since the constraints regarding the action time \( 1) \) Step 1: Initialization: Initialize the iteration counter \( l = 0 \), the solution \( S(l) \) of the MP, the lower bound \( \Phi_L(l) = -\infty \), and the upper bound \( \Phi_U(l) = +\infty \). The sets of feasibility and infeasibility constraints, i.e., \( C_1 \) and \( C_2 \), are set to null. The initial solution \( S(0) \) is given arbitrarily, as long as it satisfies the constraint (3).

2) Step 2: Solving Slave Problem: In this paper, rather than solving the SP directly, we solve its dual problem. This is because the SP is an LP problem, the optimal objective function values of the SP and its dual problem are equivalent due to the strong duality [21]. In addition, the feasibility constraint (14) and the infeasibility constraint (15) can be constructed through the solution of the DSP. To develop the dual of the SP, the positive Lagrange multipliers \( \alpha = [\alpha_0], \beta = [\beta_j], \gamma = [\gamma_m] \) and \( \psi = [\psi_m] \) are introduced to the SP. Hence, the Lagrangian is

\[
\mathcal{L}_1(S(l), \hat{T}, \alpha, \beta, \gamma, \psi) = \min_{T \geq 0} \left\{ \sum_{i=1}^{n_t} \sum_{j=1}^{n_a} \left[ k_a u_T \right] + \alpha_{ij} + \beta_{ij} + \sum_{m=1}^{\eta_p} u \hat{b}_{mi} (\psi_m - \gamma_m) \right\} \text{subject to:}
\]

\[
\mathcal{D}(S(l), \alpha, \beta, \gamma, \psi) = \min_{T \geq 0} \left\{ \sum_{i=1}^{n_t} \sum_{j=1}^{n_a} \left[ k_a u_T \right] + \alpha_{ij} + \beta_{ij} + \sum_{m=1}^{\eta_p} u \hat{b}_{mi} (\psi_m - \gamma_m) \right\} \text{subject to:}
\]

3) Step 3: Solving Master Problem: Based on the solution of the DSP, two different types of new constraints are generated and added into the MP at the next iteration.

1) If the DSP is infeasible, the SP has an unbounded solution. Hence, the P2 has no feasible solution.

2) If the DSP has a bounded solution (\( \alpha(l), \beta(l), \gamma(l), \psi(l) \)), then the P2 is feasible. Denote \( \hat{T}(l) \) as the solution of the SP at the \( l \)th iteration. Note that \( \hat{T}(l) < \hat{\Phi}(S(l), T(l)) = \Gamma(S(l), \alpha(l), \beta(l), \gamma(l), \psi(l)) \). To avoid selecting the non-optimal solution \( S(l) \) again, a new FC:

\[
\hat{\Phi} \geq \Gamma(S, \alpha(l), \beta(l), \gamma(l), \psi(l)), \quad \text{subject to:}
\]

is generated and added into \( C_1 \) at the \( (l+1) \)th iteration.

3) If the DSP has an unbounded solution, i.e., \( \Gamma(S(l), \alpha(l), \beta(l), \gamma(l), \psi(l)) = +\infty \), due to the strong duality, the SP has no feasible solution under the given \( S(l) \), and \( B \subset \{l \} \cup B \). To exclude the infeasible solution \( S(l) \), we construct a feasibility check problem (FCP) (19) and solve its dual problem. Based on the solution of the FCP (20), i.e., \( \alpha(l), \beta(l), \gamma(l), \psi(l) \), a new IC:

\[
0 \geq \Lambda(S, \alpha(l), \beta(l), \gamma(l), \psi(l)), \quad \text{subject to:}
\]
is generated and added into $C_2$ at the $(l+1)^{th}$ iteration.

When the MP is solved, the iteration counter $l$ increases, and step 2 to step 3 is repeated. The iteration stops when $|\Phi_{k,l}(l) - \Phi_{k,l}(l)| \leq \varepsilon$, where $\varepsilon$ is a small positive value. Note that the SP and the P2 have the same objective functions, as well as the fact that the SP and the DSP are equivalent due to the strong duality. From inequation (14), we can see that the auxiliary variable $\hat{\Phi}$ has the same physical meaning as $\Phi$.

**Lemma 4.1:** The lower bound $\Phi_{k,l}(l)$ (upper bound $\Phi_{U,l}(l)$) on the optimal objective function value $\Phi^*$ can be derived from the solution of the MP (SP) at the $l^{th}$ iteration.

**Proof:** See Appendix A for the proof.

**Theorem 4.1:** At each iteration with FC (14) or IC (15) added into the MP, the solution converges to the global optimal value within a finite number of iterations.

**Proof:** See Appendix B for the proof.

### B. Estimation-based AOA Algorithm

Since the objective function of the P3 contains the absolute value $|\Delta u_j(l)|$, this formulation is not a standard LP. To transform the P3 into a standard LP problem, we introduce two new variables $\Delta \tilde{u}_j(l)$ and $\Delta \tilde{u}_j(l)$ to replace the original variable $\Delta u_j(l)$, where $\Delta \tilde{u}_j(l) = |\Delta u_j(l) + \Delta u_j(l)|$ and $\Delta \tilde{u}_j(l) = |\Delta u_j(l) - \Delta u_j(l)|$. With the new output adjustment variables $\Delta \tilde{U} = [\Delta \tilde{u}(k), \ldots, \Delta \tilde{u}(k + \tau - 1)]$ and $\Delta \tilde{U} = [\Delta \tilde{u}(k), \ldots, \Delta \tilde{u}(k + \tau - 1)]$, the P3 is rewritten as

$$
P_4: \min_{\Delta \tilde{U}, \Delta \tilde{U}} \sum_{l=k}^{k+\tau-1} \sum_{j=1}^{n_a} (\Delta \tilde{u}_j(l) + \Delta \tilde{u}_j(l))$$

subject to

$$\begin{align*}
\mathbf{z} &\preceq \mathbf{x}(k + \tau | k) = \mathbf{A}^\tau \mathbf{x}(k) + \mathbf{b}^\tau \mathbf{l} + \Delta \tilde{U}(l) - \Delta \tilde{U}(l) \preceq \mathbf{z}, \\
\mathbf{u} &\preceq \mathbf{u}(l) + \Delta \tilde{U}(l) - \Delta \tilde{U}(l) \preceq \mathbf{u},
\end{align*}$$

where $l \leq k + \tau - 1$.

Following the solution of the P4 (i.e., $\Delta \tilde{U} = \Delta \tilde{U} + \Delta \tilde{U}$) to adjust the actuators’ outputs during the steps $[k, k + \tau - 1]$, we have $\mathbf{z} \preceq \mathbf{x}(k + \tau | k) \preceq \mathbf{z}$. However, $\mathbf{z} \preceq \mathbf{x}(k + \tau | k) \preceq \mathbf{z}$ cannot guarantee that $\mathbf{z} \preceq \mathbf{x}(k + \tau | k + \tau - 1) \preceq \mathbf{z}$. The state estimate $\mathbf{x}(k + \tau | k + \tau - 1)$ may be out of the range $[\mathbf{z}, \mathbf{z}]$ due to the system noises $\mathbf{w}(k)$. To achieve $\mathbf{z} \preceq \mathbf{x}(k + \tau | k + \tau - 1) \preceq \mathbf{z}$, the only way is based on $\mathbf{x}(k + \tau + 1 | k + \tau - 1)$ to adjust $\mathbf{x}(k + \tau + 1)$. Therefore, we propose an on-line output adjustment method. The details are as follow:

1. At the $l^{th}$ step, we construct the P4 based on the output adjustment variables $\Delta \tilde{U} = [\Delta \tilde{u}(l), \ldots, \Delta \tilde{u}(k + \tau - 1)]$ and $\Delta \tilde{U} = [\Delta \tilde{u}(l), \ldots, \Delta \tilde{u}(k + \tau - 1)]$, and the current step state estimate $\mathbf{x}(l)$, where the control accuracy constraint is given by $\mathbf{z} \preceq \mathbf{x}(k + \tau | l) \preceq \mathbf{z}$.

2. We solve the P4 through LP and follow its solution, i.e., $\mathbf{u}(l) + \Delta \mathbf{u}(l) = \mathbf{u}(l) + \Delta \tilde{u}(l) + \Delta \tilde{u}(l)$, to adjust the outputs of the actuators at the $l^{th}$ step.

The above two steps are repeated until $l = k + \tau - 1$. For the on-line output adjustment method, we need to solve $P_4 \tau - 1$ times during the steps $[k, k + \tau - 1]$. However, with step number increasing, the dimension of variables $\Delta \tilde{U}$ reduces.

### V. PERFORMANCE EVALUATION

#### A. Simulation Setup

We consider a Wireless Rechargeable Sensor Network (WRSN) as the simulation and experimental case study. Eight sensors and eight mobile actuators are randomly deployed in a 20 m × 20 m ROI to perform the environment sensing and the sensor energy charging tasks (n_s = n_a = 8). The mobile robots and the sensors (e.g., Mica2) that equipped with Powercast chargers and receivers (see Fig. 4) are served as the mobile chargers (actuators) and the rechargeable sensors, respectively. Therefore, the system states $\mathbf{x}$ represent the residual energy of the sensors ($n_p = 8$). The system parameters are summarized in Table III. The sensor model is adopted from [6], where $r_i$ is the energy consumption rate of the sensor $S_i$, $f_{ij}(f_{ik})$ is the flow rate from $S_i$ to $S_j$ (from $S_i$ to BS), $\rho$ and $\eta_{ij}$ ($\eta_{ih}$) are the rate of energy consumption for receiving a unit of data rate, and transmitting a unit of data rate from $S_i$ to $S_j$ (or BS), respectively. $\lambda_1$ and $\lambda_2$ are the distance-independent and the distance-dependent constant terms, respectively. $d_{ij}$ is the distance between $S_i$ and $S_j$. $\theta$ is the path loss index. Here, we consider $r_i$ is invariant with time. For a regular AA battery, its nominal cell voltage and the quantity of electricity is 1.2 V/2.5 Ah. Since two AA batteries provide an average voltage 2.4 V for the Mica2 and the operating limit is 2.1 V [22], we have $\Xi_{h,i} = 2.1 \times 2.5 \times 3600 = 18900$ J and $\Xi_{h,i} = 2.4 \times 2.5 \times 3600 = 21600$ J [6].

<table>
<thead>
<tr>
<th>Sensor $S_i$ characteristics</th>
<th>$r_i = \rho \sum_{k=1}^{n_k} \sum_{j=1}^{n_j} \sum_{p=1}^{n_p} f_{ij} \eta_{ij}$</th>
<th>$\eta_{ij} = \lambda_1 + \lambda_2 f_{ij}$</th>
<th>$\lambda_1 = 50 \text{nW}$</th>
<th>$\lambda_2 = 0.0013 \text{pJ/(b\cdot m^2)}$</th>
<th>$\theta = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_s = 8$</td>
<td>$n_a = 8$</td>
<td>$n_p = 8$</td>
<td>$\Xi_{h,i} = 18900$ J</td>
<td>$\Xi_{h,i} = 18900$ J</td>
<td>$\Xi_{h,i} = 21600$ J</td>
</tr>
<tr>
<td>$\Delta_s = 1$ s</td>
<td>$\tau = 1000$ s</td>
<td>$\Delta_s = 1$ s</td>
<td>$\tau = 1000$ s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Xi_{h,i} = 18900$ J</td>
<td>$\Xi_{h,i} = 21600$ J</td>
<td>$\Xi_{h,i} = 21600$ J</td>
<td>$\Xi_{h,i} = 21600$ J</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE III** | **SYSTEM PARAMETERS** |

As the experiments shown in [23], when a charger is placed 10 cm away from the receiver, the charging efficiency reduces to 1.5 %. To enhance the charging efficiency, we consider each sensor has only one working point, which is very close to this sensor ($n_l = 8$). Hence, the charging efficiency increases to 6 % [23]. Since $n_{\rho} = n_{a}$, all the sensors can be charged in one round. If $n_{\rho} > n_{a}$, based on the lifetime of sensors, we can divide the charging process into several rounds, and then in each round, we have $n_{p} \leq n_{a}$. Note that different sensor and actuator parameters lead to different values in the parameters for the P2 and the P4. However, the structures of the problems under different values of parameters are the same, and, thus, the proposed methods are still applicable. The simulations are performed on a PC with dual-core 2.6 GHz Intel i5 processor and 12 GB RAM, and the algorithms are implemented in Matlab 2013a.

![Fig. 4. (a) Powercast charger; (b) Powercast receivers.](image-url)
B. System Performance

The initial system states $x(1)$ are assumed to be in the range $[18700, 18900]$. Hence, an event occur at step $k = 1$. We use the root mean square error between lower bound $x$ and posteriori estimate $x[k|k]$, i.e., $J(k) = \sqrt{\frac{1}{n_p} \sum_{i=1}^{n_p} (x-g(x[k|k]))^2}$, to evaluate the control error. Following the solutions of the $P2$ and the $P4$, i.e., the matrices $S$, $T$ and $\Delta u$, to schedule the actuators and adjust their outputs, the dynamic change of control error $J(k)$ is shown in Fig. 5(a). At the beginning, the actuators take several steps to relocate. When the actuators arrive at the designed working points and start charging the sensors, the control error $J(k)$ converges to $\delta$ gradually, where $\delta$ is a small positive value. After the energy charging process is completed, the control error $J(k)$ will gradually increase. When a new event occurs, the actuator scheduling and control decisions should be updated again.

![Fig. 5. System performance to deal with sequential and random events.](image)

Fig. 5(b) evaluates the system performance (control error) to deal with random events, where the sensors $\{S_1, S_3\}, \{S_2, S_8\}$, $\{S_2, S_7\}$ and $\{S_5, S_6\}$ require charging at steps $k = 1, 500, 15800, 30800$, respectively. From Fig. 5(b), we observe that the new events occur when the actuators are still handling the previous events. In this case, the scheduling decision $S$ and the action time decision $T$ should be updated again, even if the previous tasks haven’t finished yet. Note that there is no need to update the decisions $S$ and $T$ at each step $k$. This is because solving an MILP problem at each step $k$ is time consuming and changing scheduling decision $S$ at each step $k$ will cause the actuators to move in a zigzag way. Since the decision update process is event-driven rather than time-driven, we can handle random event efficiently, while avoiding high computational complexity.

Fig. 6 compares the changes of control error $J(k)$ with the on-line and the off-line output adjustment methods. The off-line method solves the $P4$ only once at step $k = 1$. We set $Q = q \cdot I_{x_p \times x_p}$ and change the value of $q$ from 0.1 to 0.5 with a step of 0.1. With the off-line method, since $x(k+\tau|k)$ is a multi-step prediction, the control error $J(k+\tau)$ increases with the value of $q$. In contrast, with the on-line method, the influence of $q$ exerts on the control error $J(k+\tau)$ is limited. This is because the output adjustment matrix $\Delta u$ needs to be updated at each step $k$ and the update process is based on a posteriori estimate $x(k|k)$ of current step. Although the on-line method needs to solve the $P4$ multiple times, the $P4$ can be solved very fast using polynomial-time algorithms as it is an LP problem. Using the on-line method, we can get a better robustness against the system noises $\omega(k)$.

![Fig. 6. Control errors with on-line and off-line output adjustment methods.](image)

Fig. 7 shows the convergence of the decomposition-based ASATA algorithm. With the IC (14) and the FC (15) added into the MP during the iterations $l = 1 - 8$, and $l = 9$, respectively, the upper bound $\Phi_U(l)$ and the lower bound $\Phi_L(l)$ quickly converge to the optimal value $\Phi^*$.

![Fig. 7. Convergence of decomposition-based ASATA algorithm.](image)

C. Scalability and Robustness Evaluation

Denote $\Psi$ as the total energy consumption of the actuators during the steps $[1, 400000]$. Fig. 8(a) evaluates the values of $\Psi$ under different actuator output amplitudes $u$. We set $n_u = n_p = 8$ and $u_i = u_j$ ($i \neq j, 1 \leq i, j \leq n_a$) and change the value of $u_j$ ($1 \leq j \leq n_a$) from 2 to 5 with a step of 0.5. Fig. 8(a) shows that the differences are small. This is because when the output amplitude $u$ increases, the actuator action time $T$ will reduce, while $\Phi$ represents the total energy consumption. In addition, the elements of output adjustment matrix $\Delta u$ are usually very small, since the aim of the $P4$ is to minimize them. However, if the value of $u_j$ ($1 \leq j \leq n_a$) is too small, e.g., $u_j = 1$, the $P2$ or the $P4$ may be infeasible.

![Fig. 8. System performance with system parameter varying.](image)

Denote $r_e = \frac{\sum_{j=1}^{n_a} u_j}{n_a}$ as the average energy consumption rate of the sensors. Fig. 8(b) shows the values of control error $J(k)$ under different $r_e$. We set $n_u = n_p = 8$ and $u_j = 3$ ($1 \leq j \leq n_a$) and change the value of $r_e$ between [5, 100]. Note that (1) $r_e$ only influences the system matrix $A$, and (2) we assume that $A = I$ in the $P2$. The solution of the $P2$, i.e., the matrices $S$ and $T$, will not change with $r_e$. To compensate the error introduced by the constraint (6), based on the real system matrix $A (A \neq I)$, we construct the $P4$ through the estimate of system states $\tilde{x}(k+\tau)$. Hence, $r_e$ will influence
the solution of the P4, i.e., the output adjustment matrix $\Delta U$. Fig. 8(b) shows that the larger $r_p$ is, the larger error overshoot is. This is because before the actuator relocation is completed, a large $r_p$ leads to a fast change of the residual energy $x(k)$. Fig. 8(b) also shows that at the beginning, under the different average energy consumption rates, the control error $J(k)$ could be either increase or decrease. However, when the actuator relocation is completed, the control error $J(k)$ converges to $\delta$ within the action delay $\tau$.

We define the ASATA convergence iteration as the number of iterations to achieve $|\Phi(t) - \Phi(t)| \leq c$. Table IV shows that the ASATA convergence iteration almost linearly increases with the value of $n_p$, where we set $n_a = n_p$ and $u_j = 3 (1 \leq j \leq n_a)$ and change the value of $n_p$ from 5 to 50 with a step of 5. The parameters in the simulations with $n_p = i (i = 10, \ldots, 50)$ and $n_p = i - 5$ are correlated, i.e., the sensors and the actuators in the simulation with $n_p = i$ are extended based on the sensors and the actuators in the simulation with $n_p = i - 5$. Higher dimension of the system states usually involves more variables and constraints into the problem. Hence, more iterations are required to search for the optimal solution.

<table>
<thead>
<tr>
<th>$n_p$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
<td>4</td>
<td>9</td>
<td>14</td>
<td>19</td>
<td>27</td>
<td>30</td>
<td>32</td>
<td>35</td>
<td>41</td>
<td>49</td>
</tr>
</tbody>
</table>

**TABLE IV. ASATA CONVERGENCE ITERATION WITH $n_p$ VARYING.**

Since the actuator scheduling and control problems are jointly addressed in the P2 and the input matrix is determined by the scheduling decision, the input matrix is unknown until the P2 is solved. This is in contrast to the traditional system stability analysis that the system model is usually given in advance. Hence, we evaluate the influence of the sampling period $\Delta_s$ through the experiments. We define the error convergence speed as the number of steps to achieve $J(k) \leq \delta$. Table V shows the changes of error convergence speed under different $\Delta_s$. We set $n_a = n_p = 8$, $u_j = 3 (1 \leq j \leq n_a)$ and change the value of $\Delta_s$ between $[1, 120]$ s. If the sampling period is too large, e.g., $\Delta_s = 100$ s, control error $J(k)$ is hard to converge since the P2 or the P4 is infeasible.

<table>
<thead>
<tr>
<th>$\Delta_s$ (s)</th>
<th>1</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steps</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>$+\infty$</td>
<td>$+\infty$</td>
</tr>
</tbody>
</table>

**TABLE V. ERROR CONVERGENCE SPEED WITH $\Delta_s$ VARYING.**

D. Comparison with Existing Algorithms

Fig. 9(a) compares the performance (the objective function value and computation time) of the proposed decomposition-based method with 1) optimal approaches: Branch and Bound (B&B) method [24] and Branch and Cut (B&C) method [25], which are known to provide the optimal solution for the MILP problems such as P2, and 2) evolutionary approach: Genetic Algorithm (GA) [8], [26]. We set $n_a = n_p$ and $u_j = 3 (1 \leq j \leq n_a)$ and change the value of $n_p$ from 5 to 50 with a step of 5. Fig. 9(a) shows that the solutions given by the proposed method, the B&B and the B&C are the same, since the proposed method is able to find the global optimal solution. In addition, the proposed method achieves lower value for the objective function than GA, since the P2 is a minimization problem and there is no guarantee of convergence to a global optimum for GA [19]. The convergence of GA is sensitive to the choice of the genetic operators, the mutation probability and the selection criteria, while fine-tuning of these parameters is often required.

![Fig. 9. Comparison between the proposed method and other methods.](image)

Fig. 9(b) shows that when the value of $n_p$ is increased, the computing time of all the four methods grows, since more variables and constraints are involved into the problem, and, thus, the problem size is enlarged. However, the proposed method takes a shorter computing time than the others. Compared with the proposed method, GA is more complex since it needs to generate new populations in each iteration by applying several procedures, such as selection, reproduction, mutation and crossover. B&C, which combines the benefits of B&B and Gomory cutting schemes, can better explore the trade-off between optimality, efficiency and stability. Usually, B&C has a faster convergence speed than B&B [25]. For an optimization problem, the computing time increases significantly with the number of variables and constraints. Hence, solving smaller problems (i.e., MP and SP) iteratively is more efficient than solving a single large problem. This result is in line with the comparison in [27], where the decomposition-based method is faster than B&B and B&C (computing time) when solving large problem instances.

E. Experiment

In this section, we evaluate the performance of the proposed method through the experiments, where three sensors (Mica2 equipped with Powercast receiver) are randomly deployed in a $3 \times 3$ m ROI and two LEGO NXT wheeled robots are employed to serve as the actuators (mobile chargers). The initial locations of the sensors and the robots are shown in Fig. 10(a). The constrained environment (e.g., collision/obstacle avoidance) is not considered in this paper. We use the OptiTrack system [28] to detect and track the movements of the robots. This system contains six cameras (with 0.3 MP resolution at 100 FPS), which are installed on the ceiling (Fig. 10(b)). The cameras are connected to the BS (i.e., PC) via a USB hub and the realtime positions of the mobile targets are shown through a Graphical User Interface (GUI) on PC (Fig. 10(c)).

The parameters of the sensors and the actuators are listed in Table III. The BS collects the realtime positions of the robots obtained from the OptiTrack, constructs the P2 and the P4 and solves the problems in Matlab to obtain the actuator scheduling and control decisions and simulates the dynamic energy change of the sensors. At the beginning of the experiment, the BS simulates the dynamic change of the system states $x(k)$ without the system inputs $u(k)$. If an event is detected, the BS updates the scheduling and the control decisions and the mobile robots are relocated accordingly. When the mobile robots arrive at the designed working points and start performing actions, the BS
calculates the dynamic change of system states $x'(k)$ under the influences of system inputs $u(k)$.

When the start and the goal points of each robot are determined, the BS performs the path tracking control through the quadratic curve method [29]. The aim of the path tracking control is to control the system states of a mobile robot $(p_x, p_y, p_\theta)$ by using two parameters $(\varphi_r, \varphi_l)$, where $(p_x, p_y)$ are the position and the posture angle of a robot, respectively. $\varphi_r$ and $\varphi_l$ are the angular velocities of the right and the left wheels, respectively. The quadratic curve method contains two steps. In the first step, a quadratic curve that links the reference position $(p_x^*_r, p_y^*_r)$ and the robot position $(p_x, p_y)$ is calculated. In the second step, by using the error vector $(e_x, e_y, e_\theta)$, the control inputs to the robot $(\varphi_r, \varphi_l)$ are determined so that the robot can move along with the calculated quadratic curve. The control command $(\varphi_r, \varphi_l)$ is sent from the BS to the robot via Bluetooth with a period of 0.2 s. Since this command only contains the angular velocities of the robot is much smaller than 100 Bytes. The control of the robot is usually smaller than 100 Bytes. The control command contains three rounds: $R_1$, $R_2$ and $R_3$. Table VI summarizes the experimental details, where $I_r$, $L_i$, $L_f$, $T_m$ and $T_c$ are the scheduled robot, the initial and final positions of robots, the moving and charging time of robots, respectively. The experimental results show that for the robots, depends on the different initial orientations, their movements are not always a straight line. In addition, the moving time of the robots is much shorter than the charging time of the sensors, and, thus, the approximation of the mean velocity in the P2 is acceptable. The experiments based on the testbed provides some demonstrative results of our proposed method for the multi-actuator coordination. Based on the different applications, e.g., fire monitoring and extinguishing [11], boundary and zone control [31], or multi-vehicle formation control [32], the LEGO robots can be replaced by the appropriate types of robots. In these applications, the temperature or the gas concentration at some POIs or the distances between the leader and the followers can be viewed as the system states. Therefore, the aim of the problem is to schedule the mobile actuators and adjust their outputs to control the system states in order to meet the system requirements, such as control accuracy, real-time performance and energy-efficiency.

<table>
<thead>
<tr>
<th>$I_r$</th>
<th>$L_i$</th>
<th>$L_f$</th>
<th>$T_m$ (s)</th>
<th>$T_c$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>$A_1$</td>
<td>$A_1$</td>
<td>$S_1$</td>
<td>3.5</td>
</tr>
<tr>
<td>$R_1$</td>
<td>$A_2$</td>
<td>$A_2$</td>
<td>$S_2$</td>
<td>6.3</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$A_2$</td>
<td>$S_3$</td>
<td>$S_2$</td>
<td>4.9</td>
</tr>
<tr>
<td>$R_3$</td>
<td>$A_1$</td>
<td>$S_1$</td>
<td>$S_3$</td>
<td>4.8</td>
</tr>
</tbody>
</table>

**TABLE VI. ROBOT SCHEDULING AND CHARGING TIME.**

F. Discussion

In the simulations and the experiments, we consider WRSN as an illustrative example. However, the proposed method is not limited to WRSN. Similar joint-design problems can be found in many other areas, such as the task mapping problem [33] in CPS devices. The CPS devices could be sensors, actuators or BS, depending on the different applications, and they have different computing abilities. An application (e.g., image processing or target tracking) usually consists of a set of tasks. These tasks could be executed on different single-core devices (e.g., sensors or actuators) and/or on different cores of a multi-core device (e.g., BS). For example, in the target tracking application, instead of collecting and sending all data to BS, a part of the processing is done on-site with sensors to reduce the network traffic. Therefore, only a small part of pre-processed data needs to be sent. This model of computation is known as “Fog/Edge-computing”.

Generally, the task mapping problem includes the task allocation subproblem with the aim to decide task-to-device and/or task-to-core allocation and the task scheduling subproblem with the aim to determine the start and the end time of each task. Since different task allocation schemes lead to different task scheduling decisions, the correlated subproblems should be optimized simultaneously to find the optimal solution. Usually, the task mapping is performed under a set of real-time and energy constraints, since the tasks need to be executed before
a deadline to generate a correct result and some devices (e.g., sensors and actuators) have limited energy budgets. The energy consumption of the CPS devices is determined by the task mapping decision, which is a dynamic process. In this context, the approach presented in this paper can be easily extended to formulate the task mapping problem. Some existing works, e.g., [34], [35], have already considered the task mapping problem with MILP structure. Such kind of problem can be optimally solved by the proposed decomposition-based method.

VI. CONCLUSION

In this paper, we solved the actuator scheduling and control joint-design problem in CPS. To enhance the system real-time and energy-efficiency performances, as well as to reduce the error introduced by the actuator movement and dynamic system states, we formulated a joint-design problem that consists of an ASATA problem and an AOA problem. On this basis, we proposed a decomposition-based method and an estimation-based method to solve these problems efficiently. Finally, we analyzed the convergence and the control accuracy of the proposed methods. Simulation results demonstrated that the proposed methods are able to deal with the sequential and random events, and achieve a trade-off between the control accuracy and the computing time. The proposed method is also implemented to the real system. The experimental results showed that the desired control requirements are satisfied by scheduling the robots and controlling their actions.
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If the SP exists the infeasible constraints, the related relax variables are non-zero, while the others are zero. Hence, we have $\Theta(\xi(l)) > 0$. Since the FCP is a LP, the strong duality is guaranteed between the FCP and its dual problem, i.e., $\Theta(\xi(l)) = \Lambda(S(l), \alpha(l), \beta(l), \gamma(l), \psi(l)) > 0$. Therefore, the infeasible solution $S(l)$ is excluded by the IC: $0 \geq \Lambda(S, \alpha(l), \beta(l), \gamma(l), \psi(l))$. The reasons why we construct the IC by the solution of the DCFP rather than the solution of the FCP is that $\Lambda(S, \alpha^*, \beta^*, \gamma^* , \psi^*)$ is a function with respect to the binary variables $S$ but not $\Theta(\xi)$, i.e., $0 \geq \Theta(\xi(l))$ is an invalid constraint for the MP.

Since the non-optimal values of the binary variables $S$ found by previous $l$ iterations have been excluded, and as $l$ increases more constrains are added into the MP (i.e., the feasible region of the MP will shrink), $\Phi(l+1)$ is larger than the previous lower bounds $\{\Phi(l), \ldots , \Phi(L(l))\}$. On the other hand, since the upper bound is updated by $\Phi_U(l) = \min\{\Phi_U(l-1), \Gamma(S(l), \alpha(l), \beta(l), \gamma(l), \psi(l))\}$, $\Phi_U(l+1)$ is smaller than the previous upper bounds $\{\Phi_U(l), \ldots , \Phi_U(L(l))\}$. According to the characteristics of these two sequences, the global optimal solution of the P2 is guaranteed when $|\Phi_U(l) - \Phi_U(L(l))| \leq \varepsilon$.

Note that at each iteration a new constraint is added into the MP to exclude those non-optimal or infeasible values of the binary variables $S$. In addition, the dimension of the binary variables $S$ is finite. The gap between the lower and the upper bounds converges to $\varepsilon$ in a finite number of iterations.
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