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Abstract. Industry trends indicate that in the future, more systems will be rented 
then sold. The customer rents production capacity and demands a guaranteed 
high operational readiness, which is hard to achieve with conventional mainte-
nance. Downtimes can never be completely ruled out. In order to solve this prob-
lem and guarantee high operational reliability, the predictive maintenance ap-
proach is widely discussed: By means of indicators, measured by sensors, a po-
tential problem can be identified before it actually occurs. The application of this 
concept to new products gets a lot of attention in many areas. However, industrial 
products such as machines or plants are long living objects. It seems interesting 
to extend these new technologies and eventually new services business models 
to the installed base, too. 
This paper explores and demonstrates, what it takes to upgrade an operating prod-
uct in its mid-of-life stage to a smart, connected products with predictive mainte-
nance capabilities. The showcase consists of a jointed-arm industrial robot with 
six axes. The robot's motions will be retraced in order to determine the state and 
position of the robot and finally predict, what the robot is about to do. To achieve 
this, the robot was made IoT-capable by attachment of sensors which communi-
cate directly to a cloud database. Finally, a trained machine learning model al-
lows predication on the robots’ behavior. On the way to the final result, many 
little lessons about sensing, protocols, the right place to process or tag data in the 
IoT stack had to learnt and will be shared in this publication. 
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1 Introduction 

Within the framework of the “Lifecycle Lab”, a virtual world is being set up at HSR 
(university of applied science of Rapperswil) in order to discuss various concepts in 
the field of digitization (Industry 4.0, Industry 2025) and Closed Loop Product 
Lifecycle Management [1]. This is illustrated by the example of two virtual compa-
nies called “Sortic” and “DropKick”. Sortic manufactures automation solutions, 
which are sold in accordance with the "machine as a service" business model. The 
customer does not buy the machine itself, but only "sorting capacity". This includes 



98% operational readiness, defined response times and services for upgrades and ret-
rofitting of the system. The functional model of the machine was developed as a pick 
and place machine based on Lego and Arduino (electricity and software).  
DropKick is a user of the Sortic system and uses it to complete its business model. 
The company is a delivery service startup that is strongly digitized. The interaction 
between the two companies is the basis for explaining and researching a digital eco-
system and closed-loop PLM. The ideas around the closed loop lifecycle will be put 
into practice on a real machine, since simulated systems only show the real world to a 
limited extent. This “installed base” is an example of a system in operation. It consists 
of a machine with a jointed-arm industrial robot that should be retrofitted or upgraded 
so that it becomes IoT-capable. This means the machine needs to be outfitted with 
sensors, which communicate (in this case via Bluetooth) with a microcomputer, who 
then communicates with a database in the cloud. Using machine learning and cloud 
computing correlations and trends can be identified. Based on this, predictions on the 
robot’s motions are made. [1] 
Background of this project is Industry 4.0, which means to interlink Industrial produc-
tion with modern information and communication technology. Intelligent and digi-
tally networked systems are the technical basis for this. With their help, a largely self-
organized production is possible. This means that people, machines, plants, logistics 
and even products communicate directly with each other. Interconnection should 
make it possible to optimize the entire supply chain in all phases of the product lifecy-
cle and not just one single production step in a single phase. [2] 
Industry 4.0 consists of four basic principles that support companies in identifying 
and implementing industry 4.0 scenarios. [3] 

 Interconnection: machines, devices, sensors and people can connect and 
communicate with each other via the internet of things or the normal internet 
(internet of people). 

 Transparency of information: In order to create a virtual image of the real 
world, information systems of digital factory models are extended with sen-
sor data. 

 Technical assistance: People are physically supported in exhausting, un-
pleasant or dangerous tasks. Assistance systems also help people with aggre-
gated, visualized and understandable information so that they can make in-
formed decisions and solve problems more quickly. 

 Decentralized decisions: Industry 4.0 systems are capable of making auton-
omous decisions and thus carrying out tasks independently. In exceptional 
cases, tasks are transferred to a higher authority, for example in accidents. 

2 Related Work 

In this paper, machine learning is used to monitor how a system behaves and when 
and how something changes, i.e. applying predictive maintenance. 
Orhan, Aktürk and Celik found out that vibration monitoring and analysis in rotating 
machines produces information about the internal structure of the machines. With this 
knowledge, maintenance activities can be planned and scheduled. [4] 



Pedregal, García and Schmid developed with RCM2 a predictive maintenance system 
for railway turnouts. By combining the maintenance techniques Reliability Centered 
Maintenance (RCM1) and Remote Condition Monitoring (RCM2), they have created 
a system that detects errors at an early stage and thus massively improves system 
safety and reliability of the turnouts [5]. 
Gilabert and Arnaiz dealt with Predictive Maintenance for non-critical machines such 
as elevators and machine tools. The elevators were modeled with neural networks and 
the machine tools were monitored with vibration systems. The final system consists of 
a sensor-processing unit and a remote maintenance module system [6]. 
Based on this previous work, this study aims to develop a simple applicable and ven-
dor neutral solution to upgrade installed base products. 

3 Methods and Theories 

3.1 Machine Learning 

Machine Learning can be described as a computer system that improves itself with 
experience and as a method that converts data into software. Machine Learning is a 
sub-area of predictive analytics, the art of estimating or calculating the future from 
historical data. It consists of a collection of methods used to create software models 
that are trained by large amounts of data and are then able to recognize certain pat-
terns or trends or even make predictions. 
What drives the development of Machine Learning? An infinite amount of data is 
available through digitized historical data or real-time data from embedded systems. 
Data storage space is globally available for a low cost and there is a number of mech-
anisms to capture the endless stream of data from portable devices and public clouds. 
Computing power is virtually endless trough cloud computing services which are 
available everywhere trough a large number of cloud and hosting partners. The suc-
cessful use of the economic power of predictive analytics in many business use cases 
clearly indicates the rise of predictive analytics. 
Examples of predictive analytics and Machine Learning can be seen in the behavior 
of spam filters, which is triggered by the content, title and origin of messages. An-
other example is pattern recognition, which is used in speech or face recognition. 
Also, there are ads in web search engines which are tailored for users based on their 
search history. [5] 

3.2 Data Science 

Data Science addresses the following five fundamental questions. Each of these ques-
tions is answered with different algorithms i.e. Machine Learning methods. One can 
imagine the algorithm as a recipe and the input data as ingredients. The algorithm 
specifies how the data is to be combined and mixed in order to get a response. 
Is that A or B? Simple classification algorithms are used for questions with two pos-
sible answers, multiclass classifications for questions with more than two possible an-
swers. 



Is this strange? Detection of patterns and anomalies are used to identify unexpected 
or unusual events or behaviors. This indicates where to look for problems. 
How much? How many? Regression algorithms make numerical predictions and 
therefor help answer questions regarding numbers. 
How is this organized? The structure of a dataset needs to be understood. Clustering 
separates data into natural clusters, simplifying interpretation. Understanding how 
data is organized makes it easier to understand and predict behavior and events. 
What should I do next?  A group of algorithms called „in-depth learning” answers 
this question. These algorithms learn from results and choose the next action (reward 
driven). 
In-depth learning is generally well suited for automated systems that require many 
small decisions without human guidance. Algorithms for in-depth learning collect 
data during operation and learn through systematic try and error. [6] 
 

3.3 Predictive Maintenance 

By comparing a sufficient amount of real-time data with previous data, errors can be 
detected in their origin. Cross comparisons can be used to find correlations and thus 
not directly related disturbances. Predictive maintenance can eliminate faults long be-
fore damage occurs. [9] 
To put it bluntly, one wants to find out when something breaks before it breaks, so 
that a reaction can be planned and implemented at an early stage. This principle ap-
plies to large machines, hand-held devices, software and even to humans. 
The general approach is to gather suitable data. This data must be prepared, and incor-
rect or flawed data must be removed to enable Machine Learning. The prepared data 
then needs to be tagged for recognition while training a machine learning model. Af-
ter tests and possible alteration, the model is able to do predictions when it is fed with 
new and unknown data.  
 

 
Figure 1: General approach in predictive maintenance 

3.4 The IoT Stack 

“IoT Stack” refers to the overall structure of an IoT application with all layers. In sim-
ple terms, an “IoT Stack” consists of three layers. At the bottom is the first layer, con-
sisting of a device that generates data, e.g. a sensor. The second layer includes the 
communication between the device and the cloud, like a gateway. The third and last 
layer is located in the cloud and consists of a cloud storage and software, which turns 
the stream of data into insights and uses. 



4 Use Case to Showcase IoT on an Installed Base Product 

4.1 The sample product 

The existing system, also referred to as “installed base”, consists of a handling robot 
of the type M20iA from Fanuc. The System has various interfaces such as ProfiBus, 
TCP/IP and digital as well as analog inputs and outputs. In this work, the Fanuc robot 
is considered a black box, which does not communicate. The measurement setup, 
which is attached to the robot, must work independent.  

4.2 Use Cases 

Detect motion patterns. If the robot performs a motion program, the attached sensors 
send acceleration data via Bluetooth to a microcomputer, which in turn sends com-
bined data packets to a cloud storage. In the cloud, the data will be prepared and built 
into datasets. Those datasets will then be fed to a machine learning model to identify 
the active motion. 
Predict load-dependent drift. Like before, acceleration data will be gathered end 
sent to a cloud storage, built into datasets and then fed to a machine learning model. 
Additionally, the information on which motion is active and with which load weight 
is given. Based on that, the machine learning model then predicts a drift in motion or 
acceleration of the loaded robot.  

4.3 Measurable parameters for both use cases 

Acceleration data in three axis directions will be measured. Based on that, conclu-
sions on the values and directions of acceleration during a motion can be drawn. Also, 
the alignment of the sensors and therefor the alignment of the robot can be calculated 
on the “direction” of the earth’s gravitation. 
Gyrometer data describes the rotational acceleration which will be measured around 
three axes.  
Environmental data like temperature, humidity, air pressure or light intensity will 
most likely have little impact on the given use cases. However, it could be possible to 
draw conclusions about the season, the daytime and whether someone was near the 
machine or not. 

5 Communication Concept 

5.1 Key considerations 

In the case of the used jointed-arm industrial robot, several questions needed to be an-
swered: 
How many sensors? Nearly any number of sensors can be linked to a single micro-
computer. The question is how many should actually be used. A single sensor is not 
enough because not all of the joints can be observed. With three sensors, a motion can 



theoretically be recorded precisely enough depending on various factors. Furthermore, 
it would probably be possible to reconstruct the position and alignment of the robot 
axes with three correctly placed sensors. 
Where to put the sensors? The positioning of the sensors on the robot arm has an in-
fluence on the quality of the measurement. Possible positions for sensors could be di-
rectly on the wrist of the robot or at the end of axis 5, a sensor on the elbow or di-
rectly after axis 3, and also on axis 2 or on the upper arm of the robot. 
How to communicate? There are several ways to transfer measurement data from the 
sensors to a cloud database. Data can be sent directly from the sensors to the database 
via a smartphone or microcomputer. It would also be imaginable to collect the meas-
urement data with a microcomputer and then send it to the cloud via the robot control-
ler, or to send it from the sensors directly to the robot controller and then on from 
there on. 
Sampling frequency? In order to be able to retrace a motion, a sufficiently high sam-
pling frequency is required, which can be determined experimentally. However, a 
higher sampling frequency also means higher data throughput. 

5.2 Components 

Sensors: The TI SimpleLink SensorTags CC2650STK are used as sensors. In addi-
tion to environmental sensors for temperature and humidity, these include accelera-
tion sensors and gyroscopes. 
It would be possible to use other sensors, but the TI sensor tags include the most rele-
vant sensors to cover the desired values for this work. 
Apart from that and a reasonable price, the TI sensor tags have a preconfigured Blue-
tooth interface, which makes further work easier. 
Gateway: For grouping and forwarding the sensor data a Raspberry Pi 3 microcom-
puter is used which runs with the operating system Raspbian Jesse. Again, other mi-
crocomputers would be possible. However, the operation of the Raspberry is gener-
ally known and very simple, which is why it is preferred. If only a single sensor tag is 
used, it can also be connected to a smartphone. 
Software: For data handling, Node-Red is to be used, which with its simple, graph-
ical programming is very easy to use. Self-written functions can also be implemented 
with little effort. 
Database: The data is stored on the Microsoft Azure environment. Several different 
database types are available, for the use case SQLite was chosen, again for simplicity 
reasons.  

5.3 Communication along the IoT Stack 

Three sensor tags are used to trace the motions of the robot. With three sensor tags, 
acceleration and rotation can be monitored at three different positions. Those posi-
tions are at the wrist, elbow and shoulder of the robot (axes 2, 3 and 5, as seen on the 
picture below).  



 
Figure 2: Installed base with mounted SensorTags 

  
The datasets travel from the sensor tags via Bluetooth to a Raspberry Pi3, represent-
ing the local factory system. There, the datasets get accumulated and slightly reshaped 
before they are sent to a virtual computer in the IoT Gateway in the cloud via a web 
socket. In this setup a NodeRed instance serves as IoT Gateway. On the virtual com-
puter, the datasets get their final form, which is compatible to the logic of the data-
base. Also, identifying information is added here to make machine learning possible. 
From there on the datasets get forwarded to a cosmosDB database on Microsoft Azure 
cloud services. A prescript is necessary to ensure an automated connection to the da-
tabase and a graphical user interface shows the user the current sensor values. 

 
Figure 3: Example dataset used for training the Machine Learning Model 

From the database the prepared datasets get imported into Microsoft Azure Machine 
Learning Studio using simple sql-query language. The datasets are used to train a Ma-
chine Learning Model, which is then able to make (inaccurate) predictions. Tests of 
that model show if it works or if further improvements are necessary. 
With a tested and approved Machine Learning Model, predictions can be made. For 
that a web service must first be set up, which then forwards the prediction of the Ma-
chine Learning Model back to the user. Again, node-red is used to show the user 
graphically what is happening and what the results of the prediction are.  



 
Figure 4: Communication along the IoT-Stack 

6 Implementing Machine Learning 

6.1 Providing learning Data 

Machine Learning requires that prepared data is available, so-called learning data. 
Based on this data, a model is trained. The trained model then contains rules and in-
structions with which it can assign incoming data to the corresponding patterns and 
thus make predictions.  
Depending on the kind of prediction that is to be made, different approaches on re-
cording learning data are possible.  
In this case for example, there was no use to feed acceleration curves to the machine 
learning model as it “learns” row by row and thus will completely loose the time-in-
formation of the data. That’s why the time-information needs to be extracted before-
hand. A simple one-line dataset is needed that contains all the important data points. 
The data had to be prepared so that it was simple enough, yet accurate enough for the 
learning. Eventually, we ended up using a rather simple approach: From the sample 
shown in Figure 5, the values which were greater than one g or smaller than minus 
one g per sensor and axis were counted. Such that a complete motion can be repre-
sented a one single sample.  
 

6.2 Choosing a learning strategy 

In the given work a question is asked which has several possible answers. A robust 
learning strategy is required. Although there are selection guidelines and cheat sheets, 
it is not trivial to choose a learning strategy and requires extensive tests. 
In our case the task will be managed using multi-class classification, since they pro-
duced the most promising results. The ultimate goal is to train one or more Machine 
Learning Models so that they can identify robot motions and positions when fed with 



life data. To train a model one feeds it with prepared and tagged data and an algo-
rithm. This algorithm contains the logic. Which algorithm to use can be determined 
via the type of the problem or experimentally 
 

 
Figure 5: Data sample 

 

7 Conclusion and Outlook 

It is possible to upgrade existing installed base products to make them IoT capable 
with simple technologies and tools. However, on the way to the presented solution a 
lot of unexpected barriers had to be conquered. E.g. unexpected updates of cloud pro-
viders can change the complete communication pathway. 
Machine learning needs a lot of data. In the frame of this work only a limited number 
of samples was recorded, which led to unsatisfying predictions. Much more samples 
are needed to get reliable predictions. 
The aim of this study was to use standard tools and algorithms. Machine Learning 
means an infinitely large collection of tools. It is extremely difficult to understand 
how these tools interpret data.  
Furthermore, the preprocessing of data has an immense influence on the quality of the 
predictions. It would be thinkable to try out the mathematical programming language 
“R” to prepare datasets or even to write learning-algorithms. This would probably in-
crease transparency of data processing a lot. 
In this work acceleration sensors where the main source of data, it would be conceiva-
ble to use other sensors or even other sensor principles.  
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