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ROBUST PRECONDITIONERS VIA GENERALIZED EIGENPROBLEMS FOR
HYBRID SPARSE LINEAR SOLVERS

E. AGULLO, L. GIRAUD, L. POIREL

Abstract. The solution of large sparse linear systems is one of the most time consuming kernels in many
numerical simulations. The domain decomposition community has developed many efficient and robust methods in
the last decades. While many of these solvers fall into the abstract Schwarz (aS) framework, their robustness has
originally been demonstrated on a case-by-case basis. In this paper, we propose a bound for the condition number
of all deflated aS methods provided that the coarse grid consists of the assembly of local components that contain
the kernel of some local operators. We show that classical results from the literature on particular instances of
aS methods can be retrieved from this bound. We then show that such a coarse grid correction can be explicitly
obtained algebraically via generalized eigenproblems, leading to a condition number independent of the number of
domains. This result can be readily applied to retrieve or improve the bounds previously obtained via generalized
eigenproblems in the particular cases of Neumann-Neumann (NN), Additive Schwarz (AS) and optimized Robin but
also generalizes them when applied with approximate local solvers. Interestingly, the proposed methodology turns
out to be a comparison of the considered particular aS method with generalized versions of both NN and AS for
tackling the lower and upper part of the spectrum, respectively. We furthermore show that the application of the
considered grid corrections in an additive fashion is robust in the AS case although it is not robust for aS methods in
general. In particular, the proposed framework allows for ensuring the robustness of the AS method applied on the
Schur complement (AS/S), either with deflation or additively, and with the freedom of relying on an approximate
local Schur complement. Numerical experiments illustrate these statements.

Key words. preconditioning, SPD linear systems, robust, scalable, coarse space, generalized eigenvalue, parallel
hybrid (direct/iterative) solver

AMS subject classifications. 15A06, 65F08, 65F10, 15A12, 65N55

1. Introduction. Many scientific or engineering applications require at some point the solu-
tion of large sparse linear systems in parallel. Once the specific problem has been discretized, the
resulting matrix equation can be solved using either an external general purpose linear solver, or a
more specific solver tailored to the particular problem. With the first approach, referred to as the
algebraic approach, the user can benefit with little integration effort from the developments and
optimizations of black-box libraries which perform very well on modern architectures [4, 19].

On the other hand, the second approach often allows additional optimizations that further
exploit additional characteristics of the underlying problem and requires a tighter integration of the
solver within the application code. A widely used class of methods that fall in this latter category
are domain decomposition methods (DDM) [10, 20, 28, 30, 35], which are inherently parallel and
provide robust and scalable solvers for a wide range of physical problems.

In this article, we aim at combining the advantages of both these approaches. For that, while
remaining as algebraic as possible, we identify some key information to be provided to the solver
alongside the matrix. For symmetric positive definite (SPD) problems we show that providing the
matrix in a distributed fashion, as a sum of symmetric positive semi-definite (SPSD) matrices, is
enough to build a robust and scalable hybrid solver. This is a common situation when applying a
finite element method over a partitioned mesh, but the methods presented in this article are not
limited to this particular case: for instance, more complex discretizations such as the hybridizable
discountinuous Galerkin method [7] can be used instead.

The linear system to be solved is

(1.1) Ku = f,
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where K is a n x n sparse SPD matrix that does not need to be known explicitly. Instead, the
parallel application provides K to the solver as a sum K = Zfil ICZ(g) of N SPSD matrices Ing).

Even though ICEg ) is of size nx n, in practical applications it has only n; non-zero rows (and columns),
meaning that this matrix represents the interaction of only a subset of the unknowns from the global
problem. We define the global domain Q = {1,...,n} as the set of row (or column) indices in K,

and the subdomain Q; = {wii),wg), . ,wr(fi)} as the set of indices of the non-zero rows and columns

in ICEg ) (€; is the set of vertices in the adjacency graph of ICEg )). We introduce the n; x n canonical
restriction matrix Rgq, from Q to €;, such that for any vector u = (uq,...,u,) € R", Ro,u is
the vector (uw@), e ’“w(“) € R™. Then, we define the n; x n; SPSD matrix K; = RQiICEg)RS,

1 n; i

referred to as the local matriz of subdomain Q;, leading to

N
(1.2) K=> R, KiRa,.

i=1

The unknowns in any subdomain §2; can be partitioned into an interior Z; = {w € Q; s.t. Vj #j}
i, w ¢ Q;} and an interface I'; = {w € Q; st. 3j #1i w € Q;} = Q; \ Z;. If an unknown
w € (; appears in at least one other subdomain, then w € I';, otherwise w € Z;. This yields a
partition of the global domain Q = {1,...,n} =Z; U---UZy UT where ' =T U--- Uy is the
global interface.

Then, eliminating in parallel the interior unknowns following for instance [Section 2, 25] the
original system (1.1) reduces to a Schur problem defined on the interface T’

N
(13) SUF = .]fcvf‘, S = ZRITT Sz Rri,

=1

where the global Schur matrix S is SPD and the local Schur matrices S; are SPSD. Using the
classical index notation for referrin]% to sub-blocks of matrices and vectors, we have S = Krr —
Sy Krr Kz Kzr, fio = fr — Sisy Krz, Kz b fz, and 8; = Kr,r, — Kr,z,Kz % Kz,r,. From the
interface solution ur, the solution in Z; can be computed as uz, = ICi_lL (fz, — ICE:LICL.pup).

Algebraically, the problems (1.1) and (1.3) are very similar; their only difference is that even
when IC; is sparse, S; is in general a dense matrix (as soon as K; is irreducible). Although eliminating
the interior unknowns is often associated with specific DDM such as BDD [8, 26] or FETT [13], it is in
fact an optional step in the solution of Problem (1.1) and most domain decomposition methods can
be applied either directly on I or, after eliminating the interior unknowns, on S§. This elimination
step may take time and consume memory, but it allows us to reduce the size and the condition
number of the linear system (S) to be solved [5, 27], making it a useful optional preprocessing.
Since the theory presented in sections 2 and 3 can be applied to solve either the original problem
in (1.1) or the reduced Schur problem in (1.3), we write them in a general form as

N
(1.4) Ar=b, A=) R} AR,
i=1
where the global SPD matrix A, the local SPSD matrices A;, and the restriction matrices R; can

represent K, IC; and Rg, or S, S; and Rr, when solving (1.1) or (1.3), respectively. When needed,
a specific method M will be noted M/K or M/S to specify on which problem this method is
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applied. In both cases, A is SPD, assuming that the A; are assigned to different computing units,
Problem (1.4) can be solved in parallel using the preconditioned conjugate gradient method (PCG).

A good preconditioner M for (1.4) should have the two following properties: (1) M is SPD
and close to A™!, in the sense that the condition number x(M.A) should be as small as possible;
(2) it is easy to compute Mu for any vector u (at least much easier than A~*u). DDM are often
used to build such preconditioners of the form

N
(1.5) Mas => RIAIR,

i=1

where Vzl\z is a local problem associated with A on subdomain 4, and ' represents a pseudo-inverse.

These preconditioners have been studied for a long time using the abstract Schwarz (aS) theory
(see, e.g., [10, 35] for recent overviews). Two particular cases of preconditioners that fit this
description are the Neumann-Neumann (NN) preconditioner [26], with A; = D; 1.AiDi_ ! and the
Additive Schwarz (AS) preconditioner, with A; = RiART

N N
(1.6) Muyn = RTDAIDR;, Mas =Y RT (RiART) ' R,

i=1 i=1

where (D;)X, is a partition of unity such that vazl RID;R; = I, and I,, is the n x n identity
matrix. These two preconditioners are of particular importance, but any other SPSD matrix can
be used as the local preconditioner A; in (1.5).

Unless A; perfectly mimics the global action of A in subdomain €;, k(MasA) may significantly
increase with the number N of subdomains, leading to a non scalable numerical method.

Furthermore, if A; is singular, the pseudo-inverse is only defined up to an element in its null-
space ker(A;). To solve these two problems, a coarse space V; such that R} ker(A4;) C Vj

can be introduced, leading to the deflated aS preconditioner

N
(1.7) Mas,p = Vo(VFAVO) VT + (1, — Po) (Z RMJ&) (In — Po)"
=1

where Py = Vo(Vih AVo) Vil A is the A-orthogonal projection onto Vy. A simpler additive two-
level preconditioner can also be obtained by just adding the coarse component to the one-level
preconditioner

N
(1.8) Masz = VoVl AVp) 'V + > RTAIR,.

=1

While previous works had proposed bounds on the condition number x(M.A) on particular
numerical cases, often relying on analytical assumptions, Le Tallec and Vidrascu [25] derived an
algebraic bound for a new class of preconditioners, relying on the generalized Rayleigh quotient of
two local matrices. These preconditioners are called generalized NN in the original article; however,
because the generalization consists of handling an approximate matrix, we will instead refer to them
as approrimate NN preconditioners in the present article. The approximation is not related to the
use of inexact solvers to compute the preconditioner, but to the use of an approximation matrix

3
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A instead of A in the construction of the preconditioner. The approximate NN preconditioner is
in fact an exact algebraic NN preconditioner for A. Then, this approximate preconditioner is used
to accelerate the convergence of PCG applied on the exact matrix A, guaranteeing a convergence
towards the actual solution of Equation (1.4).

This class of approximate NN preconditioners generalizes classical NN but does not cover
the whole aS class of preconditioners. Note, for instance, that AS cannot be expressed as a NN
preconditioner. The first contribution (Section 2) of this article is to extend the result from [25]
by using a generic local preconditioner and cover a broader range of aS methods, which we name
approximate deflated a.S methods and consist of all deflated aS methods whose coarse grid consists of
the assembly of local components that contain the kernel of some local operators (that are formally
introduced below, in Definition 1). Interestingly, the bound we exhibit (Theorem 2) highlights the
key position of NN and AS among other local preconditioners in the Schwarz framework: they
provide two bounds on the spectrum of the preconditioned operator, and the convergence of any
aS local preconditioner can be evaluated by comparing it to these two well-known methods.

This bound depends on generalized Rayleigh quotients which are traditionally estimated using
functional analysis. Alternatively, we propose to control these Rayleigh quotients algebraically by
building the coarse space using eigenvectors of well chosen generalized eigenproblems (Theorem 10).
For that, we follow the Generalized Eigenvalue in the Overlap (GenEO) procedure [33]. This
second contribution (Section 3) results in an explicit procedure for building a robust coarse space
of any approximate deflated aS method leading to a bound on the condition number (hence on
the number of iterations of PCG) independent of the number of subdomains. This result can be
readily applied to retrieve or improve the bounds previously obtained via generalized eigenproblems
in the particular cases of AS/K [33], NN/S [34] and optimized Robin (SORAS/K) [18]. It also
generalizes these results to the approximate case. The idea of building a coarse space by solving
local eigenproblems in each subdomain was introduced in [15, 29]; it was successfully applied for
other DDM such as FETI-DP [12] or BDDC [9] in [22, 23, 24].

The third contribution (Section 4) of this paper is that the application of the considered coarse
grid correction in an additive fashion is robust in the approximate AS case (although it is not robust
for aS methods in general). The bound we obtain (Theorem 12) can be applied for retrieving the
bound obtained in [33], when the coarse correction is applied additively to the AS method on the
original matrix (AS/K). When working on the Schur matrix (AS/S) [6], the bound is still valid
and leads, as commented in [15], to a smaller coarse space compared to AS/K.

Numerical experiments illustrate our discussion in Section 5. A high performance implementa-
tion of the coarse grid correction of one particular, consistently robust method (AS/S) has further-
more been implemented in the high-performance MaPHyS! hybrid (direct/iterative) sparse linear
solver [2, 3] to eventually assess its performance on a modern parallel computer (Section 5.5) and
make this scalable method available to the scientific community.

The paper is organized as follows. Section 2 introduces a new class of approximate (deflated)
aS preconditioners and provides a bound on their condition number, which depends on generalized
Rayleigh quotients. Applying the GenEO procedure on two well chosen generalized eigenproblems,
Section 3 proposes a procedure to explicitly compute the coarse space while bounding these Rayleigh
quotients leading to a bound on the condition number (hence on the number of iterations of PCG)
independent of the number of subdomains. Section 4 shows that a similar result (and procedure)
can be obtained when the coarse grid correction is additively applied, in the case of approximate

1See https://gitlab.inria.fr/solverstack /maphys/
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AS problems. Numerical experiments illustrate our discussion in Section 5 before concluding in
Section 6.

2. Approximate abstract Schwarz preconditioners. In this section, we first define a class
of approximate aS preconditioners, which combine a local preconditioner A;, an approximate matrix
A and a coarse space Vj in Section 2.1. We then provide a bound on the condition number of this
class of methods in Section 2.2, whose proof is provided in Section 2.3.

2.1. Context.
DEFINITION 1 (Approximate abstract Schwarz preconditioner ./T/l/a& D).
In order to build such a preconditioner for Problem (1.4), we need the three following ingredients:

1. a set of symmetric positive semi-definite (SPSD) local preconditioners A;,
2. an approximation A of A such that

N
(2.1) 3 (AN, A= RTAR; and A; is SPSD,
i=1
(2.2) Jw_,wy >0, YweV w_ v Av < T Av <wy vl Av,
3. and a coarse space Vi such that
N o~ ~
(2.3) IO, Vo= RIVY with ker(4;)+ker(ANV) c V2,

i=1

where .%TENN) = Di_ljiDi_l.
We can then define a coarse matriz Ay = Vil AV, a coarse projection ’Po VO.AO VI A and the
approximate aS preconditioner is then defined as

(2.4) Mas.p = VoAV + (I, — Po) (ZRT ) (I, — Po)T.

Note that the matrix .KENN) introduced in (2.3) is the local matrix in the approximate NN pre-
conditioner My y p with the algebraic decomposition from (2.1). The matrices D; can be any
jENN)

partition of unity as in (1.6). is a scaled version of the local matrix JZZ in the approximation

Aof A.

When no approximation is used, after a suitable initialization, /f\/lva57 p can be replaced by
(I, — Po) (Zf\il R?A\IRZ) in the PCG iterations, as noted in [26].

2.2. Convergence result for MQS p. In each subdomain, we note N; = #{j # i, R; .Z’RT #*
0} the number of neighbors through the connectivity graph of A. We also define two local subspaces
VA and Vi as the orthogonal spaces of V0 for the inner products inferred by A; in range(A4;) and
.ZENN) in range(Ag ) respectively. Then,

(2.5) range(R;) =V e VP =V e vP,
(2.6) Yue VP, Yo EXZJ‘, Yw e Vit uT Ao = uTAENN)w =0.

5
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Finally, for any SPSD matrix B and vector u, we note |u|g = VuTBu the B-seminorm of u; if B is
SPD, we note it ||u||s.

THEOREM 2 (Convergence result for approximate aS).
The condition number of the preconditioned matrix Mys pA is bounded by

0%

a, |U|A<As>

max | 1, max (N; +1) sup W ,

—~ w
K(MgspA) < {1+ max sup
w SisN veVt

- ISISN g MZ(.NM
where ./TENN) = Di_ljiDi_l and .ZEAS) = RWZRZT
We see three factors in this bound: B
e The first one, with w; and w_, controls the quality of the approximation A. If no approx-
imation is used, then A = A and w_ = w, = 1.
e The second one is a generalized Rayleigh quotient between the local preconditioner /TZ- and
ANN) — DT A, D! defined in [25].
e The last one is a generalized Rayleigh quotient between the local preconditioner ﬁl and an
approximate AS preconditioner .ZEAS) = RZ./ZRlT
As for .ZENN) above with NN, .ZEAS) = RNZRZT is an algebraic generalization of the local matrix
in the AS preconditioner in Equation (1.6), built upon the approximation A instead of A.

the approximate NN preconditioner A;

Proof. The proof of Theorem 2 is a direct consequence of lemmas 6 and 8 in Section 2.3, using
the definition of

o(Mas p A) = 2mox(Mas.pA) O
>\min (M aS,DA)

CoROLLARY 3 (Convergence results for approximate AS and approximate NN).

We define the approximate AS and NN preconditioners MAS p and MNN p by replacing A
with .AiAS) or .AZ(-NN respectively in Equation (2.4). We also define N, = maxi<;<ny (N; +1).

Then, the condition numbers of J,\\/IJNN,DA and //\\/l/AS,DA are bounded by

|U|2~<AS>
M .A)<w—4r 1+ max sup
k(MaspA) < o R e S e e
|U|A*(AS>

(MNNDA) - “* max [ 1, sup

2 c:
_ V|,
vEVf‘ ‘ |A§NN)

Proof. The proof of Corollary 3 is a consequence of lemmas 6 and 7 for AS, and lemmas 5 and 8
for NN. |
Note that the bound for Mv NN,D in Corollary 3 is the same as in [Theorem 1, 25]. This bound

is tighter than the bound obtained by setting A A (NN) in Theorem 2; this comes from the fact
that the bound in Lemma 5 is also tighter than its generalization in Lemma 6.

The similarity of the bounds for AS and NN in Corollary 3 shows that the convergence of
these two methods are governed by the same quantity sup, _ |U|§{E asy/ |U|¢21,<- ~n - As aresult, with

6
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the same coarse space, we expect the AS/S method [6] to show the same convergence behavior
as the BDD method (NN/S) [26] or its dual counterpart FETI [13]. Although AS require more

communication than NN (each subdomain ¢ has to send the matrix block RJRZT.%LRlR;‘F to each

neighbor j) to setup the preconditioner, one advantage of using AS over NN is that the local

) is often singular in some domains while .ZEAS) remains SPD, and ./ZZ(-AS)*lui

is easier and faster to compute than .ZENN)

preconditioner /NlENN
Tui .

2.3. Proof of Theorem 2. To estimate the condition number of MGS,DA, we need to bound
the spectrum of this operator from above and below. The lower bound is a consequence of the
Stable Decomposition Lemma as stated in [35].

LEMMA 4 (Stable decomposition lemma).
If there exists a constant Cy, local matrices B; and extension operators Z;, such that ker(B;) C
ker(Z;) and every w € V admits a decomposition

N N
u = ZLW’ {u; € V;,0<i < N} that satisfies Z luilg, < CF [lull%.
i=0 =0
Then
N
Amin(MA) > G52, where M = ZL-B;[IZ-T.
i=0
Proof. see, e.g., Lemma 2.5 in [35]. 0

Then, although it is not directly used in the proof of Theorem 2, we first expose in Lemma 5

a lower bound for the spectrum of NN (uzl\l = .ZENN)) as it provides a good insight on the reason
behind the Rayleigh quotients in the bound presented in Lemma 6 for the general case.

LEMMA 5 (Lower bound for the approximate Neumann-Neumann preconditioner).

N
—~ ~ ~ —~ + ~
Let Myn.p = VoAV + (I, — Po) <Z RT AN Ri> (I, — Po)T.

i=1
Then,
~ 1
Amin(Myn,pA) > —.
w4
Proof. This is a consequence of Lemma 4 (see Theorem 1 in [25]). 0

If, instead of JZZ(.NN), another local preconditioner .Zz is used, there is no change on the bound
if we restrict the operators to the coarse space Vp since the application of the local preconditioner
is preceded and followed by projections (I, — Po) and (I, — Py)?. However, in the orthogonal of

the coarse space, the bound has to change and reflect the difference between .ZENN) and .,ZZ As is
proved in Lemma 6, the lower bound on the spectrum of Mva& pA can be deduced from the bound
for M ~nN,pA in Lemma 5 by adding a correction related to the generalized Rayleigh quotient
between .ZENN) and ﬁi in the orthogonal of the coarse space.

7
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LEMMA 6 (Lower bound for the approximate abstract Schwarz preconditioner).

2 —

— ol%,

1
)\min(MaS,D-A) Z : 1 + 1I<na<}§v Slip "U|2
+ 1S UEViJ‘ ./Z(.NN>

Proof. We want to split v into a sum of local contributions, while being able to uniformly
control the A;-norm of these contributions u; with the global A-norm of u to apply Lemma 4. For
any u and i > 1, we decompose D;R;u = ul + ui where uf € V. and uj € V. We then define
uy = (VOTJZVO)TVOTAU such that Vyug = 750u. We can use the facts that Zivzl RID;R; = I,, and
ZzN:o RIuY € Vy C ker(I, — Py) to obtain the decomposition

N
u = Pou+ (I, — Po)u = Voug + (I — Po) D_ R DiRu
=1
~ N ~ N
= Vouo + (In — Po) DRI (u +ui) = Voug + (I, — Po) Y _ Rl uj"

i=1 i=1

N
= ZLui where Zo =V, Z;= (I, — ﬁo)Ri and  w; = ui.
i=0

Since 750 isa /T—orthogonal projection, it holds that:

(2.7) luol%, = |uo|%/0T;VO = [Vouo|% = [Poul’} < |ul%}
- ol ol
(U (IS
C = max_sup 27“4" = max_sup 27“4
=N ey |U|Z£NN’ 1SSV e Vo 7 p
We can then use equations (2.6), (2.1) and (2.7):
N N
(2.8) Z |ull|i‘: < CZ |Rzu|i~1 = Clul? N RTAR, T Clul%,

i=1 i=1

N
uol%, + D lui %, < 1+ O ul’ < wi (1 +O)lul%,
=1

and the local norms are controlled by the global norm. Then, applying Lemma 4, we get

— 1 [v|%
Amin(MaspA) > — [ 1+ max sup —52— . 0
min{Mas,04) Wy ISiSNye%)L ‘UBT(NN)

Now that we proved a lower bound for the spectrum of M ~n,pA, we will prove an upper
bound in Lemma 8. We first recall a classic upper bound for AS preconditioners in Lemma 7 since
it explains the origin of the Rayleigh quotient in the bound for the general case.

8



297 LEMMA 7 (Upper bound for the approximate Additive Schwarz preconditioner).

N
— ~. ~ ~ —1 ~
208 Let Mas.p = VoAV + (I, — Po) (Z RT AAS) Ri> (I, — Po)"
i=1
299 Then,
1
30C Amax < —
00 a (MAS pA) oo Eax (N; +1).
301 Proof. This lemma is a particular case of Lemma 8 which is proven below. |
302 LEMMA 8 (Upper bound for the approximate abstract Schwarz preconditioner).
Mas.pA) < [ol%as
303 Amax (Mg < — 1, N;+1 2
(Mys.pA) - max max, (N; +1) 86131 HEA
2N A v ; A
304 i i
305 Proof. First, let us remark that
N
506 Mas,pAu= VoSV Au + (I, — Po) Z i(In — Po)" Au = ug + (I, — Po) ZR u;

3
307 i=1 =1

308 where ug = Pou and u; is the orthogonal projection of Xle(In — Py)T Au onto range(ﬁi) along
309 ker(A;) € V0 C ker [(In - 750)72?}

310 As a consequence, u; € \A/Z-L:
313 uf AV0 = uT A1, — Po)RTATA VO = uT A(I, — Po)RTV? = 0.
313 Then,
314 |/\/lag7DAu\} = |“0|?Z +|(In, 730 ZRTuZF < |u0|A +] ZRTW\Z
i=1 i=1
N
315 < Juol% + D (Ni + DR wil% = |uol% +Z (N + Dluily, grr
316 i=1 i=1
317  where we used the fact that
318 0< Z |R?uz — R]T’ujlfz =2 Z |R?uz iT — Z U?RZAVRJTUJ
1<i,j<N 1<i,j<N 1<i,j<N
RTAR;#0 RT AR ;#0 RTAR;#0
N N
319 (2.9) <2 (Z(Ni + 1) R wi| % — |ZR?U1|3> :
320 i=1 =1
321 Let us define
[v]? A4 |U|3@A‘RT
322 C =max |1, max (N;+1) sup 72 =max | 1, max (N;+1) sup ———= |.
T1<i<N eV |v| T1<i<N eVt v %




323 We can now write

N N
324 |-//\;l/aS,D¢z(U‘i” < C|UO|?Z + C’Z |U1|i = CuTPT Aug + OZUTJZ(LL — Bo)RT A Ay
=1 i=1
325 = CuT,Iﬂa&Dﬁu < C|U|;|/Was,p«1u|;
éﬁ‘? |MaS,DuZU‘_Z < C|U|A',

328 and use the same strategy as in [25] to obtain our result:

— 2 1 % 1 [Mas,pAv|; _ C
329 Amax(Mas pA) = max I;}# < max —‘2# < ma; —w < —,
’ veV |u|A-_, veV w_ |ul3~_, veV w_ lv] w_
MaS,D Ma.S,D
— 1 |U|%{AS)
330 Amax(Mas,pA) < — max | 1, max (N; +1) sup : 1]
w— lsisN veVt |’U|_Z
331 : i
332 3. Building the coarse space via generalized eigenproblems. The bound in Theorem 2

333 has originally been estimated through functional analysis after a coarse space has been chosen. A
334 more algebraic approach is to build the coarse space Vj by solving a generalized eigenproblem in
335 each subdomain in order to control the Rayleigh quotient as proposed by [33, 34] for AS/K and
336 NN/S, respectively. This approach has also been successfully applied to other aS variants such
337 as the SORAS method [18], in which case two eigenproblems are needed. The case where the
338 correction is applied additively as in [11, 15, 33] for AS is treated in Section 4.

339 The connection between the GenEO method and Theorem 2 comes from the following lemma:

340 LEMMA 9 (Bound on the Rayleigh quotient).

341 Let B be a SPSD matriz, C a SPD matriz and n > 0 be a parameter.
342 If V= span({p, Bp=XCp, A <mn}) and V;*5 = {u € range(B),Yv € V;;,u” Bv = 0},
2
1

343 then sup % < -

uGVlB ‘u B n
344 Proof. Since C is SPD, the generalized eigenproblem Bp = ACp has solutions (Ag,px) with
345 p{Cpl = 5kl and prpl = )\kékl.
346 Now, let u € VWLB. We can project w on the basis (pg)r: u =, rpi.
347 If k is such that A\ < n, then p, € V,, and 0 = uT'Bpy = A\pay. As a consequence, aj = 0

348 because if Ay, =0, py € ker(B) = (mnge(lﬁ'))L 1w and aj = ulp, = 0. This leads to

2 2
349 % - M < 1 0
350 lulz — Dnesq Ak T M
35 Following the GenEO methodology, we propose to build the coarse space Vj by solving two gen-
5

eralized eigenproblems to control the condition number of approximate aS preconditioners through
two parameters a > 0 and 5 > 1.
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THEOREM 10 (Condition number of aS preconditioners). If le\i is SPD and the coarse space

N
is defined as Vo = > RTVL with

i=1
VY =span({pf, AN Vp = MAp, M <o}
U, Api = MATIp N < (N 187
then, we can bound the condition number

— er

K(Mas,pA) < (14+a)p.

w

Proof. Using Lemma 9 and the definition of ‘ZJ- and ‘//\'f- in 2.2, we can bound the Rayleigh
quotients

2
v]% |U|X<AS> B
sup A <a, sup —3— <
11":"~/',iL |U‘_ZENN) 1)6‘71-L ‘ |_,Zl NZ +1
Replacing these bounds in Theorem 2 gives the result. ]

COROLLARY 11. In the NN or AS cases, for any a > 1, we can define
i ANN) i i q(AS) i -
Vi = span({p}. ANpt = NAMIL N <a ).
Then, Corollary 3 and Lemma 9 give

“(MVAS,DA) < Zi (1+a) N, K(MVNMD.A) < Zi a N,.

If o~ = miny; 4o(A},), then V) = ker(ANN)) = D, ker(A;) and the resulting coarse space for NN
is exactly the same as in the BDD algorithm.
With small variations in the generalized eigenproblems considered, Theorem 10 and Corollary 11

retrieve or improve previous GenEO results and generalize them to the approximate case: AS/K
[32, 33], NN/S [34] and SORAS [18].

4. Additive Coarse Correction.

4.1. Context. The preconditioner Mva& p separates the part of the solution that is in Vj
(on which a direct coarse solve is performed through ﬂ};% from its ;l—orthogonal part (on which
the local preconditioner M,s = Zfil RZT.,ZQL R; is used to accelerate convergence). Eigenvalues
or Rayleigh quotients A corresponding to vectors in the coarse space V are shifted to 1 by the
coarse solve, and to 0 by the projection steps (I, — Py) and (I,, — Po)T, so the overall effect of the
deflated preconditioner is to shift them to 1 exactly. If we skip these projection steps, we obtain an
approximate additive two-level preconditioner Mg 2 similar to M,gs 2 presented in Equation (1.8).
In this case, without the projection steps eigenvalues are shifted to 1 + A. As a result, this coarse
correction applied on big eigenvalues only makes them bigger, thus hampering convergence. This
additive coarse correction can only be effective to tackle the lower part of the spectrum since small
eigenvalues A < 1 are shifted to 1 + A =~ 1.
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The one-level AS method has already an upper bound on the spectrum (see Lemma 7), and

only the lower bound needs to be recovered, making it an ideal candidate for an additive coarse
correction. In this section, we show that in the approximate AS case, when A; = AEAS) =R;ART,
the projection steps can be removed without losing robustness. Namely, we still have a bound for the

condition number of the additive two-level AS method independent of the number of subdomains.

THEOREM 12 (Condition number of the 2-level approximate AS preconditioner).

N
Let MAS,2 = VO./ZQL)VOT + ZR?./Z{Z(AS)ilR,, and Nc = MaXj<;<N (Nz + 1)
i=1
Then, we can bound the condition number

Wi ‘v‘i‘gAS)
k(Mys2A) < — [N+ 1+ (Ne +2) max sup ————

w_ 1<i<N

: N, +1).
= vef/iL |U|X(NN)

For any a > 0, if we choose

i Py i i J(AS) i i -
VP = Spa”({pka A(NN)Pk = )‘kAg )Pk, A <o 1})7

(2

it holds that

K(Mays2A) < Zi [N + 1+ a(N.+2)] (N +1).

Theorem 12 generalizes [Theorem 4.40, 33] to the approximate case, while improving the
bound.

A spectral coarse space composed of eigenvectors of a generalized eigenproblem was earlier
proposed in [11, 15]. In those studies, the authors also discuss the analytical and numerical interest
of using AS,2/S instead of the more traditional AS,2/KC to reduce the size of the coarse space. In
comparison, our method is more algebraic in the sense that it does not need a stable interpolation
operator, nor the mass matrix.

Proof. If we apply Lemma 7 without a coarse space and consider Vj as another subdomain in
the decomposition, we get

)\maX(MAS,QA) < (NC + ].)

1
w_
The lower bound is a consequence of Lemma 4. We define u) € V;* and u;" € ‘N/il such that
D, R;u = u? + uf as in the proof of Lemma 6. We now introduce ug such that Vyug = sz\; RiTu?,
and v = Vouo + Zf\]:l RIuit.
We get from Equation (2.8) that

|U|3~§AS) |U|$zigRiT

N N
Z w2 as) = Z lut|% < Clul% with C = max sup : = .
21 2114 A ISISN o ‘U‘?ZENN) |v|33,f1f1:D;1
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Then, we can use the same method as in Equation (2.9):

N N
ol — Jue S RTuEE < (Vo4 1) (|u|3+ 5 mfuﬁ})

=1 i=1

N
=(N.+1) <|u|iT +)° uﬂ;mlr) < (Ne+1D)(1+O)|ul%
=1

N
Juo %+ D i3, g < [Ne+ 1+ (Ne +2)C Jul’y < wp [Ne+ 1+ (Ne +2)C] ful’y.
i=1

We then use Lemma 4 with Zy = Vy, Z; = R and B; = IzT./ZL to get the bound

-1
0]

1 RiART
Amin(Mas2A) > — |Ne +1+ (N. +2) max sup —s—-
Wy LSISN et |U|X(NN>
We can then conclude with Lemma 9. 0

5. Numerical experiments.

5.1. Experimental setup. The methods introduced in sections 2, 3 and 4 are tested on a
problem similar to what is presented in [33]. We use the Finite Element Method (FEM) with Q1
elements to solve a heterogeneous diffusion equation V- (kVu) = 1 in a 3D stratified medium. The
domain [0, N] x [0,6] x [0,1] is discretized on a regular mesh of (5N 4 1) x 31 x 6 nodes. The
domain is divided into N identical subdomains along the first axis. Along the second axis, it is
divided into 10 layers (of 5N x 3 x 5 elements each) of alternating conductivity £k = 1 and k = K
(K is a heterogeneity parameter). A Dirichlet boundary condition is applied on the left of the
domain (z = 0), a Neumann condition on every other boundary. Using a FEM discretization on
each subdomain gives rise naturally to a set of local SPSD matrices and a global matrix that is
SPD. The geometry and 1D partitioning of this test case are chosen so as to emphasize the effects of
using a coarse grid correction: indeed, without a coarse correction, the number of iterations grows
as O(N v 4) where d is the dimension of the partitioning. Using a 3D partitioning of the global
domain, one would need more than 7M subdomains (192%) to illustrate the same effect as in the
experiments presented here with a 1D partitioning and 192 subdomains. The layered structure of
the domain is introduced to deteriorate the condition number of the local subproblems. Since all
subdomains (except the first and last ones) are identical, the bound on the condition number of the

method in Theorem 2 is independent of N if at least the kernels of ./TENN) and .zzl\z are included in V;
a coarse space that only includes these kernels (as in BDD for instance) thus yields a method that
can be considered as robust in this regard, while being considerably simpler to compute than the
coarse space proposed in this article. However, the condition number still depends on the inverse
of the smallest eigenvalues not included in the coarse space, which can be quite close to 0 if the
local problems are ill-conditioned (i.e., if K is big). As a result, the condition number, although
independent of N, can still be too large for the iterative solver to converge in a reasonable number
of iterations. Building the coarse space by solving the generalized eigenproblems as proposed in
Section 3 yields a more robust method in the sense that the condition number of the method can
be controlled independently of both IV, K, and the particular choice of a local preconditioner. We
consider three aS methods: the AS and NN preconditioners introduced in Equation (1.6) and a

13



Shifted (Sh) preconditioner whose local matrix is obtained by shifting the diagonal of A, by 1 to
remove its potential singularity: MVSh = Zfil R;‘F(.ZZ + I,,,)R; where I,,, is the identity matrix
of same size as A;. If built on the Schur matrix, ./T/l/gh is a (non-optimized) Robin preconditioner.
The optimization of the Robin condition as proposed in [16] is not considered here as it is out of
the scope of this paper. It is introduced as an example of a more generic aS preconditioner than
AS and NN; as such, two generalized eigenproblems need to be solved to compute the coarse space
for Sh as opposed to only one for AS and NN. Each of these method is assessed with A = K or
A =S8. Equation (1.4) can therefore either result from:

e the FEM discretization (1.1) of the global problem, in which case the preconditioner is said
to be applied on the original matrix K and the abstract Schwarz method is noted aS/K;

e or the substructuring system (1.3) obtained by eliminating the interior variables from Equa-
tion (1.1), in which case the preconditioner is said to be applied on the Schur matrix S and
the method is noted aS/S.

We study the numerical behaviour of these methods under the constraint of a bounded condition
number or an imposed coarse space size in sections 5.2 and 5.3, respectively. We then study
the approximate case with an empirical approach in Section 5.4, using a so-called sparsification
technique. Our numerical results overall confirm [11, 15] regarding the numerical interest of using
AS,2/S instead of the more traditional AS,2/K method to reduce the size of the coarse space.
Section 5.5 eventually illustrates the parallel behavior of that promising variant.

The partition of unity D; is computed using the diagonal values of A;. The condition numbers
of the preconditioned matrices are estimated using the eigenvalues of the tridiagonal Lanczos ma-
trix computed during the PCG iterations (see, e.g., [14]). The stopping criterion is based on the
normwise backward error ||b — Axy||/||b]| < 1075.

5.2. Imposing an a priori bound on the condition number. We proved in Section 3 that
it is possible to control the condition number x(M,s p.A) of aS methods through some parameters
a and . For now, we do not use any approximation (whose effects are the object of Section 5.4),
hence /TZ =A; and w_ = wy = 1. In order to compare the three methods, we first choose a bound
x and then we choose o and 8 such that x < x:

e for AS (resp. NN), Corollary 11 states that x < (1 4+ «)N, (resp. k¥ < aN.). We choose
a=x/N.—1 (resp. « = x/N.).

e for Sh (or any other aS preconditioner), Theorem 10 states that x < (1+«)S and we choose
a=\/T/A+x—1/2and B =/T/4+ x +1/2.

When we do not impose an upper bound (x = 00), no coarse space is used and results are
presented only for AS and Sh. We observe (Figure 1) that the condition number x grows quadrat-
ically with the number of subdomains N and that the number of iterations to reach convergence
(Figure 2) is proportional to the number of subdomains (note the log scale for the $x$-axis). This
lack of scalability is the main motivation for using a two-level method. We also note that, with-
out a coarse space, our AS preconditioner outperforms the Sh preconditioner, especially when the
heterogeneity K is high: the AS preconditioner performs a more appropriate local solve than the
very basic Sh preconditioner. As expected, the condition number is also lower when working on the
Schur matrix S instead of K, since all the interior unknowns are solved using a direct method and
do not appear anymore in the iterative process.

When we impose an upper bound on the condition number (x = 10,000 or xy = 100), we observe
that the condition number x does indeed drop below the prescribed bound x, independently of the
number of subdomains N, the local preconditioner AS, NN or Sh, the heterogeneity K and the
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Fic. 1. Imposing an a priori bound x on the condition number using deflation. Whatever the chosen target x,
we ensure that the condition number of the iterative problem k(M.A) remains below x. Each preconditioner (AS,
NN, Sh) can be applied either on the original matriz K (aS/K), left, or in a substructuring context on S (aS/S),
right.

choice of operating on K or §. However, this a priori control on the condition number comes at
the expense of having to use a direct solve on a coarse space Vj whose dimension can be quite
large. Each subdomain computes a local coarse space V,? of dimension nq(f) (Figure 3) and the size
of the global coarse space therefore grows linearly with the number of subdomains. Since without
deflation (y = oco) the Sh preconditioner applied to the original matrix X does not perform very
well in the heterogeneous case, the size of the coarse space necessary to obtain a condition number
below the target x is very large (up to 87 vectors per subdomain). However, using a better local
preconditioner such as AS or NN can greatly reduce the size of the coarse space, as well as working
on the Schur matrix S instead of K.

5.3. Imposing an a priori coarse space size. We showed in the previous section that we
can effectively control the condition number x of the method by building the coarse space using
two parameters a and [ as presented in Theorem 10. However, this can lead to an impractically
large coarse space and we now consider the context where the size n, of the local subspace in each
subdomain is chosen a priori. Instead of choosing the coarse space by comparing the eigenvalues
to a threshold, we thus keep the eigenvectors associated with the n, smallest eigenvalues. Once the
coarse space is computed, we know what threshold would have led us to keep the same number of
vectors and we can get, a posteriori, a bound on the condition number of the method: if A, 11 is
the lowest eigenvalue corresponding to a vector not in the coarse space, Theorem 10 ensures that
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Fi1c. 2. Number of iterations when imposing an a priori bound x on the condition number.

k(Msnp A) < Ne(14+1/An,41)/Any+1. As in Section 5.2, this bound can be improved for NN and
AS preconditioners using Corollary 11 and Theorem 12:

o K(Mnn,p A) < NefAn, 41

o K(Masp A) < Ne(1+1/ A, 41);

o K(Myso A) < (Ne+1)[Ne+ 14 (Ne+2)/Any41)-

The Schur matrix S is smaller and better conditioned [5, 27] than the original matrix K.
Furthermore, in a 2-level domain decomposition framework, eliminating the interior unknowns
significantly improves the convergence by reducing the size of the coarse space needed to take into
account the physical hetoregeneity in the domain [15]. In accordance with these theoretical results,
Figure 4 highlights the benefits of operating on S (Figure 4, right) instead of K (left): the condition
number is consistently smaller when applying any aS method on S instead of K. Without a coarse
space (n, = 0, top), the results are consistent with Figure 1, top (x = 00): the condition number
K increases with the number of subdomains N. Choosing n, = 1, our coarse space reduces to a
classical partition-of-unity coarse space [31] and is sufficient in the homogeneous case (K = 1, plain
lines); we notice that NN,D/S then reduces to classical BDD where the condition number does
not depend on N but remains fairly large for large values of K. However, in the heterogeneous
cases (K = 100 or 10,000, dashed lines), this simpler coarse space is not enough to get a scalable
method: one eigenvector per high-conductivity inclusion is needed in the coarse space to build a
robust method [15]. In our case, with 5 high-conductivity layers passing through all the subdomains,
n, = 5 eigenvectors are enough to bound the condition number for AS/S and NN/S. Using the
Sh/S method, since two eigenproblems are solved in each subdomain, 10 vectors are needed to get
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FiG. 3. Mazimum size of the local coarse space when tmposing an a priori bound x on the condition number.
Note that AS and NN overlap with each other. In most cases, only few vectors per subdomain are enough but the
least robust methods can induce a relatively large local coarse space V%-0 in some cases.

a good convergence (bottom right).

With a large enough coarse space, the three methods NN,D/S, AS,2/S and AS,D/S perform
quite similarly, with a slight advantage for NN. However, when the coarse space is too small (n, = 1
and K = 10,000 for instance), AS,2/S and AS,D/S have a significantly smaller condition number
than NN,D/S, and they appear more robust. As a consequence, we will choose for our proposed
high performance implementation to focus on the AS;2/S method (Section 5.5).

5.4. Approximate case: Empirical study of the impact of sparsification. The con-
vergence results for approximate aS methods in sections 2, 3 and 4 apply for both aS/KC and aS/S
cases. However, for a matter of conciseness, we now only focus on the latter context for illustrating
the impact of approximation, as the above experiments showed the numerical benefits of operating
on the Schur complement. For that, we approximate the dense matrix S; with a sparse matrix S;, by
dropping some entries in the matrix. This process is called sparsification. In a very heterogeneous
medium (K > 1), some entries in S corresponding to couplings between unknown separated by a
low-conductivity layer, are negligible. We use the symmetry-preserving strategy of dropping s;; if
|sij| < €(sii + sj;), where € is a parameter that controls the sparsity (see, e.g., [6]).

The benefits of sparsification are evaluated by assessing the proportion nnz(LLT) of non-zero
elements in the Cholesky factorization ‘SA‘Z = LLT of the local preconditioner. In Figure 5, we
evaluate the impact of sparsification on the robustness of the method. It appears that, up to a
certain level, we are still able to find a robust coarse space despite having significantly reduced
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Fic. 4. Condition number when imposing an a priori size n, for the local coarse space Vio‘ We are still

able to significantly reduce the condition number of the methods. The best convergence results are obtained with the
AS,D/S method.

the memory footprint of the preconditioner. For instance, with a sparsity parameter of ¢ = 0.001,
although 88.8% of the entries in the factorization of the preconditioner are dropped, our coarse
space with n, = 5 vectors per subdomain still significantly improves the convergence.

These results are very promising as they show we can efficiently apply an approximate scheme
to reduce the complexity of two-level aS methods. However, the considered sparsification technique
is delicate for ensuring an a priori condition number. Approximation through hierarchical matri-
ces [17] might better fit this objective, for bounding w_ and w; and ensure theorems 10 and 12
apply. This is left for future work (see [1] for preliminary investigations in this direction) and we do
not consider approximation techniques in the high performance implementation we propose below.

5.5. Performance of AS,2/S on a modern parallel computer. The excellent numerical
properties exhibited above by the AS,2/S method motivated the design of an high-performance
code of that variant. For that, we relied on the MaPHyS package and we added a coarse grid
correction to the baseline, one-level AS/S variant [3] for the purpose of the present study. MaPHyS
is a parallel hybrid (direct/iterative) sparse linear solver. Its Setup step relies on third-party sparse
direct solvers for efficiently performing the elimination of the interior variables and computing the
local Schur complement S;. Subdomains are processed concurrently, each subdomain being associ-
ated with a process. The computation of the one-level preconditioner (still within the Setup step)
is then performed with neighbor-to-neighbor communications. The Solve step consists of classical
preconditioned conjugate gradient iterations. In particular, global synchronizations are only re-
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F1G. 5. Up to a certain level, the sparsification does not break the robustness of the method: using a big enough

coarse space (n, = 5), it is possible to discard 88.8% of the entries in the factorization of the preconditioner without
losing convergence.

quired for computing dot products while the matrix-vector product can be performed concurrently
on each subdomain and the application of the (one-level) preconditioner only requires neighbor-to-
neighbor communications. We extended MaPHyS to ensure a coarse grid correction as follows. In
the Setup step, the generalized eigenproblems are processed concurrently on each subdomain; the
matrix associated with the resulting coarse space is then assembled and factorized using a third-
party parallel sparse direct solver. In the Solve step, a coarse solve is added in the application of the
preconditioner at each iteration. Due to the nature of the coarse space, these operations add global
communications and synchronizations in the algorithm and particular care must be taken in their
implementation in order to achieve good scalability and parallel efficiency. Several parallelization
strategies for the coarse correction are currently investigated and will be discussed in a future work.
In the current experiment, the coarse matrix 4q is assembled and factorized redundantly on disjoint
sub-communicators (obtained by splitting the global one) in order to reduce the number of global
communications during the solve step.

We now present a weak scalability study conducted on test cases similar to the ones introduced
in Section 5.1, but with larger subdomains. Each subdomain is indeed a cube discretized on
a 31 x 31 x 31 mesh with 29,791 unknowns. There are now 6 alternating conductivity layers
(K = 10,000), and we consider a scenario with an imposed coarse space size (as in Section 5.3)
using 3 vectors per subdomain. No approximation is performed. The same stopping criterion as
above is used. The experiments have been conducted on the Occigen machine at CINES. Each node
is composed of two Haswell (E5-2690V3) 12-core processors running at 2.6 GHz. A subdomain is
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associated with a process, binded on a CPU core. MaPHyS was compiled with Intel 17.0 and Intel
MPI 2017.0.098. All dense operations are performed with the Intel Math Kernel Library (MKL)
2017 (including the Lapack dsygvx routine for solving the eigenproblems, that allows one to only
compute a targeted subset of eigenpairs). Sparse factorizations are performed with the MUMPS
5.0.2 sparse direct solver [4] together with the ParMetis 4.0.3 partitioner [21].

Table 1 compares the behavior of our extension of MaPHyS relying on the proposed coarse grid
correction described above (AS,2/S) with the baseline, one-level version of MaPHyS [3] (AS/S).
The number of subdomains N, which is equal to the number of MPI processes and CPU cores used
for the respective computation, the total number of unknowns n = (30N +1) x 31 x 31 and the size
of the coarse space ng are provided in the table along with the maximum (among all subdomains)
time in seconds needed to perform the Setup step, the Solve step or both steps (Total) and the
number of PCG iterations performed during the Solve step, for both the AS/S method (left) and
the AS,2/S method (right). The Setup step includes the time spent in the factorization of the
local matrices and the computation of the local Schur complement matrix using a sequential sparse
direct solver, the assembly and factorization of the local Schur complement, the solution of the
generalized eigenproblems, the construction and the factorization of the coarse matrix. The Solve
step corresponds to the PCG iterations and the final computation of the interior unknowns. We
observe that the addition of the coarse correction increases the Setup time and the individual cost
of each iteration (up to a factor 2), mainly due to the induced global communications. On the
other hand, the number of iterations of AS,2/S remains stable, leading to a drastically overall
reduced Solve time compared to the baseline AS/S method (up to a factor 37 when the 44,283,841
unknowns are distributed among 1,536 subdomains). As a consequence, in a scenario consisting of
solving a linear system with a single right-hand side, the coarse grid usage reduces the total time
to solution (Setup + Solve) when the number of subdomains (and CPU cores) is equal to or higher
than 384. In another common application scenario where multiple (say, p), successive, right-hand
sides must be solved, the total time to solution (Setup + p Solve) may then essentially be governed
by the Solve step if p is large. In that latter case, the benefits of the coarse grid may then thus be
tremendous on large scale computers.

TABLE 1
A weak scalability study was performed using the MaPHyS parallel solver. The Setup, Solve and Total times are
the max among all subdomains, in seconds (s). Each subdomain is associated with one MPI process binded on one
CPU core. N is the number of subdomains, n is the size of K and ng is the size of the coarse space. Without coarse
correction, the Setup time remains stable, whereas the Solve time grows linearly with the number of domains. The
coarse correction adds to the Setup time but keeps the number of iterations constant, thus improving the scalability.
Without coarse correction, no convergence was achieved on 3,072 domains.

AS/S AS,2/S

N n ng | Setup  Solve  Total # iter | Setup  Solve Total +# iter
24 692k 72 | 3,64 0,47 4,12 38 | 6,13 0,30 6,44 15
48 14M 144 | 3,67 0,87 4,54 62 | 6,52 0,30 6,83 15
9 2.8M 288 | 3,79 1,62 5,41 119 | 6,52 0,31 6,84 15
192 56M 576 | 3,75 3,17 6,92 233 | 6,59 0,33 6,92 15
384 11.1M 1.1k | 3,87 5,02 8,90 371 | 6,61 0,32 6,93 14
768 22.1M 2.3k | 3,78 8,30 12,1 609 | 6,61 0,33 6,95 14
1536 44.3M 4.6k | 4,13 15,1 192 1,077 | 6,96 0,40 7,38 14
3072 88.6M 9.2k - - - - 7,24 0,42 7,70 14
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6. Conclusion. In this paper, we have proposed a new class of aS preconditioners, so-called
approximate aS preconditioners. These preconditioners are fully algebraic in the sense that they
do not require any other information apart from SPSD subdomain matrices. This class is wide as
it consists of all aS preconditioners, provided that their coarse space results from the assembly of
local components that contain the kernel of some local operators (Definition 1). In particular, it
generalizes the class of approximate NN preconditioners introduced in [25] (named generalized NN
in the original paper). We exhibited a bound on the condition number of all approximate deflated aS
preconditioners (Theorem 2). This bound depends on generalized Rayleigh quotients and generalizes
the result from [25] beyond the class of approximate NN methods. Applying a GenEO procedure
on two well chosen generalized eigenproblems, we proposed to explicitly compute the coarse space
while bounding these Rayleigh quotients leading to a bound on the condition number (hence on the
number of iterations of PCG) independent of the number of subdomains. We also showed that a
similar bound can be obtained when the coarse space is applied additively for the subclass of newly
introduced approximate AS methods.

The results presented in this paper can be readily derived to retrieve the bounds previously
obtained via generalized eigenproblems in the particular cases of AS/KC [11, 33], NN/S [34] and
optimized Robin (SORAS) [18]. It also generalizes these results when used with approximate local
solvers. Furthermore, they allowed us to define a coarse space for the AS method applied on the
Schur complement (AS/S) [6], leading to an extremely robust substructuring method, for which
the coarse space can be applied either with deflation or additively, and with the freedom of relying
on an approximate local Schur complement. Numerical experiments illustrated these statements.
In particular, they motivated an high-performance design of a coarse grid correction for AS/S. We
implemented it within the MaPHyS package. Parallel experiments showed the significant benefits
that the resulting AS,2/S solver could bring.

A challenge opened by the present study is to determine an explicit procedure to perform the
approximation while achieving a given a priori bound on the condition number. We also plan to
study the effects of the method on the spectrum and on the empirical convergence of non symmetric
test cases.
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