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ABSTRACT

The different lengths and conduction velocities of axons connecting cortical regions of the brain yield information
transmission delays which are believed to be fundamental to brain dynamics. A critical step in the estimation
of axon conduction speed in vivo is the estimation of the inter hemispheric transfer time (IHTT). The IHTT is
estimated using electroencephalography (EEG) by measuring the latency between the peaks of specific electrodes
or by computing the lag to maximum correlation on contra lateral electrodes. These approaches do not take the
subject’s anatomy into account and, due to the limited number of electrodes used, only partially leverage the
information provided by EEG.

Using the previous published Connectivity Informed Maximum Entropy on the Mean (CIMEM) method, we
propose a new approach to estimate the IHTT. In CIMEM, a Bayesian network is built using the structural
connectivity information between cortical regions. EEG signals are then used as evidence into this network to
compute the posterior probability of a connection being active at a particular time. Here, we propose a new
quantity which measures how much of the EEG signals are supported by connections, which is maximized when
the correct conduction delays are used.

Using simulations, we show that CIMEM provides a more accurate estimation of the IHTT compared to the
peak latency and lag to maximum correlation methods.
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1. INTRODUCTION

The different lengths and conduction velocities of axons connecting cortical regions of the brain yield information
transmission delays which are believed to be fundamental to brain dynamics.1,2 While early work on axon
conduction velocity was based on ex vivo measurements,3,4 more recent work makes use of a combination of
diffusion Magnetic Resonance Imaging (MRI) tractography and electroencephalography (EEG) to estimate axon
conduction velocity in vivo.5,6 An essential intermediary step in this later strategy is to estimate the inter
hemispheric transfer time (IHTT) using EEG. The IHTT is estimated by measuring the latency between the
peaks of specific electrodes or by computing the lag to maximum correlation on contra lateral electrodes.7 These
approaches do not take the subject’s anatomy into account and, due to the limited number of electrodes used,
only partially leverage the information provided by EEG.

In previous work,8,9 we proposed a method, named Connectivity Informed Maximum Entropy on the Mean
(CIMEM), to estimate information flow in the white matter of the brain. CIMEM is built around a Bayesian
network which represents the cortical regions of the brain and their connections, observed using diffusion MRI
tractography. This Bayesian network is used to constrain the EEG inverse problem and estimate which white
matter connections are used to transfer information between cortical regions. In our previous work, CIMEM
was used to infer the information flow in the white matter by assuming a constant conduction velocity for all
connections. In this context, the conduction speed, and thus the delays, were inputs used to help constrain the
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problem. Here, we interchange the variables and the parameters and instead assume that the connection used
to transfer information across the hemispheres is known, due the design of the acquisition paradigm, but that
its conduction velocity must be estimated. The result in a novel method to estimate the IHTT in addition to
the axon conduction velocity that makes full use of the information provided by EEG and diffusion MRI.

2. METHODS

Our strategy to estimate the IHTT is built on a generative model of the EEG measurements which incorporates
both the cortical surface and the underlying white matter connections. To make the current document self
contained, we briefly summarize this generative model here. A more detailed presentation and discussion is
available in our previous work.8,9

2.1 CIMEM Generative Model and Inverse Problem

The sources of brain activity are distributed on the cortical surface with their orientations fixed and normal to
the surface. Let x = [x1,1, x2,1, ..., xN,1, x1,1, ...xN,T ] ∈ RNT be the concatenated vector of source intensity where
N is the number of sources and T is the number of time samples. These sources of brain activity are related to
the EEG measurements through the forward model10

m = Gx (1)

where m ∈ RMT is the concatenation of M measurements at each time sample. The matrix G ∈ RMT×NT

is the lead field matrix which projects sources onto sensors and is a known quantity. Because our formulation
considers all time samples simultaneously, the lead field matrix is block diagonal with each block containing the
usual lead field matrix.

In theory, any vector of source activity x can be used in the forward problem of Equation 1 to generate the
measurements m. In practice however, certain configuration are more likely than others. For example, x can be
expected to contain spatial correlation between neighboring sources and temporal correlation between sources
connected by white matter axons. To capture the spatial correlation, we parcellate the brain into NS regions,
assign a state Sk to each, and group them in a region state vector S. The state of a cortical region provides
information about the intensity of the individual sources within the region. For example, it can be expected that
the sources of a region that is in the active state will have a higher average intensity than the sources in a region
that is in an inactive state. To capture the temporal correlation, we connect the brain regions using NC white
matter connections, assign a state Ci to each of them, and group them in a connection state vector C. It is
essential to note that, at the temporal resolution of EEG, white matter connections do not transfer information
instantaneously. The callosal axons of the splenium, for example, are between 150 to 200 mm long and introduce
a communication delay of 25 to 35 milliseconds between the left and right occipital lobes, assuming a conduction
velocity of 6 m/s.3 These delays are well above the millisecond temporal resolution of EEG. Connections in our
model therefore introduce activation delays that reflect the length and conduction velocity of axons. As such, the
state of a connection provides information on the cortical regions it connects across time and enforce a temporal
regularization into the model. For example, if a connection is in the active state, it forces the regions it connects
to also be in the active state with a specified delay. Here, both brain regions and connections are assigned two
possible states: active or inactive. To link these states of cortical regions and connections to source intensity,
we define a reference law dµ(x) = µ(x)dx which encodes our global prior knowledge of cortical source activity.
Specifically, we define dµ(x) to have the form

dµ(x) =
∑
{C}

NC∏
i=1

ϕ(Ci)
∑
{S}

NS∏
k=1

π(Sk|Cγ(k))dµ(xk|Sk) (2)

where the sum over state vectors indicates a sum over every possible state combinations, where xk contains
the sources of the kth brain region, and where Cγ(k) is the set of connections reaching the kth brain region.

The density dµ(xk|Sk) encodes the likelihood of a configuration xk given the kth region’s state, the density
π(Sk|Cγ(k)) encodes the likelihood of the region state given its connections, and ϕ(Ci) is the likelihood of the



ith connection’s state. A more detailed derivation of Equation 2 is available in our prior work.9 In summary,
Equation 2 reflects that the activity of sources depends on the state of the region to which they belong and
that the activity of a region depends on the activity on the regions to which it is connected. Because of the
hierarchical relationship between sources, regions, and connections, Equation 2 defines a Bayesian network which
can be used to compute the likelihood of any source configuration. In addition, the Bayesian network can also
be used to infer the most likely brain configuration (source intensity, region states, connection states) given the
observations. This can be achieved by finding the probability law p(x) whose average fits the measurements and
that is closest to the reference law dµ(x). We therefore propose to solve the problem

minimize
p(x),λ,λ0

∫
p(x) ln

p(x)

µ(x)
dx− λ(m−G

∫
xp(x)dx)− λ0(1−

∫
dp(x)) (3)

where the first term is the Kullback-Leibler divergence between p(x) and µ(x), the second term is the data
fit, and the third term is a scaling to ensure p(x) is a probability distribution. This can be shown11,12 to be
equivalent to solving the problem

λ∗ = arg min
λ

ln

∫
exp (λTGx)dµ(x)− λTm (4)

where λ∗ completely determines the optimal p(x), λ, and λ0 of Equation 3. Because λ∗ captures the compromise
between the EEG observation and the priors of the model, it can be used to compute a posterior probability for
all variables of the model. Here, we are specifically interested in the posterior probability of active connections,
defined as

Z(Ci,n = 1) =

∫
exp (λ∗TGx)dµ(x|Ci,n = 1) (5)

which is derived from the first term of Equation 4.

2.2 IHTT Estimation

The original purpose of CIMEM was to map information flow in the white matter from combined EEG and
diffusion MRI measurements. In this context, the conduction velocity of white matter axons must be given as an
input and serves to constrain the solution space. Our suggestion was to use diffusion MRI to select the available
white matter connections and attempt to identify which of them are active at a given time. The output of
our algorithm was then a subset of white matter connections whose delays and cortical endpoints explain the
measurements. In contrast to this approach, here we assume that the white matter connections that support the
data are known, but that their conduction velocity and induced delay must be estimated. A prime example is
the estimation of the IHTT, where the communication between the left and the right hemisphere is assumed to
go through callosal white matter axons. An approximation of the geometry of these axons can be obtained using
diffusion MRI and added to the CIMEM model while ignoring all other brain connections. For each connection
of the model and at every time instant, a variable is added to the model with two possible state: active (0) or
inactive (1). EEG signals are then used as evidence into this network to compute the posterior probability of a
connection being active at a particular time. Recall that Z(Ci,n = 1) is the posterior probability that the ith

connection is active at the nth time point obtained by solving the CIMEM problem of Equation 4. We define
the connectivity power of the ith connection as

Γd(Ci = 1) = N−1
N−1∑
n=0

Z(Ci,n = 1)2 (6)

for a given delay d. The connectivity power is then computed for a series of delays and the estimated delay for
a given connection is the one that maximizes Γd(Ci). The rationale is that the CIMEM model will only be able
to use the connection to explain the EEG measurements if the selected delay is correct.

For comparison purposes, the IHTT was also estimated using the peak latency and lag to maximum correlation
methods.7 For the peak latency method, the IHTT is estimated by computing the temporal difference between
the location of the maximum magnitude on the left and right lateral occipital electrodes. For the correlation
method, the Pearson correlation is computed between the left and right lateral occipital electrodes for all time
lags and the lag with maximal correlation is selected.
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Figure 1. Examples of simulated EEG signals for a delay of 11, 8, 5, and 2 samples (a, b, c, d). The left and right lateral
occipital sensors are displayed in green and red, respectively. All the other sensors are displayed in grey.

2.3 Data Simulation

To evaluate the performance of our algorithm, EEG signals were generated using a realistic head geometry and
acquisition montage with 63 electrodes. The cortical surface used for simulation was reconstructed from a T1
weighted MRI of a healthy subject using FreeSurfer and decimated to 8000 vertices. EEG signals were generated
by selecting the sources of the left and right lateral occipital cortical regions and assigning them intensities using
a multivariate Gaussian with a mean of 1 and a covariance based on the cortical distance between sources. The
left and right sources were then modulated by two temporal Gaussians with a variance of 80 ms whose difference
in mean was adjusted to obtain the desired delay. The forward operator used to project cortical activity onto
sensors was computed using OpenMEEG13 with the source locations corresponding to the vertices of the cortical
surface.

3. RESULTS

Examples of the simulated EEG signals are illustrated in Figure 1. As the delay between the left and right
activation is reduced, both waveforms merge to produce a single peak. In addition, due to volume conduction,
the peak does not occur at the same location on all electrodes. This effect will be more pronounced as the width
of the activation, i.e. its duration, is increased. As both the peak latency and correlation methods rely only on
the shape of the recorded signal, this will have an effect on their estimation of the IHTT.

A few representative examples of the connection power computed using CIMEM as a function of the simulated
delay are illustrated in Figure 2. The EEG measurements were simulated with a delay of 11, 8, 5, and 2, which
corresponds to a conduction speed of 1.82, 2.5, 4, and 10 m/s, respectively, for a white matter connection of
100 mm and EEG signals sampled at 200 Hz. In all cases, we observe that the maximum of the connection power
curve corresponds to the simulated delay illustrated by a vertical red line in the graphs.
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Figure 2. The connection power (Γ) as a function of the delay used for the reconstruction for simulated delays of 11, 8, 5,
2 samples (a, b, c, d). The maximum connection power corresponds to the simulated delay illustrated by the red vertical
line.

The mean estimated speed as a function of the simulated speed is illustrated in Figure 3. Both the peak
and correlation method overestimate the conduction speed for simulated speed of 5 to 10 m/s. For the Gaussian
waveform simulated in this study, these speeds correspond to the range where the left and right occipital activa-
tions overlap. As previously illustrated in 1, this distorts the shape of the waveform observed on the electrodes
and shifts the position of the peak. On the other hand, the mean speed estimated with CIMEM more closely
corresponds to the true simulated speed as the volume conduction, the anatomy of the subject, and all electrodes
are taken into account.

4. CONCLUSION

The estimation of the inter hemispheric transfer time is a critical step in the estimation of in vivo axon conduction
velocity. Current methods rely on sensor space delays and thus do take the subject’s anatomy into account. In this
work we have presented a new method to estimate the inter hemispheric transfer time and thus axon conduction
velocity. Our new approach, based on our previously published CIMEM algorithm, takes the subjects anatomy
into account and leverages all of the information provided by EEG. In simulations, CIMEM outperforms both
the peak latency and lag to maximum correlation methods for the estimation of the IHTT.

A hypothesis that is common to the peak latency, lag to maximum correlation, and our method is that the
inter hemispheric transfer time can be represented by a single value. In practice, due to the distribution of axonal
diameters in the white matter,14 using a distribution of values may be more realistic. We believe our method
may be adapted to provide this information and modifying it is the topic of our current work.

In addition to estimating white matter delays and thus providing an insight into brain dynamics, our method
may also be used to probe the microstructural information of specific white matter bundles. For example, it has
been shown that axon diameters and myelin both affect axon conduction velocity.3,15 Therefore, by providing
an estimate of conduction velocity, our could potentially be used to validate in vivo microstructure estimates
provided by diffusion MRI.



Figure 3. Mean estimated speed as a function of the simulated speed in meters per second for the peak, correlation, and
CIMEM approaches. The speed is computed from the IHTT for a connection with a length of 100 mm and EEG signals
sampled at 200 Hz. The shaded area indicates the standard deviation for each method.
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