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ABSTRACT

This work addresses the problem of learning from large collections
of data with privacy guarantees. The sketched learning framework
proposes to deal with the large scale of datasets by compressing them
into a single vector of generalized random moments, from which the
learning task is then performed. We modify the standard sketching
mechanism to provide differential privacy, using addition of Laplace
noise combined with a subsampling mechanism (each moment is
computed from a subset of the dataset). The data can be divided be-
tween several sensors, each applying the privacy-preserving mech-
anism locally, yielding a differentially-private sketch of the whole
dataset when reunited. We apply this framework to the k-means
clustering problem, for which a measure of utility of the mechanism
in terms of a signal-to-noise ratio is provided, and discuss the ob-
tained privacy-utility tradeoff.

Index Terms— Differential Privacy, Sketching, Sketched
Learning, Compressive Learning, Clustering.

1. INTRODUCTION

In the last few decades, the size and availability of datasets has in-
creased exponentially. While this data promises serious advances, its
sheer size represents a challenge and calls for new machine learning
methods able to process large datasets efficiently, both in time and
memory. In addition to tractability issues, using and publishing this
data raises serious privacy concerns, and there is a need for machine
learning algorithms that guarantee the privacy of users.

In the compressive learning framework [1], the dataset is com-
pressed into a vector of generalized random moments (sometimes
referred to as the sketch), from which the learning phase can then
be performed with greatly reduced computational resources. In this
paper, we propose a mechanism based on this approach to learn from
compressed datasets with provable privacy guarantees, by comput-
ing noisy moments from dataset subsamples. This mechanism is
shown to provide differential privacy [2], a popular privacy defini-
tion introduced by Dwork et al. Informally, it ensures that the output
of a machine learning algorithm does not depend on the presence of
one individual in the dataset.

Our method operates in a distributed context, where the dataset
is shared across multiple devices, each producing and releasing pub-
licly, once and for all, a scrambled sketch from the data it has access
to. This can be done on the fly, and with low memory consumption.
The sketches from each device are then averaged into one global
scrambled sketch by a central analyst, who uses it later for a machine
learning task. The learning task is formulated as an inverse problem
as in traditional compressive learning. While this paper focuses on
k-means clustering, our method is general and can easily be applied
to other learning tasks such as Gaussian mixture modeling or princi-
pal component analysis. In the case of clustering, we show that the
utility of a noisy sketch, i.e. its quality for subsequent learning, can

be measured by a signal-to-noise ratio; we use this quantity to ex-
plain the tradeoff existing between privacy and utility and motivate
our choice of parameters.

We give some background on k-means clustering, compressive
learning and differential privacy in Section 2, and introduce in Sec-
tion 3 our attack model and data release mechanism. Privacy guar-
antees and utility measures are provided respectively in Sections 4
and 5, the tradeoff between the two is discussed in Section 6 and
related works are presented in Section 7.

2. NOTATIONS AND BACKGROUND

The general goal of (unsupervised) machine learning tasks is to infer
parameters of a mathematical model from a dataset X , {xi ∈
Rd}ni=1 of n learning examples. In this paper, we focus on one such
task to illustrate our method’s capabilities: the k-means problem,
that seeks, for a dataset X , to find k cluster centroids C , {cj ∈
Rd}kj=1 minimizing the sum of squared errors (SSE):

C∗ = arg min
C

SSE(X , C) , arg min
C

∑
xi∈X

min
cj∈C
‖xi− cj‖22. (1)

As solving (1) exactly is NP-hard [3], a variety of heuristics have
been proposed [4], the most widely used being Lloyds’ k-means al-
gorithm [5]. These methods typically require multiple passes on the
entire dataset X , which becomes prohibitive in time and memory
when n is large. Compressive learning [1] bypasses this shortcom-
ing by first compressing X into a single vector zX ∈ Cm (called the
sketch) before performing the learning task. The sketch is defined as
the sample average of random Fourier features [6], i.e.

zX = 1
n

∑
xi∈X zxi with zx , 1√

m
exp

(
iΩTx

)
∈ Cm, (2)

where m is the sketch dimension and Ω = [ω1, . . . ,ωm] is a matrix
composed of m frequency vectors ωj ∈ Rd, generated randomly
according to a specific distribution (see [7] for details). The most
promising advantage of compressive learning is that the sketch size
m required to learn models from zX does not depend on the dataset
size n. For instance, it was shown that the compressive k-means
method [8] achieves an SSE close to the one obtained with Lloyd’s
k-means provided m = Ω(dk), i.e. provided that m is of the order
of the number of parameters to learn. Moreover, the sketch can be
computed in one pass, in parallel, and is easy to update when addi-
tional data is available. Finally, when n is large, the impact of one
single sample xi on zX is small, due to the aggregation, leading
us to believe that sketching methods are good candidates to build
privacy-preserving methods.

Differential Privacy (DP) is a powerful privacy definition, intro-
duced by Dwork et al. [2], that is widely recognized as a standard
and robust definition. Intuitively, differential privacy ensures that
the result of an algorithm running on private data does not depend
significantly on the contribution of one specific person or record in
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Fig. 1. Our attack model: L devices should protect the privacy of
their local datasets (Xl)1≤l≤L while allowing an algorithm to learn
a model from it (in our case, the centroids C∗). The (public) matrix of
frequencies Ω is used for both “private sketching” and “compressive
learning”. All devices publish their scrambled sketches sXl , which
are combined into the global sketch sX .

the dataset. The definition of differential privacy involves a class of
datasets and a neighboring relation over datasets. We denote D the
set of all datasets in Rd, and we define two datasets as neighbors if
they differ by at most one record, i.e. X ∼ X ′ ⇔ (|X |= |X ′| and
|(X ∪ X ′) \ (X ∩ X ′)| ≤ 2).

Definition 1 (Differential Privacy). Given a neighboring relation∼
between datasets in D, a randomized algorithm f is said to achieve
differential privacy with privacy parameter ε (noted ε−DP) if for
any measurable set S of the co-domain of f :

∀X ,X ′ ∈ D s.t. X ∼ X ′ : P [f(X ) ∈ S] ≤ eεP
[
f(X ′) ∈ S

]
.

(3)

Differential privacy is widely recognized as a strong and particu-
larly conservative definition of privacy. By definition, it protects the
privacy of a record even against an adversary who knows all other
records in the dataset. Furthermore, it has been shown to be resis-
tant to many classes of attacks [9]. Formally, our definition provides
event-level DP [10], which is equivalent to user-level if each person
has only one record in the dataset. However, implementing differ-
entially private mechanisms for general purpose analytics is still an
open challenge [11]. Although some statistics cannot be computed
anymore from the (scrambled) sketch, our mechanism still allows to
solve multiple learning tasks [1].

3. ATTACK MODEL AND PRIVACY MECHANISMS

In our setup, represented in Figure 1, the dataset X is distributed
across L devices (e.g. a personal computer or smartphone, a server,
or a sensor). Each device l locally stores a dataset Xl (disjoint of all
others), assumed to contain |Xl|= n0 learning examples each, for a
total number of records of n , |X |= Ln0. Each of these devices
is trusted, in that it holds data in clear. Each device compresses
its data, and publishes its scrambled sketch to a central agent, that
will compute the total sketch and perform computations on it. Once
the local sketch has been computed, the device can delete the data
used. In our attack model, an attacker is able to observe all scram-
bled sketches, but cannot interact further with the devices. Addition-
ally, the sketching mechanism is not kept secret, i.e. the adversary
knows the random matrix of frequencies Ω, the sketching parameters
(αr and σξ, introduced in Definition 3), and the dataset shape (d and
n0). For simplicity, in our analysis we assume that all datasets have

the same size, but in practice each device can actually use the mech-
anism with a different value of n0, corresponding to the size of its
local dataset. Our method also works if the dataset is not distributed,
i.e. if L = 1 (in which case the data holder can also be the analyst,
who only publishes the result of the computation C∗).

Compressing the local dataset Xl to the sketch zXl reduces
the transmission costs and computational resources required during
learning, but cannot guarantee differential privacy as such (consider
for instance the extreme case n0 = 1). Instead, the devices thus pub-
lish a distorted, scrambled sketch sXl , formally described hereafter.
Our construction of sXl relies on the Laplace mechanism (a strat-
egy to make an algorithm differentially private by adding Laplacian
noise on its output [12]), that we combine with random subsam-
pling. The sketch being complex, we first introduce a complex
Laplace distribution from which the noise will be drawn.

Definition 2. A random variable z follows a complex Laplace
distribution of parameter β (denoted z ∼ LC(β)) iff its real
and imaginary parts follow independently a real Laplace dis-
tribution of parameter β/

√
2. In that case, z admits a density

pz(z) ∝ exp(−(|<z|+|=z|)
√

2/β) and σ2
z = 2β2.

We now define, for a standard deviation σξ ∈ R+ and a number of
measurements r, the local and global scrambled sketches.

Definition 3 (Local sketching mechanism). The scrambled sketch
sXl of a dataset Xl = {xi}n0

i=1 located on one device, using r ∈
J1,mK , {1, · · · ,m} measurements per record and a noise stan-
dard deviation σξ, is defined as

sXl,
1

αrn0

∑n0
i=1(zxi� bxi) + ξ√

αrmn0
, (4)

where bxi
iid∼ U(Br) for all i ∈ J1, n0K, ξj

iid∼ LC(σξ/√2
)

for
all j ∈ J1,mK, Br , {b ∈ {0, 1}m|

∑m
j=1 bj = r} is the set of

binary masks b selecting exactly r coefficients, αr , r/m is called
the subsampling parameter, and � is the pointwise multiplication.

Normalizing by αrn0 is needed to ensure Eb,ξ[sXl ] = zXl . The
noise is therefore normalized by

√
αrn0 for coherence, and also by√

m to be consistent with the individual sketches defined in (2).
Intuitively, masking records improves the privacy of the mech-

anism given that each record contributes to only r components in-
stead of m. This is however not sufficient to ensure differential pri-
vacy: knowing all but one record still allows an attacker to isolate a
record’s contribution, which justifies the addition of noise in (4). In
practice, masking also helps to drastically reduce the sketching com-
putational time. We now explain how to merge the different sketches
to compute the global scrambled sketch, which is used for learning.

Definition 4 (Global sketching mechanism). If X1, . . . ,XL are L
local datasets of n0 samples each, stored on different devices, the
global scrambled sketch of X = ∪Ll=1Xl is defined as follows:

sX , 1
L

∑L
l=1 sXl . (5)

Note that if the local datasets have different sizes, each device
can additionally release its dataset size, so that we can compute the
mean sketch with the correct ponderations. Releasing the size does
not affect differential privacy (if X ∼ X ′, then X and X ′ have
the same size). For the rest of the paper, we stick to our simplified
scenario for easier readability, i.e. all datasets have n0 samples.

Note that if the devices can communicate privately (e.g., using
cryptography), we can also consider making Ω private. In this set-
ting, sketches could be sent privately and noise added after averag-
ing, which would reduce the amount of noise needed for privacy.



4. ACHIEVING DIFFERENTIAL PRIVACY

We now show formally that the proposed local and global mecha-
nisms to compute scrambled sketches are differentially private.

Proposition 1. The local sketching mechanism given in Definition 3
with r measurements per input sample and noise standard deviation
σξ = 4

√
2αrm√
n0ε

, where αr , r/m, achieves ε-DP (Definition 1).

Proof. Let X and X ′ be two datasets such that X ∼ X ′, that we
rewrite as X = {xi}n0−1

i=1 ∪ {x} and X ′ = {xi}n0−1
i=1 ∪ {x

′}.
The scrambled sketch sX of X can be written

sX = 1
αrn0

∑n0−1
i=1 (zxi � bxi) + 1

αrn0
(zx � bx) + ξ′,

where ξ′ , (αrmn0)−1/2 ξ is the rescaled noise. When condition-
ing on B , {bxi}

n0−1
i=1 ∪ {bx}, the sketch sX admits the density:

psX (s|B) = pξ′
(
s− 1

αrn0

∑n0−1
i=1 (zxi�bxi)− 1

αrn0
(zx�bx)

)
∝ exp

(
− 2
σξ′

[∥∥∥<(s̃B − zx�bx
αrn0

)∥∥∥
1

+
∥∥∥=(s̃B − zx�bx

αrn0

)∥∥∥
1

])
.

where s̃B , s− 1
αrn0

∑n0−1
i=1 (zxi � bxi).

Now for a set of masksB, we denoteB′ =
{
b′xi
}n0−1

i=1
∪{b′x′}

the equivalent set of masks for X ′, i.e. such that b′xi = bxi for all
samples xi appearing in both datasets, and b′x′ = bx. We get

psX(s|B)

psX′ (s|B′) = exp
(

2
σξ′

[∥∥∥<(s̃B− zx′�bx
αrn0

)∥∥∥
1
−
∥∥∥<(s̃B− zx�bxαrn0

)∥∥∥
1

+
∥∥∥=(s̃B − zx′�bx

αrn0

)∥∥∥
1
−
∥∥∥=(s̃B − zx�bx

αrn0

)∥∥∥
1

])
(i)

≤ exp
(

2
αrn0σξ′

[
‖<(zx′−zx)�bx‖1 + ‖=(zx′−zx)�bx‖1

])
(ii)

≤ exp
(

2
αrn0σξ′

· r · 2
√
2√
m

)
(iii)
= exp

(
1
σξ

4
√

2αrm√
n0

)
= exp(ε),

where (i) comes from the triangle inequality, (ii) from
∑m
i=1 bi =

r, the normalization of the sketches by 1/
√
m and maxθ,θ′ cos(θ)−

cos(θ′) + sin(θ) − sin(θ′) = 2
√

2, and (iii) results from the fact
that σξ′ = (αrmn0)−1/2σξ by definition of ξ′.

The binary masks being drawn with uniform probability, we get

psX (s) =
∑
B∈(Br)n0 |Br|−n0 psX (s|B)

≤
∑
B′∈(Br)n0 |Br|−n0 exp(ε) psX′ (s|B′) = exp(ε)· psX′ (s).

Integrating this density yields the desired result.

Note that the n−1/2
0 factor in the noise standard deviation comes

from the fact that the local mechanism itself is adaptive to n0 in
its definition. Our mechanism only uses the size of the dataset (as
opposed to other approaches relying on local and smooth sensitivi-
ties [13]), which under our definition of neighbouring datasets can
be published without breaking differential privacy.

Masking impacts the parameter αr , which helps to reduce the
amount of noise required to get differential privacy, but will also
impact the utility as we show in Section 6.

When the dataset is distributed across multiple devices, the com-
position properties of differential privacy can be used to get a result
on the global mechanism, as shown in the following proposition.

Proposition 2. The global sketching mechanism given in Defini-
tion 4, combining the sketches obtained from the different devices
with the local mechanism (Definition 3) with r measurements per
input sample and noise standard deviation σξ = 4

√
2αrm√
n0ε

on each
device, achieves ε-DP (Definition 1).

Fig. 2. (Left) Correlation between relative (w.r.t. k-means with 3
replicates) SSE and SNR for different values of αr and σξ, using
m = 10kd. Medians of 40 trials, blue area shows the standard
deviation. (Right) SSE as a function of SNR and m/kd, using n =
105, interpolated from a 12x12 grid, means of 40 trials, k = d = 10.

Proof. The devices operate on disjoint subsets of the global (dis-
tributed) dataset, so this is a direct consequence of the parallel com-
position property of differential privacy [14, Section 2.4.2].

5. EXPERIMENTAL MEASURE OF UTILITY

Having defined our mechanism, and shown that it achieves differen-
tial privacy, we now show how the noise and masking impact utility,
defined for k-means as the SSE. For this, we define the signal-to-
noise ratio (SNR) of the mean sketch and show experimentally that
the SSE is directly driven by this SNR and the sketch size m. These
results are formulated for an arbitrary noise variance σ2

ξ and masking
parameter r. In section 6, we will use the theoretical values found in
Section 4 to study how ε−DP affects utility.

Definition of the SNR. We first compute the variance of one
value of the noisy global sketch of a distributed datasetX , computed
using Definition 4 (i.e., using L devices with n0 samples each) and
Definition 3 with r measurements per input sample. We make the
assumption that the samples of X have been drawn according to a
distribution π, and denote z = Ex∼πzx. From (5) we get

Var((sX )j) = 1
L

VarX ,(bi)n0
i=1,ξ

[
1

αrn0

∑n0
i=1(zxi�bi)j+

ξj√
αrmn0

]
= 1

L

(
1

(αrn0)2
n0Varx∼π,b∼Bern(αr)[(zx)jb] +

σ2
ξ

αrmn0

)
= 1

αrn0L

(
1
αr

(
αr
m
− |αrzj |2

)
+

σ2
ξ

m

)
=

1
m
−αr|zj |2+

σ2ξ
m

αrn0L
.

Hence, the SNR is defined as follows:

SNR ,
‖z‖2∑m

j=1 Var((sX )j)
=

αrn0L‖z‖2

1− αr‖z‖2 + σ2
ξ

. (6)

Of these parameters, n0 and L are fixed by the context (data format
and application), and αr , σξ and m are free parameters of the mech-
anism. Provided that σξ is independent of αr , the SNR is therefore
maximized when σξ is as small as possible, and when αr = 1.

Measuring utility with the SNR. We now provide experimen-
tal simulations to exhibit the relation between the SNR and the SSE.
All experiments are run in Matlab and based on the SketchML-
box toolbox, and learning is performed using the CL-OMPR algo-
rithm [8]. For all experiments in this paper, data is drawn in Rd ac-
cording to a mixture of k Gaussians π = 1

k

∑k
i=1N (µi, Id), where

(µi)1≤i≤k ∼ N (0, (1.5k1/d)2Id). Figure 2 (left) depicts the cor-
relation between relative (w.r.t. Lloyd’s k-means) SSE and SNR for



Fig. 3. Relative SSE (utility) vs. ε (privacy), for different values of
L, αr and m. Variances are similar for all methods. CKM stands
for “Compressive k-means”, and in that case the dashed lines corre-
spond to αr = 1. Medians over 20 trials (less for EUGkM). Syn-
thetic data, d = k = 10, n = 107. Best viewed in colors.

k = d = 10 and m = 10kd, for different values of r and σξ. Note
that in the definition (6) of the SNR, the quantity ‖z‖2 is always
smaller than 1 because the features (2) are scaled by m−1/2, and
depend on the data and frequencies distribution. Experiments per-
formed on data drawn according to mixtures of k > 1 Gaussians
showed that we always obtain ‖z‖2 ≈ δ , 0.35 for the chosen
distribution of the frequencies [7], independently of the mixture’s
parameters. In our experiments, we use this numerical approxima-
tion to generate values of αr or σξ for a given SNR. The correlation
observed between the two quantities underscores the soundness of
using the SNR as a measure of utility for a given sketch size.

Role of the sketch size. In Figure 2 (right), we plot the rela-
tive SSE (i.e. the ratio between the SSE obtained with our method
and the SSE obtained with Lloyd’s algorithm), for n = 105 using
different sketch sizes and SNRs, computed using additive noise and
without subsampling (r = m). The red dashed line corresponds
to m = kd, and as expected [8] the reconstruction fails below this
line. From this plot, we derive that when m is greater than 10kd,
one can consider that the reconstruction is successful provided that
SNR×m/(kd) ≥ 100 (which corresponds to the yellow area, i.e. a
relative SSE below 1.2).

6. PRIVACY-UTILITY TRADEOFF

In this section, we study the tradeoff existing between privacy guar-
antees and utility measures proposed respectively in Sections 4
and 5. When plugging the value of σξ required to obtain ε-DP
(Proposition 1) into the SNR (6), we obtain an expression of the
latter parameterized by ε and other parameters of the mechanism:

SNR(ε;n0, L, αr,m) =
αr n0 Lδ

1− αrδ + 32αrm2

n0ε2

. (7)

We show in Figure 3 the privacy-utility curves, i.e. the relative
SSE as a function of ε, obtained for different values of n0, L, αr and
m, and we use this expression of the SNR (7) to explain the results.

We also compare our method with DPLloyd [15], a noisy vari-
ant of Lloyd’s iterative algorithm, and EUGkM [16], which builds
a noisy histogram of the data. DPLloyd was implemented in mat-
lab according to [17], using 5 iterations as suggested by the authors.
Initialization is performed either uniformly, or using the method pro-
posed in [16]. We used the python EUGkM implementation1 of the

1https://github.com/DongSuIBM/PrivKmeans

authors, with the suggested initialization.
When using L = 1 devices (centralized dataset), we obtain

good clustering results, i.e. a relative SSE below 1.2, provided that
ε > 10−2. The parameter αr does not change much the results, as
the variance term induced by the subsampling operation (i.e. using
αr < 1) is small compared to the one induced by the additive noise
in (7). Therefore we are free to use αr < 1 to reduce the com-
putational cost, without degrading utility. Standard DPLloyd seems
to perform poorly compared to our method, but using the improved
initialization [16] does help significantly. For EUGkM, only points
corresponding to lower values of ε could be calculated due to the
histogram-based nature of the algorithm, the number of bins becom-
ing substantial; such methods are mostly suited for low-dimensional
datasets of moderate size. We thus conclude that our method per-
forms at least as well as previously developed ones, while requiring
less computations, having a controlled memory usage, and being us-
able in a distributed setting.

7. RELATED WORK

Differentially private k-means has already received attention in
the literature. Addition of Laplacian noise has for instance been
used in the SuLQ framework [15] that proposes a noisy version
of Lloyd’s iterative algorithm (DPLloyd), or in non-interactive ap-
proaches, such as EUGkM, that release noisy histograms of the
data [18, 16]. The noise level is sometimes adapted to the instance
on which the algorithm is performed, such as in the sample and
aggregate approach [13]. The exponential mechanism, another stan-
dard approach choosing the output probability w.r.t. a user-defined
utility measure, has also been used with genetic algorithms [19].
Private coresets have been investigated by Feldman et al. [20, 21].
The popular k-means++ seeding method has also been general-
ized to a private framework [22]. Balcan et al. investigated the
large-scale high-dimensional setting with an approach based on
Johnson-Lindenstrauss dimensionality reduction [23]. Many other
embeddings based on random projections have been proposed as
privacy-preserving encoding of data, see e.g. [24], often assuming
that the projection matrix is unknown to the adversary.

Closer to our work, Balog et al. recently proposed to release
kernel mean embeddings [25], either as sets of synthetic data points
in the input space or using feature maps (as we do). Their work
rely on the Gaussian mechanism, resulting in a weaker definition of
differential privacy with an additive term δ > 0. Studying the utility
of a mechanism based on mean embeddings is, to the best of our
knowledge, something new in the literature.

8. CONCLUSION

Compressing a dataset not only reduces the resources required for
learning, but also intrinsically helps to build private algorithms.
We propose a sketching method based on the addition of Laplacian
noise, coupled to a subsampling mechanism for efficiency, which is
proven to be differentially private.

Although we focused on k-means clustering, other learning
tasks can be solved in a compressive manner and should be inves-
tigated, such as Gaussian mixtures fitting or principal components
analysis. We leave for future work the idea of using quantized
sketches [26] (quantization for privacy has already been consid-
ered [27, 28]), and leveraging fast transforms to speed-up the pro-
cess [29]. Using additive noise on the data samples themselves is
also a possibility that should be investigated.
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[1] Rémi Gribonval, Gilles Blanchard, Nicolas Keriven, and Yann
Traonmilin, “Compressive statistical learning with random
feature moments,” arXiv preprint arXiv:1706.07180, 2017.

[2] Cynthia Dwork, “Differential privacy: A survey of results,” in
International Conference on Theory and Applications of Mod-
els of Computation. Springer, 2008, pp. 1–19.

[3] Daniel Aloise, Amit Deshpande, Pierre Hansen, and Preyas
Popat, “NP-hardness of Euclidean sum-of-squares clustering,”
Machine learning, vol. 75, no. 2, pp. 245–248, 2009.

[4] Anil K Jain, “Data clustering: 50 years beyond K-means,”
Pattern recognition letters, vol. 31, no. 8, pp. 651–666, 2010.

[5] Stuart Lloyd, “Least squares quantization in PCM,” IEEE
transactions on information theory, vol. 28, no. 2, pp. 129–
137, 1982.

[6] Ali Rahimi and Benjamin Recht, “Random features for large-
scale kernel machines,” in Advances in neural information pro-
cessing systems, 2008, pp. 1177–1184.

[7] Nicolas Keriven, Anthony Bourrier, Rémi Gribonval, and
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