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Abstract. In this paper, we propose and implement a system based on 

Generative Adversarial Networks (GANs), to create novel car designs from a 

minimal design studio sketch. A key component of our architecture is a novel 

convolutional filter layer, that produces sketches similar to those drawn by 

designers during rapid prototyping. The sketches produced are more aesthetic 

than the ones from standard edge detection filters or gradient operations. In 

addition, we show that our system is able to generate hitherto unseen 

perspectives of a car, given a sketch of the car at just a single viewing angle. For 

extensive training, testing and validation of our system, we have developed a 

comprehensive, paired dataset of around 100,000 car images (with transparent 

backgrounds) and their respective sketches. Our work augments human 

intelligence and creativity using machine learning and deep neural networks. 

Our system has the significant benefit of reducing the cycle time in the sketch-

to-image process which has largely been considered a creative domain. This is 

achieved by learning to interpret a preliminary sketch drawn by a designer, to 

generate novel visual designs in a matter of seconds, which may otherwise 

require considerable time and effort. While the system enhances the 

productivity of the designer, the machine learning enhanced design 

visualizations can cut costs during the product prototyping stage. Our system 

exhibits good impactful potential for the automobile industry and can be easily 

adapted to industries which require creative intelligence. 

Keywords: Computational Creativity, Generative Adversarial Networks, 

Automobile Design, Deep Learning, Computer Vision, Sketching Filter. 

1 Introduction 

‘A picture is worth a thousand words’, is an idiom that resonates with visual designers 

across industries. It is extremely relevant today, considering the scale at which 

product design has engendered innovation in the last decade. One of the most 

important phases in product design and manufacturing is prototype development. 

These visualizations are the best way to communicate ideas beyond language barriers.  

Developing multiple novel prototypes for stakeholders is an arduous task and one that 
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requires an amalgamation of creativity and tenacity. A designer first channels his 

creativity in the form of a ‘napkin sketch’, which is a rudimentary sketch that captures 

the thought process prior to developing prototypes. Although developing a napkin 

sketch may not take very long, developing multiple novel prototypes is a very time-

consuming task. In today’s fast-paced environment, every minute saved would result 

in reduced cost for an organization. One such industry where innovation in product 

design results in high quality products and revenue is the automobile industry. 

Creating a palette of designs before zeroing in on the right design prior to 

manufacturing is a creative and expensive bottleneck in the production process.  

In this paper, we seek to aid artists and car designers by breaking the creative 

bottleneck during car sketch-to-design translation. Empirical studies and extensive 

research such as ‘Role of sketching in conceptual design of car styling’ [1] have 

shown the primary importance of car sketches in both cost reduction and expediting 

the idea-to-product process. 

We propose a system that uses GANs to augment the creativity of designers by 

generating multiple novel car designs in a matter of seconds. By leveraging semantic 

information of a given studio sketch, our system also generates car designs in multiple 

hitherto unseen perspectives. In addition, we show interesting results where a model 

trained only on car images shows serendipitous and visually appealing results for 

sketches of bikes and even non-automobile entities such as trees. 

1.1 Generative Adversarial Networks 

The domain of deep learning for computer vision has witnessed rapid progress since 

1998, where the work on ‘Gradient-Based Learning Applied to Document 

Recognition’ [2] discussed Convolutional Neural Networks (CNN). AlexNet [3], that 

won the 2012 ImageNet Large Scale Visual Recognition Challenge (ILSVRC) further 

led to prodigious amount of research in CNN. AlexNet architecture, marked the first 

time when a CNN achieved a top five test error rate (rate at which, given an image, 

the model does not output the correct label with its top five predictions) of 15.4 

percent. 

Generative Adversarial Networks (GANs) [4], a class of machine learning 

algorithms used in unsupervised learning, introduced in 2014 have shown immense 

potential in areas of domain adaptation and image translation. GANs introduced a 

powerful concept where there are two adversarial models, a generator and a 

discriminator, with the models being trained using a min-max method. In other words, 

the generator produces images by capturing a data distribution while trying to 

minimize the classification accuracy of the discriminator. Essentially, it is the 

generator’s motive to deceive the discriminator while the discriminator tries to 

maximize its classification accuracy. The discriminator’s role is to classify an input 

image as an original image or one that is not (generated from the generator). 

Mathematically, the value function for a discriminator and a generator is given by a 

simple formulation of cross-entropy and expected values. 

The adversarial networks are trained until the generator can satisfactorily produce 

outputs that the discriminator classifies as real. Although stability and stopping 
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criterion were major concerns, GANs fostered research in the areas of image 

translation, domain adaptation and various forms of generative tasks. 

There has been a lot of work on improving the stability of GANs such as Deep 

Convolutional Generative Adversarial Networks (DCGANs) [5] and Wasserstein 

GAN (WGAN) [6]. Coupled Generative Adversarial Networks (CoGAN) [7] 

introduced an architecture where two GANs are used to learn a joint distribution of 

multi-domain images. This is achieved through weight sharing in both the generator 

and the discriminator in the layers where high level features are extracted. Conditional 

Adversarial Networks [8] not only learn a mapping from input to output domain but 

also learn a loss function to train this mapping. Conditional Adversarial Networks, 

thus expect a paired dataset for training. Unpaired Image-to-Image Translation using 

Cycle-Consistent Adversarial Networks (Cycle GAN) [9] employs an inverse 

mapping such that the pairing is obtained only if an image Xi in domain X produces 

an image Yi in domain Y such that translation of Yi from domain Y back to domain X 

produces Xi. This mapping is useful in cases when a paired dataset is not available. 

While Conditional Adversarial Networks perform well in image translation tasks, 

the architecture expects a paired dataset, which in most cases either does not exist or 

is difficult to acquire. Hence, we developed a paired dataset of around 100,000 car 

images (with a transparent background) along with their respective sketches. The 

dataset will not only help us leverage Conditional GANs in our system but will also 

be an aid for researchers worldwide supporting further advancement and innovation in 

related fields. Researchers can contact the authors of this paper to obtain the dataset. 

The dataset will also be open-sourced for public domain access. 

1.2 Related work 

Computational creativity and its related fields have attracted a lot of attention in the 

research community. There has been work in developing a standard pipeline for 

sketch based modelling [10] which encompasses methods and techniques to enable 

users to interact with a computer program through sketching. The three main stages 

are input, filter and interpret. Later, image acquisition and visual rules are used for 

preventing over-sketching and similar defects. Although the above paper does not use 

machine learning for modelling input sketches, the goal of improving human 

productivity remains the same. 

Work on design generation in fashion and clothing industry, such as Visually-

Aware Fashion Recommendation and Design with Generative Image Models [11] use 

feature representations from CNNs and Siamese neural networks to make a fashion 

recommendation system. Further, in unison with GANs, the same system is used in a 

generative manner, where new designs are fabricated conditioned on the given user 

profile and product category. However, it is not a sketch-based modelling system. 

There has also been prior work in interpreting human sketches for image retrieval 

in large databases [12].  Humans can visualize and draw objects with a certain degree 

of accuracy. Thus, sketch modelling based image retrieval systems have the potential 

to perform better than traditional retrieval systems. While our work focuses on deep 

learning based rapid prototype generation from a sketch, human sketch based 
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information retrieval provides an intuitive interface for fast image retrieval reflecting 

human imagination. 

A recent work presents an implementation where GANs are used in a user 

interactive program to generate realistic images constrained by a natural image 

manifold [13]. The object can be distorted and reshaped and the GANs automatically 

adjust the output keeping all edits as realistic as possible. The manifold of natural 

images is used as a constraint on the output of various image manipulation operations, 

this makes sure the result always lies in the learned manifold. 

In our paper, we utilize GANs for learning the distribution across the training 

samples and creating new samples in the specific domain of automobile design, 

especially cars. For the training of conditional GANs, we fabricate artificial sketches 

using a novel convolutional-morphological filter. 

2 Proposed System 

 

Fig. 1.  Proposed GAN Based Car Sketch Image Translation System. 
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Our system, as shown in Fig. 1, essentially has three phases: dataset creation, machine 

learning model training and developing a user interface for the designer. Within the 

dataset creation phase, there are two core components, first being, the development of 

a comprehensive dataset of around 100,000 car images and the second being the 

generation of sketches using a new filter that we have engineered for the task. 

In the model training phase, we have trained 12 machine learning models through 

which our system generates novel car designs covering various colour combinations 

and unseen car angles. The system also has a web based interface where the designer 

can upload sketches, select colours and perspectives and view the design 

visualizations. 

3 Dataset 

 

Fig. 2. Snapshot of sample images in the dataset. 
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The construction of a comprehensive dataset involved three main steps: 

1. Identifying and mining transparent car images. 

2. Machine learning based removal of images with abnormal artifacts (undesirable 

objects or symbols). This was implemented using ImageNet [14] and ResNet50 [15] 

for image recognition and for classifying and filtering out images with entities that are 

not cars. 

3. The remaining images with abnormal artifacts in the dataset were eliminated 

through manual inspection, which required extensive effort. About 60% of the time in 

the dataset collection phase was spent on manual inspection. 

 

The multiple colours, angles and consistent transparent backgrounds across all car 

images in the dataset ensured that the dataset formed the base of the system. The 

system expects high quality, clean data with no background inconsistencies or noise 

for ensuring successful training of the machine learning models. The developed 

dataset satisfies all the above conditions and thus forms a substrate for subsequent 

steps in developing our system. The quality and variety of images satisfies our 

requirements to get paired datasets of same and different perspectives of cars for 

training in the next phase of the pipeline. A snapshot of the car image dataset is 

shown in Fig. 2. 

4 The BiSECT Sketching Filter 

Generally, if an outline is required, the standard approaches are gradient operators or 

edge filters. Many famous algorithms appear in standard image processing and 

computer vision literature. Notable ones which produce appreciable results are the 

Marr-Hildreth filter, Laplacian operator, Difference of Gradients (DoG), Sobel filter, 

Scharr filter, Canny edge operator [16] and the Extended Difference of Gaussians 

(XDoG) [17]. Each of these have their own locality, sensitivity and orientation based 

advantages and disadvantages. However, for our use case, none of these standard 

techniques produced outputs that capture the artistic nuances of a human sketch. 

Hence, our goal was to create a filter that produces sketches similar to those drawn 

by humans for training the system with a paired dataset. The filters were applied on 

car images such as Fig. 3 (a) and the outputs were analyzed. As shown in Fig. 3 (b), 

while the Canny edge detector is able to identify edges, it lacks the stroke detail of 

sketches. The output from XDoG, on the other hand, as shown in Fig. 3 (c), captures 

too many details, beyond what we expect in a simple sketch. The output of XDoG 

looks synthetic and does not have the sketch texture one would expect from a pencil 

drawn sketch. 
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Fig. 3. Outputs of various filters. (a) shows the input image. (b), (c) and (d) show the outputs of 

the Canny, xDoG and BiSECT operators respectively. 

There has been prior work on simulating sketches computationally such as 

‘Automatic Generation of Pencil-sketch Like Drawings’ [18], using gradient 

estimation on smoothed images. 

The sketching filter we propose is shown to perform well for car images, leading to 

a ‘napkin sketch’ kind of effect as shown in Fig. 3 (d). These sketches are similar to 

the preliminary drawings by designers or artists in the field of design and 

manufacturing.  

We propose a new convolutional filter, the “BiSECT” sketching filter, which is an 

abbreviation for Bidirectional Sobel Enhanced with Closed Thresholds, which 

conveys the inner working of the filter concisely. The filter can be thought of as a 

“bisecting” operation that extracts the sketch artifacts from a given image. 

4.1 Formulation of the BiSECT Sketching Filter 

The BiSECT sketching filter was developed using a combination of existing standard 

convolutional kernels and morphological operations. A level of smoothing Gaussians 

and pixel-wise logical operations are used for combining and retaining the appropriate 

edges across different intermediate outputs. The filter was engineered as follows: 

1. We use a combination of Sobel family operators because a single Sobel-Feldman 

convolutional filter restricts itself to finding edges in a particular orientation. 

2. Combining the Sobel filter family outputs using a cascade of bitwise-OR and 

bitwise-AND operations allowed retaining important edges and having finer 

control over the final sketch. 

3. After this series of convolution operations, we use a threshold layer to discard all 

the unnecessary levels of gray all over the intermediate outputs. We explored 
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Otsu’s thresholding and adaptive thresholding techniques. After some 

experimentation, an appropriate global thresholding was satisfactory. 

4. Finally, a ‘morphological close’ operation is performed on the thresholded output 

to coalesce all slightly disconnected true edges with structural elements of sizes 

(8*1) and (1*8) for both vertical and horizontal axes. 

After aggregating and auditing our image dataset, each image from the 100,000 and 

odd car images was paired with its corresponding output from the above filter. This 

forms a standard paired dataset, which can be fed into conditional adversarial 

networks. 

5 Experiments and Results 

Experiments were run to train the system to generate novel designs by learning a 

pixel-level semantic mapping from sketches. The goal was to train the system to learn 

from minimal amount of data. This is because we wanted to adapt the system to the 

real world wherein the system will be continuously subjected to a plethora of sketches 

with variations.  

The system learns the mapping from minimal data and generates high quality 

designs on significant amount of test data making the system robust and reliable. In 

the experiments below, we configured the model to train for 200 epochs on 200 paired 

images. The graphs in Fig. 4 and Fig. 5 show the generator and discriminator losses 

against the number of steps in training of the GANs. 

 

Fig. 4. Generator Training Loss Visualization 

 

Fig. 5. Discriminator Training Loss Visualization 
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5.1 Single Colour Car Generation 

We trained the system to generate designs in red, blue, white, and black as well as 

grayscale. We can observe that the system is able to generate state of the art car 

prototypes from preliminary sketches. The system correctly identifies regions in the 

sketch that need to be filled with a respective colour and texture. The system 

consistently is able to identify and augment even subtle details such as headlamp and 

tyre correctly. 

Each of the input sketches visualize a diverse range of car models, shapes and 

sizes. The models correctly interpret the sketch, such as in Fig. 6 where the system 

has correctly distinguished between the skin and the seat of the convertible itself. 

 

 

Fig. 6. Translation of sketch to a blue prototype 

 

 

Fig. 7. Translation of sketch to a black prototype 

 

5.2 Mixed Colour Car Generation 

In addition, we trained the system to generate prototypes consisting of an 

amalgamation of multiple colours. The combinations we trained the system on were 
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red and yellow, black and white, blue and gray as well as a four colour mix consisting 

of black, blue, reddish-brown and gray. 

 

 

Fig. 8. Dual colour output: Red and Yellow 

 

 

Fig. 9. Dual colour output: Blue and Gray 

5.3 Multiple Design Visualizations 

Our system enables designers to visualize multiple prototypes for a given sketch. 

Viewing multiple prototypes in juxtaposition allows the designer to make faster 

decisions regarding the final design. In addition, the system enables the designer to 

visualize or develop multiple prototypes quickly resulting in significant saving in cost, 

time and effort. 

In the example shown in Fig. 10, we have generated three different car prototypes 

using grayscale, single color and multiple color combination models from a single 

sketch. While all the three models largely resemble each other structurally, each 

prototype has its own aesthetic appeal. 
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Fig. 10. Outputs from multiple models 

With minimal training, the system is able to embellish the sketch to produce 

prototypes in multiple colours across various shapes and sizes, as shown in the figures 

in this section. 

6 Artist Sketch Experiment 

We obtained a shaded pencil sketch drawn by an artist. We used the GrabCut 

algorithm [19] to segment out the design. We then applied the “BiSECT” filter and 

tested the result on our machine learning models. The initial pencil shaded sketch 

image took considerable amount of time and our system interpreted the sketch and 

generated multiple prototypes in less than a minute. 

In this particular case, the artist spent 8 hours spread over a period of 5 days in 

creating the initial sketch on paper. The sketch in Fig. 11 is evidently more detailed 

than a napkin sketch. Our system is capable of processing sketches that do not require 

extensive amount of time and effort to draw. Thus, with a preliminary sketch such as 

those shown in section 5, our system will generate multiple designs and the artist need 

not spend a long time to add extensive details. 
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Fig. 11. Testing on an artist’s sketch 

7 Generating Hitherto Unseen Perspectives of a Car 

We have made some interesting headway in using the system to predict and generate 

how a car will look from various hitherto unseen angles and perspectives. This is done 

purely based on the input sketch drawn by the designer in a single angle. We thus 

trained the system to learn a pixel level mapping across different angles. 

While the generated prototypes did have some artifacts, particularly due to lack of 

paired images across multiple angles, the semantic information of the shape was 

largely captured by the models. We are currently working on improving the accuracy 

of the models and generating an interactive 3D prototype of a car purely from the 

single angle 2D sketch input by the designer. 

We developed models that visualize the car’s left angular front view, left view, left 

angular rear view and front view.  By flipping these views, we obtained right angular 

rear view, right view and right angular front view. The input sketch and the generated 

views and perspectives are shown in Fig. 12. 

The rear views in particular have noticeable artifacts. However, the system was 

able to estimate the probable shape of the car with no information about the same in 

the input sketch. 
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Fig. 12. Generated Unseen Car Perspective Visualizations From a Single Angle Sketch 

8 Experiments on Unseen Domains 

We tested our system on sketches from completely unseen domains. We first tested 

the system on a bike sketch (Fig. 13), as it still falls under the automobile family. The 

generated image suggests that the system can produce satisfactory results for other 

types of vehicles as well. We then tested the system on a completely unrelated domain 

by feeding it a sketch of a tree (Fig. 14), and the result resembles a tree in autumn. 

The fact that our model was not exposed to either of these domains during training 

phase shows that our system can easily be adapted for most industries that require 

creativity and design capabilities. 
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Fig. 13. Output of grayscale model on bike sketch 

 

Fig. 14. Output of multi-colour model on tree sketch 

9 Conclusion 

In this paper, we have made three major contributions. First, a Generative Adversarial 

Network based system that converts car sketches to multiple prototypes having 

different colours and perspectives. Second, a novel convolutional sketching filter that 

produces sketches similar to those drawn by designers during rapid prototyping and 

third, a comprehensive paired dataset of about 100,000 car images (with transparent 

background) and their respective sketches. 

We also showed certain interesting test results wherein the system was easily able 

to adapt to other domains that require creative intelligence and design capabilities. In 

most cases, human thought process is based on a recent set of prior learnings, 

experiences and observations. Using the proposed system to generate multiple novel 

combinatorial designs, the creativity of designers is augmented beyond standard 

creative bottlenecks. 
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10 Learnings and Future Enhancements 

Our system qualitatively derives car designs from sketches by augmenting human 

creativity and intelligence using the fields of digital image processing, computer 

vision and (deep) machine learning. We believe, some of the possible future 

enhancements of our work can include: 

• 3D rendering of a car from a studio sketch given a specific perspective of the car. 

In section 7, we showed interesting results of the system generating visual 

prototypes in multiple angles from a single angle input sketch. We can extend this 

concept by feeding the multiple generated 2D perspectives of a car to a 3D image 

stitching algorithm to produce a 3D rendered car from a single angle 2D car sketch. 

• Producing augmented reality, virtual reality and mixed reality experiences of the 

generated car prototype. We can extend 3D rendering of a sketch to producing 

immersive experiences. Essentially, the designer will input a 2D sketch of a system 

and (contingent on AR/VR hardware availability) the designer can view how the 

generated car will look like upon production using virtual reality or other similar 

visualization forms. 

• Generating multiple perspectives using two sketches instead of a single sketch. 

Currently the back side of the car is approximated as no data is available in the 

input sketch. To overcome this drawback, sketches of left angular front view and 

left angular rear view can be used together to provide almost all the required details 

needed to generate all perspectives of a car. 

• Making the system flexible by enabling finer control of the desired generated 

prototype. Currently our system allows the user to choose from a certain set of 

colours or colour combinations. We can enhance this feature by providing the artist 

more granular control by allowing selection of a particular colour for a given car 

section. As an example, this will allow the artist to choose a different colour shade 

for the door and the front of the car. 

• Using a crowdsourcing based approach to obtain evaluation metrics for the car 

prototypes obtained from the various models. Preferably, obtain metrics from a 

group of artists/experts and use these metrics as a means for improving certain 

models. 
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