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Abstract. The current era of advanced computational mobile systems, continu-

ous connectivity and multi-variate data has led to the deployment of rich infor-

mation settings that generate constant and close to real-time feedback. Journalists 

and authors of articles in the area of Data Journalism have only recently acknowl-

edged the influence that the audience reactions and opinions can bring to effec-

tive writing, so to be widely appreciated. Such feedback may be obtained using 

specific metrics that describe the user behavior during the interaction process like 

shares, comments, likes, claps, recommendations, or even with the use of spe-

cialized mechanisms like mood meters that display certain emotions of readers 

they experience while reading a story. However, which characteristics can reveal 

an article’s character or type in relation to the collected data and the audience 

reflection to the benefit of the author? In this paper, we investigate the relation-

ships between the characteristics of an article like structure, style of speech, sen-

timent, author’s popularity, and its success (number of claps) by employing nat-

ural language processing techniques. We highlight the emotions and polarity 

communicated by an article liable to increase the prediction regarding its accept-

ability by the audience. 

Keywords: Data Journalism, Natural Language Processing, Sentiment, Emo-

tions, News Articles, Computer-Assisted Content Analysis, Machine Learning 

1 Introduction 

In recent years, the advancement of computational systems and devices, along with the 

explosive growth and availability of open data have led to computational journalism’ 

growth. Now, data journalists use in their news preparation and writing, software and 
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technologies which are found in the cross-borders of three different research disci-

plines: Computer Science, Social Sciences, and Media & Communications. According 

to [12] science and journalism were two fields that coexisted for the first time in Philipp 

Meyer’s book [16] Precision Journalism, where he explained that the implementation 

of scientific methods used in social science experiments when used in reporting, 

produce very good results in both the news-gathering process and the final story. While 

computation has long been assisting journalists in different phases of the news produc-

tion process, and what is known as computer-assisted reporting has been practiced since 

the 1960s [10], the scientific investigation of it has been more rigorously undertaken 

the last decade. According to an extensive literature review from Ausserhofer [4], a 

significant research output on data journalism and related fields has been produced only 

since 2010, with a prior small number of attempts to be regarded as isolated. 

Researchers and journalists usually study ways and explore methods to (a) locate and 

extract useful data (like information-rich textual data on the internet), (b) analyze and 

understand the meaning of massive datasets (i.e., trying to draw connections between 

the sender and the recipient of an email using email meta-characteristics), and (c) 

acknowledge more thoroughly the user feedback (Twitter data analysis) in their 

analysis and articles composition.  

In our research, we mainly focus on the third research stream which refers to the 

what and how to incorporate the audience feedback in judging both the quality and the 

character of an article from authors’ point of view facilitating their writing. The central 

motivational factor is the mind shift which has been observed lately regarding both the 

online news consumption and journalists’ tendency to learn more about their audiences 

[1, 24]. Authors and editors used to ignore the audience feedback [5, 14]) relying mainly 

on personal predictions what they thought the audience desires might be or as Tandoc 

[33] suggests “they substituted their own preferences for those of their actual audience”. 

According to the literature one of the reasons for this reluctant attitude towards the 

audience feedback was the fact that journalists should follow clear journalistic norms 

and remain autonomous without being affected by external preferences that might erode 

journalistic quality [5]. However, the explosion of big data and information technolo-

gies revolutionized the way that readers provide feedback to journalists (reviews, letters 

to the editor). Today, newsrooms have Web analytics tools that provide insights such 

as clicks, page views, viewing time, conversion funnels analysis and user flows that are 

only some of the audience metrics that help authors monitor how people interact with 

the online content on their newsroom’s website. Accordingly, Natural Language Pro-

cessing (NLP) techniques are widely applied in sentiment analysis so to determine 

which features users are particularly in favor of or to trace content that needs to be 

removed (in case of negative feedback). 

Our main concern is not simply to employ data-driven techniques predicting the 

probability for an article to gain more likes, claps, or recommendations but rather to go 

a step further and embrace a more human-centered approach, to understand the 

characteristics that make a great article based on the motivation and the scope that the 

journalist wants to communicate. This information will help on enriching an a priori 

knowledge that could be utilized as one more dimension and guideline, contributing to 

the success of the potential next article. For the scope of this paper, we highlight the 
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emotions and polarity that an article communicates in relation to other well-recognized 

characteristics of article’s style and author’s reputation. We tackle the problem of 

finding the interesting relations between the characteristics of an article namely the (i) 

article’s structure, (ii) style of speech, (iii) sentiment (iv) author’s popularity, and its 

success (number of claps), assuming that for online articles posted on a blogging 

platform it is possible to establish a predictive link between several content-based facets 

and success. We use several NLP and machine learning methods for cleaning, filtering, 

and processing text data like measuring term frequency and lexicon based approaches, 

as well as for checking the importance of each factor, and also to evaluate the predictive 

power of our model. Our preliminary results (from a sample of 3000 articles extracted 

from the Medium online publishing platform in 2017) has shown that indeed character-

istics of the user, emotions expressed in the text, personal tone of speech and the use of 

uncommon words influence the prediction of the results regarding the level of accept-

ability by the audience. 

2 Related Work 

In this section, we describe the distinctive attributes of the text as determinants of arti-

cles’ quality and acceptability by the broader audience. We emphasize on previous re-

searches that consider sentiment, structure and writing style since those factors have 

been used to verify our experiments. Journalists write stories hoping that their writing 

will arouse emotions in audiences, sometimes positive like hope, joy or trust and others 

negative such as fear and anger depending on the given coverage. The emotional state 

of the online reader is a key factor for authors to understand the audiences’ reactions to 

the news stories [6], e.g. know how the reader would respond to their article, if they 

manage to express the desired emotion correctly on their writing, etc. The digital age 

offers a constantly increasing number of sentiment-rich resources like news articles 

available on the Web while technology nowadays allows readers to leave feedback and 

show their appreciation easily. Such an appreciation is usually demonstrated through 

various actions like sharing e.g., an article or post of interest with the community or 

with the targeted audience, ranking the content based on the quality or interest it might 

present or following the owner of the content. 

According to literature, emotional online news content especially awe-inspiring con-

tent is more likely to become viral [6]. Different NLP methods that are trying to capture 

emotional categories, sentiment polarity, and emotional dimensions [25] have been pro-

posed by researchers to extract the emotions expressed in the texts. Intelligent natural 

language processing tasks are required to be more sophisticated to improve their 

accuracy, thus a variety of sentiment and emotion lexica and corpora [11, 21, 32,] have 

been created that can identify a plethora of emotions instead of just suggesting whether 

they express positive, negative or neutral sentiment. Indicators of collective user be-

havior and opinion are increasingly common features of online news stories and may 

include information about how the story made the readers feel. Typical example of such 

features is Facebook's set of emoticons called “Reactions”, that urges users to express 
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their experienced emotions about a post by using a button that includes five different 

emotional states: Love, Haha, Wow, Sad, Angry [8, 34].  

Other approaches have focused on determining what are the characteristics of a good 

structure for a news article regarding text coherence. As Louis & Nenkova, [18] have 

previously categorized in their work, there are three ways of testing text coherence “by 

exploring systematic lexical patterns, entity coreference and discourse relations from 

large collections of texts”. In terms of measuring the quality of a given article as a 

whole, recent work in the field has decomposed news articles into a set of simpler char-

acteristics that reveal different linguistic and narrative aspects of online news [2]. 

Arapakis and his colleagues after discussing with several journalists, editors and 

computational linguists, proposed “a multidimensional representation of quality”, taken 

from the editor’s perspective that groups the attributes of a news story into five 

categories: Readability, informativeness, style, topic, and sentiment, with each category 

having several sub-categories such as fluency and conciseness for the readability and 

subjectivity, sentimentality, and polarity for sentiment. Their findings suggest that the 

journalists’ perception of a well-written story correlates positively with fluency, rich-

ness (feature from the category style) and completeness (feature from the category in-

formativeness), while aspects like subjectivity and polarity proved to be weakly corre-

lated. Therefore, this particular work suggests that sentiment is not of great importance 

when it comes to article quality, whereas text comprehension and writing style seem to 

be determinants of quality.  

To examine the potential effects of emotions, writing style and readability on article 

quality prediction in the journalism domain, researchers Louis & Nenkova [19], 

investigated science articles from the New York Times, by separating them into two 

categories “very good”, in which articles from the authors whose writing appeared in 

“The Best American Science Writing” anthology series were included, and the 

“typical” category that included all the remaining articles. Their experiments showed 

that “excellent authors associated with greater degree of sentiment, and deeper study of 

the research problem” as well as usage of what is called beautiful language, meaning 

the unusual phrasing.  This approach is similar to ours, however, this study explored 

only science articles from the New York Times, which we already know that are exam-

ples of good quality journalism. In our approach, we consider articles from a broad 

spectrum, written not only by professional journalists but mostly by amateur writers. 

The scientific community also has been experimenting with predictive analytics [7, 

20, 31]. In their work McKeown, et al [20] present a system that predicts the future 

impact of a scientific concept, based on the information available from recently pub-

lished research articles, while Sawyer et al [31] suggest that award-winning academic 

papers use simple phrasing. However, a successful news story would be described by 

alternative characteristics in contrast to good academic writing. In another work, 

Ashok, Feng, & Choi [3] used statistical models to predict the success of a novel based 

on its stylistic elements. Their work examined a collection of books and movie scripts 

of different genres, providing insights into the writing style, such as lexical and syntac-

tic rules, sentiment, connotation, and distribution of word categories and constituents 

commonly shared among the best sellers. The results suggest that successful writing 

includes more complex styling features like prepositions, pronouns, and adjectives 
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while unsuccessful novels have more verbs, adverbs, and foreign words, thus having 

higher readability. Moreover, this work found that the writing style of successful novels 

is similar to news articles. 

Still, very little research is available on preprocessing noisy texts, which is usually 

done, particularly by large companies (e.g. Facebook) manually to identify and correct 

spelling errors, or other noise (whitespaces, boundaries, punctuation) [36]. This field is 

a topic of research for quite a long time, but the effects of cleaning text passages is still 

rarely described [37]. The problem of noise is underestimated within the machine learn-

ing community, but has serious consequences for language identification, tokenization, 

POS tagging and named entity recognition. 

Finally, there are many works today that have applied in different cases for textual 

analysis factors like animate and personal pronouns, use of visual words, people-

oriented content, use of beautiful language, sub-genres, sentiment, and the depth of 

research description [19] lexical choices such as thinking and action verbs [3]. Reada-

bility is also a significant factor, in their work [30] explored features like word and 

sentence length, cohesion scores and syntactic estimates of complexity. Their results 

showed that increased use of verb phrases provides better readability. In our current 

work we use those factors in combination since we believe can determine the quality 

and acceptance of an article regarding structure, style, author’s popularity and emotion-

ality. 

3 Method and Dataset 

We employ a data-driven approach aiming to respond to two typical related research 

questions: (a) To what extent the character of an article can reveal the reaction of the 

readers, producing more or fewer claps? and (b) would it be of importance to predict 

the character of an article to the benefit of the journalist? We investigate textual data 

from online articles on the Web so to help the authors to adjust their writing style, 

gaining more acceptance from their audience. We extract content-based features from 

the articles on the online publishing platform, Medium1, based on relevant metrics 

concerning those proposed in the reviewed literature, such as the use of beautiful lan-

guage, the tone of speech, polarity and sentiment, and genre. 

Before we begin to delve into the effect of the different characteristics of an article 

to its success, we first need to extract features using text analysis techniques related to 

the four different aspects of an article that we suggest, namely the (i) article’s structure, 

(ii) style of speech, (iii) sentiment (iv) author’s popularity. We use several NLP meth-

ods for cleaning, filtering, and processing text data like measuring term frequency and 

lexicon based approaches. After defining the above categories we need to study their 

importance on the article's success, applying machine learning algorithms. A random 

forest classifier is used to evaluate the significance of the features above in the success 

of an article as well as to create a decision tree able to predict whether the claps count 

of a given article will be high, medium or low. We run experiments on a mixed-topic 
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dataset of over 3 thousand articles published at 2017 and downloaded at the beginning 

of 2018. The articles had a large distribution of claps ranging from 84 to 157K claps. 

As we mentioned earlier, for this research we collected data from an online 

publishing platform called “Medium”, that hosts a variety of articles and publications 

produced by either amateur or professional writers, journalists, bloggers, companies, 

and range from short to long articles, with topics that cover a variety of topics such as 

science, education, politics, well-being etc. Medium provides to the reader an automat-

ically calculated display of the reading time on every article so they can know how 

much is required of them to read through an entire story. Like votes on Digg2 stories, 

“claps” (formerly called “Recommend”) on Medium represent whether readers liked 

the story or not and would recommend it to other users on the platform (a user can clap 

more than once). In the world of Medium, the success of an article is measured 

regarding claps count, which is the number of times the readers have been clapped.  

In this paper, we suggest that a more comprehensive understanding of the content of 

an article should comply with four directions, as content specification elements. Below 

we describe in more detail what each one represents along with the method and re-

sources used. 

3.1 Content Structure 

Good structure is a key to higher quality articles [2, 3]. In our model, we use five char-

acteristics of structure: genre, title words, reading time (since it is predetermined by the 

Medium), the proportion of images in the text and proportion of bullet points in the 

article. 

Genre: The topic of the article reflect certain characteristics of its nature and it has 

been greatly investigated in previous work [2, 3, 19]  

Title: The title of an article is a significant aspect of every story and is also a clickbait 

strategy that is being used a lot in journalism [13, 35]  

Reading time: every article posted on Medium has its length measured automati-

cally, by the time it would take the user to read it. 

Images: The use of a great number of beautiful images is one of the best practices 

used in social media marketing.  

Bullet points: According to research the extensive use of the so-called listicle; a 

mixture of 'list' and 'article' is an interesting phenomenon and its power lies “not only 

in the power of the format in and by itself but also in 'shareable factors' that are related 

to the individual listicle” [27]. 

3.2 Style 

There are multiple aspects that characterize the style of speech, and stylistic variation 

reflects largely the meaning that is communicated [28]. Many researchers have 

examined this dimensions of writing style by measuring features like formal language 

[17, 28, 29], attractiveness and richness [2], and use of beautiful language that refers to 

                                                           
2 http://digg.com 



7 

words with lowest frequency or with highest perplexity under the phoneme and letter 

models [19]. Except for the above style-related dimensions we propose the personal 

tone of speech, typically examined in communication research and more specifically in 

political speeches.   

Tone of speech: Communication researchers have studied the self-referential or self-

reflexive messages that the media and advertising companies use to attract the audi-

ence’s attention [26]. Politicians like Barack Obama also have recognized the persua-

sive power of personal pronouns and they use it strategically to their rhetoric [23]. 

Moreover, personal pronouns are an indicator of the existence of people in the story 

and prior works have experimented with human-related stories [19] as a factor of suc-

cess. In our study, we investigate the use of personal pronouns (I, you, we etc), reflexive 

pronouns like myself, yourself, and possessive pronouns (mine, yours, etc).  

Beautiful phrasing: Using beautiful phrases and creative words can amuse the audi-

ence and according to findings of Louis and Nenkova, [19] they are discovered in high-

quality articles. We apply Term Frequency Inverse Document Frequency (TF-IDF) to 

determine what words in the corpus of articles might be rarer and thus favorable to use 

in our model.  

3.3 Sentiment 

Emotions expressed in an article can motivate people to leave feedback, share and rate 

the content [3, 6, 19]. Theories in the nature of emotion, like Plutchik’s model, suggest 

the existence of basic emotions such as joy, sadness, anger, fear, trust, surprise, disgust, 

and anticipation [25]. For this study we used the resource EmoLex11, from the NRC 

suite of lexica, that is based on Plutchik theory, to extract the sentiment and polarity 

expressed in the articles. This word-emotion association lexicon [22] contains 14,182 

words labeled according to emotions and also includes annotations for negative and 

positive sentiments. We investigate four affect-related features: the density of both pos-

itive and negative emotions, the density of each emotion (joy, sadness, anger, fear, trust, 

surprise, disgust, and anticipation), emotion expressed in the title, and polarity. We 

compute the counts of emotion words, each normalized by the total number of article 

words, and the total count of all the emotion words both negative and positive.  

3.4 Author’s Popularity 

Popularity indicates the total followers -potential readers- of an author on Medium and 

usually is used in social media network analysis, where both features like followers and 

following (users that a given user is following) play a crucial role on the user's position 

in the social network. 

In preparation for the analysis, we further “cleaned” the dataset of 3030 articles by 

removing all the NaN values, html code, foreign languages and end up with 2990 useful 

articles. Furthermore, we stemmed the texts and dropped all the stop words and non-

standard words and characters, such as punctuations, spaces, special characters and urls.  

Note that our feature computation step is not tuned for the quality prediction task in 

any way. Rather we aim to represent each facet as accurately as possible. Ideally we 
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would require manual annotations for each facet (visual, sentiment nature etc.) to 

achieve this goal. At this time, we simply check some chosen features’ values on a 

random collection of snippets from our corpus and check if they behave as intended 

without resorting to these annotations. 

4 Analysis and Results 

We started by converting the numerical variable that represents the number of claps 

into categorical one, having three values representing low, medium and high ac-

ceptance. Suitable python libraries were imported to automatically convert the numer-

ical variables that represent claps in the three different groups, and thus get a quick 

acceptance segmentation by binning the numerical variable in groups. 

 

Table 1. Ordered list of the importance of selected features affecting the acceptance of an article. 

 

Feature Importance 

Following 0.094 

Followers 0.071 

Beautiful Phrasing 

(rare words) 
0.060 

Read Time (length) 0.052 

Tone of Speech 

(self-reference) 
0.052 

Positivity 0.048 

Surprise 0.047 

Time passed (since 

publication date) 
0.047 

Sadness 0.046 

Joy 0.046 

Disgust 0.044 

Anger 0.044 

Anticipation 0.044 

Density 0.042 

Trust 0.042 

 

Our next objective becomes now to develop a news classifier and study the effect of 

the selection of our predictor variables on the performance of the acceptance prediction 

model. The randomForest package from sklearn library in Python was used to create a 

classifier of our articles and additionally to measure the importance of the predictor 

variables. The importance of a variable is computed internally during the construction 

of the decision trees by checking the increase of prediction error when data for that 

variable is permuted while all others are left unchanged. In the case of Random Forest, 
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to determine the importance of the predictor variables, we calculated the Gini index for 

each of them. After that, we ordered from highest to lowest rate and kept the 15 most 

important variables out of 44. 

The table above (see Table 1) presents the ordered list of the importance of the var-

iables of the selected categories, such as authors' popularity, beautiful phrasing etc., 

starting from the most important variables that affect the acceptance of an article. A 

graphical representation is also depicted in Fig.1. 

 

 
 

 

Fig. 1. Graphical representation of the importance of the features. 

 

 

 

 
Fig. 2 Graphical representation of the Confusion Matrix. 
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For prediction purposes we split the dataset into two sets, one containing 80% of the 

total articles that was used as the training set and the other 20% was used to test the 

classifier so that the model can be trained and tested on different data. We run the model 

on the train data to construct the confusion matrix and compare the predictions with the 

observations in the validation data set, which is as we said different from the one used 

to build the model. 

The labels above represent the low, medium and high numbers of claps according to 

the acceptance segmentation process we discussed earlier by binning the numerical var-

iable into three groups. Thus, bin 0 represents the low acceptance of the users while bin 

2 represents the group of articles that have a high number of claps. The bin 1 represents 

the intermediate state (see Table 2). 

Table 2. The three groups (high, medium, low) of clap numbers. 

 

 

 

 

 

 

 

Studying the confusion matrix (see Fig. 2) we can see that the predictive power of 

our model is mainly focused on the: 

 

• Label 0 representing articles having a very low number of claps (between 87 

and 1500) and, 

• Label 2 representing the famous articles (claps between 5400 and 55000).  

 

The model seems to have a poor performance on the intermediate state for articles 

where the number of claps is between 1500 and 5400. The predictive power for the 0-

label and 2-label is 63%.  

Our experiments revealed several interesting insights. Our empirical results indicate 

that the following relationships between Medium users are the most important factors 

in predicting the audience’s positive feedback, thus the author’s readership depends 

highly on his online followers. This is a logical consequence because a greater number 

of followers results in a larger potential audience that is likely to leave positive feed-

back, especially if they already like the author’s previous work.  

We observed that our results are in line with the related literature, such as the power 

of self-reference in communicating a message and the fact that good writers are logo-

philes and prefer to use uncommon and long words in their appealing writing. Our find-

ings suggest that making unusual word choices in writing might result in better feed-

back and accord with previous studies that proved the adults’ preference in unfamiliar 

words to the everyday ones [9]. 

News articles are not only anonymously edited information but are essentially 

narrated, and according to Grunwald [15], they are “constructed by a personally in-

volved, individual journalist performing a role as an engaged narrator using a variation 

Bucket Start End 

0 87.0 1500.0 

1 1500.0 5400.0 

2 5400.0 55000.0 
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of communication acts” hoping to achieve a reliable and interesting deliverance of the 

message. Likewise, in our experiments, the use of personal tone of speech is highly 

correlated with success.  

Another finding was that the only structure-based feature that correlates with success 

is article’s length, while aspects such as genre, the number of title words, images, and 

bullet points present a poor correlation with positive feedback. 

Moreover, our hypothesis that sentiment is of great importance is proven by our 

model, with aspects such as positivity and the emotion of surprise performing better 

than anger and disgust. Also, emotional density is an important feature for predicting 

the article’s success in contrast to the aspect of polarity.  

Finally, it is widely agreed that time factors like publishing date can change the au-

dience appreciation depending on the platform’s popularity over a certain period. We 

ran experiments where we incorporated the time factors into the model to accurately 

capture the user clapping over time, and the results were surprisingly accurate. It seems 

that platform’s popularity in time is particularly influential factor in the accuracy of a 

model and will be further investigated in the future. 

5 Conclusions 

Nowadays, we are living in an era of rich information settings that generate constant 

and real-time feedback. In the area of Data Journalism, we observe a mind shift of 

journalists and authors towards extracting and learning more about their audiences. On 

the other hand, users-readers need to interact with a vast amount of contents residing in 

a variety of resources so to find what they are looking for. Especially, in the case of 

online articles’ consumption such a reality makes them more selective and critical on 

which ones to read and stories to appreciate. This necessitates the consideration of the 

audience reflection and opinions in the composition of articles if we expect that they 

will meet their purpose and will be successful. Therefore, the main challenge is how 

can we figure out the character of the article based on the readers’ feedback? Predicting 

the reaction of the audience toward a story has become of considerable importance not 

only for researchers and scientists but also for media organizations and digital managers 

that heavily invest in software to gain insights into readers behavior. 

In this paper, we propose a model to discover the characteristics of online articles 

that result in greater audience acceptance. Our model relates to four different dimen-

sions of articles’ characteristics namely, article’s structure, style of speech, sentiment 

and author’s popularity. We applied several NLP and machine learning algorithms to 

extract a consensus, in terms of features’ importance and prediction on claps, about the 

data derived from the online publishing platform “Medium”. From our experiments we 

can formulate a preliminary understanding that several attributes characterize online 

article’s success. Our findings demonstrate that indeed characteristics of the user, emo-

tions expressed in the text, personal tone of speech and the use of uncommon words are 

highly correlated with influence of acceptance by the audience.  
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In the future, we plan to focus on the development of more articles’ characteristics 

and examine inherent correlations aiming at optimizing and further improving the pre-

diction of our model. We also plan to adopt a human-centred viewpoint on the inter-

pretation of the features, and their subsequent relationships, in an attempt to identify a 

weighted impact on the final result. Such a finding might trigger a deeper understanding 

on the requirements of a successful article based on the reactions of the audience so to 

be used as guidelines for the journalists and authors facilitating their success. 
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