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Abstract. Deep neural networks have shown good data modelling ca-
pabilities when dealing with challenging and large datasets from a wide
range of application areas. Convolutional Neural Networks (CNNs) of-
fer advantages in selecting good features and Long Short-Term Memory
(LSTM) networks have proven good abilities of learning sequential data.
Both approaches have been reported to provide improved results in areas
such image processing, voice recognition, language translation and other
Natural Language Processing (NLP) tasks. Sentiment classification for
short text messages from Twitter is a challenging task, and the complex-
ity increases for Arabic language sentiment classification tasks because
Arabic is a rich language in morphology. In addition, the availability
of accurate pre-processing tools for Arabic is another current limitation,
along with limited research available in this area. In this paper, we inves-
tigate the benefits of integrating CNNs and LSTMs and report obtained
improved accuracy for Arabic sentiment analysis on different datasets.
Additionally, we seek to consider the morphological diversity of particu-
lar Arabic words by using different sentiment classification levels.

Keywords: Arabic Sentiment Classification, CNN, LSTM, Natural Lan-
guage Processing(NLP).

1. Introduction

In the past decade, social media networks have become a valuable resource for
data of different types, such as texts, photos, videos, voices, GPS reading, etc.
The explosion of data we experience today in many areas has led researchers
in data science to develop new machine learning approaches. There were im-
provements in different areas, such as: Neural Networks, Deep Learning, Natu-
ral Language Processing (NLP), Computer Vision, Geolocation Detection, etc.
Sentiment Analysis is one of the topics that attracted much attention from NLP
and machine learning researchers. Sentiment analysis deals with the texts or the
reviews of people that include opinions, sentiments, attitudes, emotions, state-
ments about products, services, foods, films, etc. [1].

There is a certain sequence of steps to perform supervised learning for senti-
ment analysis, i.e., converting the text to numeric data and mapping with labels,



performing feature extraction/selection to train some classifiers using a training
dataset and then estimate the error on the test dataset. Sentiment analysis has
various analytic levels that are: document level, sentence level, aspect level [2] [3],
word level, character level [4] and sub-word level [5]. Deep neural networks have
shown good performance in this area in [6], [7] and [8].

We have also obtained good results on using deep neural networks for senti-
ment analysis on our own dataset, an Arabic Health Services dataset, reported
in [9] and [10]. We have obtained an accuracy between 0.85 and 0.91 for the
main dataset in [9] using SVM, Näıve Bayes, Logistic Regression and CNNs.
Also, using merged lexicon with CNNs and pre-trained Arabic word embedding,
the accuracy for the main dataset was improved to 0.92, and for a Sub-dataset
(as described in [10]) the obtained accuracy was between 0.87 and 0.95.

The sentiment analysis approach in this paper is a combination of two deep
neural networks, i.e., a Convolutional Neural Network (CNN) and a Long Short
Term Memory (LSTM) network. Kim [6] defined CNNs to have convolving filters
over each input layer in order to generate the best features. CNNs have shown
improvements in computer vision, natural language processing and other tasks.
Athiwaratkun and Kang [11] confirmed that the CNN is a powerful tool to select
features in order to improve the prediction accuracy. Gers et al. [12] showed the
capabilities of LSTMs in learning data series by considering the previous outputs.

This paper first presents some background on deep neural networks and Ara-
bic sentiment classification in Section 2. Section 3 describes the Arabic sentiment
datasets we use. Section 4 illustrates the architecture of the proposed merged
CNN-LSTMs Arabic sentiment analysis model. The results of the sentiment clas-
sification using the model will be presented in Section 5, which will be compared
with other results. Section 6 concludes the study and the experiments, and out-
lines the future work.

2. Background and Related Work

Deep neural network models have had great success in machine learning, par-
ticularly in various tasks of NLP. For example, automatic summarization [13],
question answering [14], machine translation [15], words and phrases distributed
representations [16], sentiment analysis [6] and other tasks. Kim [6] proposed a
deep learning model for sentiment analysis using CNNs with different convolu-
tional filter sizes. Wang et al. [17] applied an attention-based LSTMs model for
aspect-level sentiment analysis.

Arabic sentiment analysis has become a research area of interest in recent
years. Abdul-Mageed et al. [18] studied the effect at sentence level on the subjec-
tivity and sentiment classification for Modern Standard Arabic language (MSA)
using an SVM classifier. Shoukry and Rafea [19] applied SVM and Näıve Bayes at
sentence level for sentiment classification using 1000 tweets. Abdulla et al. [20]
compared corpus-based and lexicon-based approaches for sentiment analysis.
Abdulla et al. [21] addressed the challenges of lexicon construction and senti-
ment analysis. Badaro et al [22] created a large Arabic sentiment lexicon using



English-based linking to the ESWN lexicon and WordNet approach. Duwairi et
al. [23] collected over 300,000 Arabic tweets and labeled over 25,000 tweets using
crowdsourcing. Al Sallab et al. [24] employed three deep learning methods for
Arabic sentiment classification. Ibrahim et al. [25] showed sentiment classifica-
tions for MSA and the Egyptian dialect using different types of text data such
as tweets, product reviews, etc. Dahou et al. [26] reported on the usage of Ara-
bic pre-trained word representation with CNN increased sentiment classification
performance. Tartir and Abdul-Nabi [27] concluded that a semantic approach
leads to good sentiment classification results even when the dataset size is small.
El-Beltagy et al. [28] enhanced the performance of a sentiment classification
using a particular set of features.

3. Datasets

There is a lack of Arabic sentiment datasets in comparison to English. In this
paper, four datasets (where one is a subset of another) will be used in the
experiments. Each used only two sentiment classes, i.e., Positive and Negative
sentiment.

Arabic Health Services Dataset (Main-AHS and Sub-AHS)

This is our own Arabic sentiment analysis dataset collected from Twitter. It
was first presented in [9] and it has two classes (positive and negative). The
dataset contains 2026 tweets and it is an unbalanced dataset that has 1398
negative tweets and 628 positive tweets. We call this dataset Main-AHS, and
we selected a subset of this dataset, called Sub-AHS, which was introduced
in [10]. The Sub-AHS dataset contains 1732 tweets, with 502 positive tweets
and 1230 negative tweets.

Twitter Data Set (Ar-Twitter)

The authors of [20] have manually built a labeled sentiment analysis dataset
from Twitter using a crawler. The dataset contains 2000 tweets with two classes
(Positive and Negative) and each class contains 1000 tweets. The dataset covered
several topics in Arabic such as politics, communities and arts. There are some
tweets in the available online dataset are missing and, hence, the used size of
the dataset in our experiments is 975 negative tweets and 1000 positive tweets.

Arabic Sentiment Tweets Dataset (ASTD)

The authors of [29] presented a sentiment analysis dataset from Twitter that
contains over 54,000 Arabic tweets. It has four classes (objective, subjective
positive, subjective negative, and subjective mixed). However, in this paper only
two classes (positive and negative) will be used and the numbers of negative and
positive tweets are 1684 and 795 respectively, giving a total of 2479 tweets.



3. CNN-LSTM Arabic Sentiment Analysis Model

The fundamental architecture of the proposed model is shown in Figure 1 and it
outlines the combination of the two neural networks: CNN and LSTM. There are
no accurate tools for preprocessing Arabic text, especially non Standard Arabic
text like most of the tweets. There are many forms for a single word in Arabic,
for example Arabic words are different based on gender, the tenses of the verbs,
the speaker voices, etc. [31]. Table 1 shows several examples of a single Arabic
verb (and it has more other forms), the pronunciation of the word as Buckwalter
translation [30] and the description of the verb’s type.

Table 1. Some examples of multiple forms of a single Arabic verb

Arabic
word

Buckwalter
Arabic Encoding

Word type

Éª
	
¯ fEl Masculine Verb - past tense for singular

�
IÊª

	
¯ fElt Feminine Verb - past tense for singular

Éª
	
®K
 yfEl Masculine Verb - present tense for singular

Éª
	
®

�
K tfEl Feminine Verb - present tense for singular

	
àCª

	
®K
 yfElAn Masculine Verb - present tense for dual

	
àCª

	
®
�
K tfElAn Feminine Verb - present tense for dual

	
àñÊª

	
®K
 yfElwn Masculine Verb - present tense for plural

	áÊª
	
®K
 yfEln Feminine Verb - present tense for plural

There will be three different levels of sentiment analysis for each proposed
dataset. The reason of using different levels is to try to expand the number of
features in short tweets and to deal with many forms of a single word in Ara-
bic. This is an example tweet ” èYJ
k. ÐA« É¾

�
��. éJ
j�Ë@

�
HAÓY

	
mÌ'@” and the English

translation of this tweet is ’Health services are generally good’. The levels are as
follows.

Character Level (Char-level), by converting the sentence into characters
instead of words such as [ ’ @’ , ’È’ , ’p’ , ’X’ , ’Ð’ , ’ @’ , ’ �

H’ , ’ @’ , ’È’ , ’�’ , ’h’ , ’ø


’

, ’ è’ , ’H. ’ , ’ �
�’ , ’¼’ , ’È’ , ’¨’ , ’ @’ , ’Ð’ , ’h. ’ , ’ø



’ , ’X’ , ’ è’ ]. The (Char-level) for

the English example is [’H’, ’e’, ’a’, ’l’, ’t’, ’h’, ’s’, ’e’, ’r’, ’v’, ’i’, ’c’, ’e’, ’s’, ’a’,
’r’, ’e’, ’g’, ’e’, ’n’, ’e’, ’r’, ’a’, ’l’, ’l’, ’y’, ’g’, ’o’, ’o’, ’d’]. At this level, the number
of features is increased, such as in the above example, the number of characters
is 24 for the Arabic example, and each letter represents one feature.

The second level is Character N -Gram Level (Ch5gram-level): where
we measure the length of all the words in each dataset and we calculate the
average length of words (which is five characters for all the different datasets).
Then, we split any word that, has more than the average number into several sub-



words. Whereas, any word that consist of the same average number of characters
or less will be kept as it is. The average word’s length for each dataset is five
characters and a 5-gram example is [ ’ÐY

	
mÌ'@’ , ’ AÓY

	
mÌ’ , ’ �

HAÓY
	

g’ , ’ú


j�Ë@’ , ’ éJ
j�Ë’ ,

’É¾
�

��. ’ , ’ÐA«’ , ’ èYJ
k. ’ ]. The (Ch5gram-level) for the English example is [’Healt’,

’ealth’, ’servi’, ’ervic’, ’rvice’, ’vices’, ’are’, ’gener’, ’enera’, ’neral’, ’erall’, ’rally’,
’good’]. This level can be useful in order to deal with many forms of Arabic
words, especially for words with more than five letters. Also, the number of the
features is expanded in this level too. The third level is Word Level (Word-
level), where the sentence is divided into words using the space as splitter, such
as [ ’ �

HAÓY
	
mÌ'@’ , ’ éJ
j�Ë@’ , ’É¾

�
��. ’ , ’ÐA«’ , ’ èYJ
k. ’ ].

The (Word-level) for the English example is [’Health’, ’services’, ’are’, ’gen-
erally’, ’good’]. This level is the most commonly chosen option in the field of
sentiment analysis.

Fig. 1. A Combined CNN-LSTM Model architecture for an Arabic example sentence.

The input data layer is represented as a fixed-dimension matrix of different
vector embeddings based on different sentiment analysis levels. Each sentiment
analysis level has different tokens, for example, in the Char-level the token is a
single character. In the Ch5gram-level, the token is a whole word if the length
of the word is five characters or less. Also, the token for any words that has
more than five letters is split into five gram character like in the Ch5 Gram-level
example from above. In the Word-level, the tokens are based on the words in each
tweet. Each token is represented as a fixed-size vector in the input matrix. Then,
the multiple convolutional filters slide over the matrix to produce a new feature
map and the filters have various different sizes to generate different features.
The Max-pooling layer is to calculate the maximum value as a corresponding
feature to a specific filter. The output vectors of the Max-pooling layer become



inputs to the LSTM networks to measure the long-term dependencies of feature
sequences. The output vectors of the LSTMs are concatenated and an activation
function is applied to generate the final output: either positive or negative.

Input Layer

This is the first layer in the model and it represents each tweet as a row of
vectors. Each vector represents a token based on the the sentiment analysis level
used. Each different level has a different token to be embedded, such as in the
Char-level, each character in the tweet will be represented into a specific vector
with a fixed size of 100. Each word in the tweet, which is one token in the Word-
level is embedded into a vector with lengh of 100 and that is the same with
each token in the Ch5gram-level. This layer is a matrix of size w×v, where v is
the lengh of the vector and w is the number of tokens in the tweets. The value
of w is the maximum length of a tweet. Any tweet that contains less than the
maximum number of tokens in the tweet will be padded with <Pad> to have the
same lengh with the maximum tweet lengh. For instance, the maximum length
of tweets with the character level in the Main-AHS dataset is 241 tokens and any
tweets that have less than the maximum number will be padded to 241 to get
the same length. Each matrix in the Character level in the Main-AHS dataset
has the size of 241×100.

Convolutional Layer

Each input layer contains a sequence of vectors and it is scanned using different
size of filters (3,4, and 5) to extract n-gram features of tokens at different posi-
tions. Each filter strides or shifts only one column and one row over the matrix.
Each filter detects multiple features in a tweet using the ReLU [32] activation
function, in order to represent them in the feature map.

Max-Pooling Layer

After the Convolutional layer, the Max-pooling layer minimizes and down-samples
the features in the feature map. The max operation or function is the most com-
monly used technique for this layer and it is used in this experiment. The reason
of selecting the highest value is to capture the most important feature and reduce
the computation in the advanced layers. Then the dropout technique is applied
to reduce overfitting with the dropout value is 0.5.

LSTM Layer

One of the advantages of the LSTMs is the ability of capturing the sequential
data by considering the previous data. This layer takes the output vectors from
the dropout layer as inputs. This layer has a set number of units or cells and the
input of each cell is the output from the dropout layer. The final output of this
layer have the same number of units in the network.



Fully Connected Layer

The outputs from LSTMs are merged and combined in one matrix and then
passed to a fully connected layer. The array is converted into a single output in
the range between 0 and 1 using the fully connected layer, in order to be finally
classified using sigmoid function [33].

5. Experiments and Results

These experiments aimed to utilize a very deep learning model using a com-
bination of CNN and LSTM. The learning performance of the model will be
measured using the accuracy of the classifier [34].

Acc =
(TP + TN)

(TP + TN + FP + FN)
. (1)

Here, TP is the number of tweets that are positive and predicted correctly as
positive, TN is the number of tweets that are negative and predicted correctly as
negative, FP is the number of tweets that are negative but predicted incorrectly
as positive, and FN is the number of tweets that are positive but predicted
incorrectly as negative.

Table 2. Accuracy comparison of the proposed method with different sentiment levels
and other models for the same datasets.

Sentiment Level Main-AHS Sub-AHS Ar-Twitter ASTD

Char-level 0.8941 0.9164 0.8131 0.7419
Ch5gram-level 0.9163 0.9568 0.8283 0.7762
Word-level 0.9424 0.9510 0.8810 0.7641

Alayba et al., 2018 [10] 0.92 0.95
Dahou et al., 2016 [26] 85.01 79.07
Abdulla et al., 2013 [20] 87.20

All the experiments using different datasets and sentiment analysis levels use
the same size of the training and test datasets. The size of the training set is
80% of the whole dataset, and the test set contains the remaining 20% of the
dataset. The model is trained using the training set and then the test set is
used to measure the performance of the model. The number of epochs is 50
for all the experiments. Table 2 shows the accuracy results in the 50 epochs
for the four datasets using different sentiment levels. The best accuracy results
for the three different used levels are identified by underlining the best results.
Also, Table 2 compares the results of our model with the results published in
other papers. It is clear from Table 2 that the proposed model improved the
performance of sentiment classification in three datasets: Main-AHS, Sub-AHS,



and Ar-Twitter, but it is lower than [26] for the ASTD dataset model (by only a
small margin). Figures 2, 3, 4, and 5 illustrate the accuracies on different datasets
over 50 epochs. Each line represents different sentiment analysis level. Char-level
generally has the lowest accuracy results in the different datasets compared with
the other levels, but for Ar-Twitter, it is better than the accuracy obtained
on the Ch5gram-level after 23 epochs. Word-level achieves the best accuracy
results for the Main-AHS and Ar-Twitter datasets and it has similar results
with Ch5gram-level for the Sub-AHS.

Fig. 2. Accuracy on the test set for Main-AHS dataset using different sentiment anal-
ysis levels.

6. Conclusions and Future Work

This paper investigated the benefits of combining CNNs and LSTMs networks in
an Arabic sentiment classification task. It also explored the effectiveness of using
different levels of sentiment analysis because of the complexities of morphology
and orthography in Arabic. We used character level to increase the number of
features for each tweet, as we are dealing with short messages, which was not an
ideal option for our model. However, using Word-level and Ch5gram-level have
shown better sentiment classification results.

This approach has improved the sentiment classification accuracy for our Ara-
bic Health Services (AHS) dataset to reach 0.9424 for the Main-AHS dataset,
and 0.9568 for the Sub-AHS dateset, compared to our previous results in [10]



Fig. 3. Accuracy on the test set for Sub-AHS dataset using different sentiment analysis
levels.

Fig. 4. Accuracy on the test set for Ar-Twitter dataset using different sentiment anal-
ysis levels.



Fig. 5. Accuracy on the test set for ASTD dataset using different sentiment analysis
levels.

which were 0.92 for the Main-AHS dataset and 0.95 for the Sub-AHS date-
set. Future work will use some pre-trained word representation models, such as
word2vec [16], GloVe [35], and Fasttext [36] for the embedding layer.
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