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Abstract

In this document, we present a covering problem where vertices of a graph have to be covered by rooted subtrees.
We present three mixed-integer linear programming models, two of which are compact while the other is based on
Dantzig-Wolfe decomposition. In the latter case, we focus on the column generation subproblem, for which we propose
several algorithms. Numerical results are obtained using instances from the literature and instances based on a real-life
districting application. Experiments show that the branch-and-price algorithm is able to solve much bigger instances
than the compact model, which is limited to very small instance sizes.

Keywords: Covering problems, Column generation, Dantzig-Wolfe decomposition, Branch-and-bound, Dynamic
programming

Declarations of interest none.

Potential referees .

Black and white print this draft can be printed in
black and white.

1. Introduction

In this document, we present a covering problem that
arises in the application field of solid waste collection.
Our problem belongs to the family of districting problems.
The term “districting” refers to the operation of regroup-
ing small geographical areas, called basic units, in bigger
groups, called districts. In this work, basic units are pre-
sented as vertices of a graph, and districts are rooted sub-
trees.

For fifty years, researchers have been studying this fam-
ily of problems for political districting [1, 2], sales territory
design [3, 4, 5] and the optimization of public services [6, 7]
(see, for example, Kalcsics’ recent literature survey [8]). In
any districting problem, districts are required to be “con-
nected”, “compact” and “balanced”. An important issue in
this field of research is to formally define these three con-
cepts, whose meaning strongly depends on the industry
they apply to.

The connectivity constraint implies that any pair of ver-
tices belonging to the same district can be connected by
some path whose vertices also belong to that district. This
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constraint is usually meant to prevent intersecting dis-
tricts, but it can also be used to represent geographical
obstacles. In [4], the authors used the original connectivity
constraint, which leads to linear programs with an expo-
nential number of constraints. In [3] and [2], the authors
proposed a more restrictive version of connectivity, which
uses the notion of center. For each district, one must set a
center j; when the problem is defined on a graph, the cen-
ter corresponds to a vertex. The connectivity constraint
is verified if every district is a subtree of a spanning tree
rooted in j. In [3] and [2], the authors used a shortest path
tree to define the spanning tree, and thus the connectivity
constraint. The use of the shortest path tree is motivated
in [2] by the fact that a connected and compact sector is
likely to contain the shortest path from the center to ev-
ery node it contains. We use the same approach in this
document.

Out of the three concepts (connectivity, compactness,
balance), compactness is the one that is most open to in-
terpretation. It is generally part of the objective function.
Compactness can be modeled in a p-median problem fash-
ion [3, 2], where one minimizes the sum of the distances
between any vertex and the center of the district it be-
longs to, or in a p-center problem fashion [4, 5], where one
only takes into account the maximum distance, among all
districts, between a vertex and its corresponding center.
Our approach would be closer to the p-center model since
we consider, for each district, the maximum shortest path
distance between a vertex and its center. In this work,
that distance is called the radius of the district. However,
we define the total cost of a solution as the sum of the
district radiuses instead of the maximum district radius.
In this regard, our model can be compared to that of [7]
and [9]. One of the criteria of [7] was the sum of the nor-
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malized radiuses for all districts, while [9] used the sum of
the district diameters, i.e. the maximum distance between
any two vertices belonging to the same district.

The balance constraint implies that the difference of vol-
ume between any two districts must be small, with regards
to workload, service time or population size, for example.
In most cases, this constraint requires, for each attribute
being considered, that the volume of any district is close
to the mean, by a given margin. This constraint can also
be represented by an objective function minimizing the
distance between each district and the mean [9].

In our problem, districts are not subject to a minimum
workload. In the real-life instances we studied, balance
was not an industrial requirement. However, workload is
bounded from above, which prevents the districts from
having an excessive workload. The number of districts
to compute is given, and each district is subject to two
capacity constraints. Another specificity of our problem
is that it consists in finding a vertex cover in the graph
instead of a partition. In cases where some vertices belong
to many shortest paths, it helps ensuring that a feasible
solution is computed.

Several papers on districting problems describe heuris-
tics based on local search [6, 4, 9]. There are works based
on mathematical programming as well, and more specif-
ically Dantzig-Wolfe decomposition [2]. Column genera-
tion methods are well-suited for this family of problems,
since they can easily be decomposed in one partition-
ing/covering master problem and a subproblem for each
district.

The aim of our work is to solve exactly this problem
using algorithms based on mathematical programming. In
particular, we focus on a branch-and-price method. The
main difficulty is to design an efficient subproblem oracle
which, for a given center, computes the subtree rooted in
this center that minimizes the reduced cost. This subprob-
lem can also be seen as an extension of the knapsack prob-
lem with precedence constraints, two capacity constraints,
and a profit that depends on the maximum distance from
the center (radius). We propose several methods for solv-
ing this problem. The first method is based on executing,
for all relevant radius values, a two-dimensional generaliza-
tion of the branch-and-bound algorithm proposed in [10].
The second method solves a dynamic program, based on
the algorithm proposed in [11], that includes the radius in
its recurrence relation.

We validate our methods numerically using real-life in-
stances and instances from the vehicle routing literature.
Our experiments show that the model based on column
generation exhibits much better performances than the
compact models. Moreover, the enumerative branch-and-
bound oracle seems to be the best method to solve the col-
umn generation subproblems, although the dynamic pro-
gramming algorithm can be faster in a significant number
of cases.

In section 2, we present the problem formally, along with
the different models studied in this document. We dedi-

cate section 3 to the column generation subproblem while
section 4 describes the techniques we use in the branch-
and-price algorithm. We analyze the numerical results in
section 5 before offering some brief concluding remarks and
suggestions for future research.

2. Problem definition and mathematical models

In this section, we formally define the problem we are
studying. For this purpose, we disregard the industrial
application that motivates this work and focus on a vertex
covering problem restricted to subtrees.

2.1. Formal problem definition

We represent the geographical area to be serviced using
a weighted directed graph G = (V,A, c) in which each
vertex i ∈ V represents a waste collection point and each
arc (i, j) ∈ A represents a connection from i to j of length
ci,j . Let n = |V |. Any vertex i ∈ V is also associated with
two values w1

i ∈ N and w2
i ∈ N corresponding, respectively,

to the time required to service that point and the volume
of waste to be collected therein. The fleet is composed
of K vehicles, each of them limited to a maximum total
service time W 1 ∈ N and a capacity W 2 ∈ N of waste that
can be collected.

Each district that we want to generate is defined by a
pair (U, j), where U ⊆ V is a set of vertices, and j ∈ U
is the district’s center. For a given district centered at j,
let di,j be the distance of the shortest path in G from j
to vertex i and let πj(i) be the vertex preceding i in this
path. If there is no path from j to i in G, then di,j = +∞
and we assume, by convention, that πj(i) = j. These
shortest paths define a tree T j = (V,Aj) rooted in j with
Aj = {(πj(i), i), i ∈ V \ {j}}. The radius of a district
(U, j) is defined by maxi∈U di,j . In addition, for a district
(U, j), we have that i ∈ U =⇒ πj(i) ∈ U .

In the following, given T j = (V,Aj) a tree rooted in
j ∈ V and i ∈ V \ {j}, we define T j(i) the subtree of
T j rooted in i and composed of all the descendants of
i. In addition, given a set of vertices U ⊆ V , we define
T j [U ] = (U,Aj ∩ (U × U)) the subtree of T j rooted in
j and containing every vertex of U . We say that set U
induces a valid subtree of T j if j ∈ U and T j [U ] is a
connected component of T j .

Definition 1 (valid district, radius). Given a tree T j =
(V,Aj) rooted in j, three vectors d·,j, w

1, w2 in Rn+, and
two real numbers W 1 and W 2, a valid district centered at
j is a pair (U, j) such that T j [U ] is a valid subtree and∑
i∈U w

`
i ≤W ` for ` = 1, 2. The radius of a valid district

(U, j) is defined as r(U, j) = maxi∈U di,j.

Problem 1 (minimum cost cover with valid districts).
Given V a set of vertices, two vectors w1 and w2 in Nn,
two integer values W 1 ≥ 1 and W 2 ≥ 1, an integer K,
and for each vertex j ∈ V , a tree T j of shortest paths
from j to any other vertex in V , and a vector d·,j ∈ Rn
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of shortest path distances from j to any other vertex in
V , find a cover of V using K valid districts with distinct
centers and minimizing the sum of the districts’ radiuses.

The problem of covering a graph with valid districts is
NP-hard, since the bin packing problem is reducible to this
covering problem with trees of depth 1, null distances and
capacity W 2 equal to +∞.

Note that an item may belong to two different districts
(and thus counts in two knapsack constraints) in a so-
lution, which may be counter-intuitive. However, this is
mandatory in order to keep the precedence constraints rel-
evant. It also helps finding solutions in which few items
are covered more than once.

2.2. Compact formulations

The problem of vertex covering using valid districts of
minimum cost can be formulated as an integer linear pro-
gram. Our first model considers natural decision vari-
ables (center selection, assignments, and radiuses). Let
x ∈ {0, 1}n×n be a matrix of decision variables. For i 6= j,
xi,j is equal to 1 if i is assigned to center j, 0 otherwise.
Each variable xj,j is equal to 1 if j is the center of some
district, and 0 otherwise. Let also r ∈ Rn be a vector of
variables. For each vertex j ∈ V , rj is equal to the radius
of the district centered at j if j is a center, and 0 otherwise.
The problem can then be modeled as follows:

(P0) =



min
∑
j∈V

rj

s.t.
∑
j∈V

xj,j ≤ K,∑
j∈V

xi,j ≥ 1 ∀i ∈ V,

∑
i∈V

w`i xi,j ≤W ` ` = 1, 2, ∀j ∈ V,

xi,j ≤ xπj(i),j ∀i ∈ V, i 6= j, ∀j ∈ V,

rj ≥ di,j xi,j ∀i ∈ V, ∀j ∈ V,

rj ∈ R+ ∀j ∈ V,
xi,j ∈ {0, 1} ∀i ∈ V, ∀j ∈ V.

(1)

(2)

(3)

(4)

(5)

(6)

(7)

The objective function is equal to the sum of the ra-
diuses. Note that although this is not explicitly enforced,
when j is not a center, rj = 0 in any optimal solution.
Constraint (1) is an upper bound for the number of dis-
tricts used ; constraints (2) ensure that each vertex belongs
to at least one district ; and constraints (3) guarantee that
no district can exceed any of the two maximum capacities.
Each constraint (4) asks that if i is assigned to cluster j,
then its predecessor is assigned to j as well. Constraints
(5) guarantee that each variable rj carries the correspond-
ing radius value.

We now propose a better model for the problem, with
different variables. For that purpose, we use a model sim-
ilar to that of [12] for the p-center problem. For each
vertex j ∈ V , let σj be a permutation of the vertices in V
in order of increasing distance from center j. For a given
j ∈ V and i ∈ {1, . . . , n} \ {j}, let ∆i,j be the difference
between the distances (from center j) of vertex i and its
predecessor in σj . It can be defined as follows: ∆j,j = 0
and ∆σj(k),j = dσj(k),j − dσj(k−1),j for k = 2, . . . , n. We
can now distribute the maximum distance in a district
among all the vertices it contains. To this end, we in-
troduce a new matrix y ∈ {0, 1}n×n of binary variables.
For any valid pair (i, j), we have that yi,j is equal to 1
if j is a center and the maximum distance in district j is
greater than or equal to di,j , and 0 otherwise. Thus, if j is
chosen as a center, and vertex σj(i) defines the radius of
district j, we have yj,j = yσj(2),j = . . . = yσj(i),j = 1 and
yσ(i+1),j = . . . = yσ(n),j = 0.

The problem can then be modeled as the following MIP.

(P) =



min
∑
j∈V

∑
i∈V \{j}

∆i,j yi,j

s.t.
∑
j∈V

xj,j ≤ K,

∑
j∈V

xi,j ≥ 1 ∀i ∈ V,

∑
i∈V

w
`
i xi,j ≤ W

`
` = 1, 2, ∀j ∈ V,

xi,j ≤ xπj(i),j ∀i ∈ V, i 6= j, ∀j ∈ V,

yσj(k),j ≤ yσj(k−1),j ∀k ∈ {2, . . . , n}, ∀j ∈ V,

xi,j ≤ yi,j ∀i ∈ V, ∀j ∈ V,

xi,j ∈ {0, 1} ∀i ∈ V, ∀j ∈ V,

yi,j ∈ {0, 1} ∀i ∈ V, ∀j ∈ V.

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

The model described hereinabove differs from (1)–(7)
by its objective function, which is computed from decision
variables y, and constraints (12) and (13). Constraints
(12) ensure that variables y are consistent, and constraints
(13) state that if i is in the district of center j, then the
radius of district j is greater than or equal to di,j .

2.3. Extended formulation

In this section, we show how to derive an extended for-
mulation of (P) using Dantzig-Wolfe decomposition.

Given j ∈ V , we define Gj the set of extreme points of
the convex hull of the set of integer solutions to system
(10)–(15) associated with j. Note that a solution associ-
ated with center j can refer to an empty district, therefore
not covering center j. We can rewrite compact model (P)
by substituting vectors x and y with an integer combina-
tion of the elements of Gj . Given g ∈ Gj , let xgi,j (resp.
ygi,j) be the value of variable xi,j (resp. yi,j) in g. Let

λj ∈ {0, 1}|G
j | be a vector of binary variables such that λgj
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is equal to the number of times extreme point g is used in
the solution. The new model can be defined as follows.

(PM ) =



min
∑
j∈V

∑
i∈V

∆i,j

 ∑
g∈Gj

ygi,j λ
g
j


s.t.

∑
j∈V
g∈Gj

xgj,j λ
g
j ≤ K, (κ)

∑
j∈V
g∈Gj

xgi,j λ
g
j ≥ 1 ∀i ∈ V, (φ)

∑
g∈Gj

λgj = 1 ∀j ∈ V, (α)

λgj ∈ {0, 1} ∀g ∈ Gj , ∀j ∈ V.

(16)

(17)

(18)

(19)

This problem is called the master problem. It has a poly-
nomial number of constraints and an exponential number
of variables. A classical way to solve this problem is to
use a branch-and-price method. It relies on solving iter-
atively the continuous relaxation of (PM ). For this pur-
pose, we first solve a restriction of the model to a subset
of variables (called the restricted master problem). Then,
we need to solve a subproblem to find a non-generated
variable corresponding to a negative reduced cost. That
subproblem can be decomposed into n subproblems (one
for each center candidate). In practice, each subproblem
consists in computing the district that corresponds to the
smallest reduced cost, with regards to its center candidate.
If none of the generated districts correspond to a negative
reduced cost, then the current solution for the continuous
relaxation of (PM ) is optimal. Otherwise, we add all n
generated columns to the restricted master problem (even
if the corresponding reduced cost is non-negative).

Let us associate dual variables κ ∈ R−, φi ∈ R+ for all
i ∈ V and αj ∈ R for all j ∈ V respectively to constraints
(16), (17) and (18). We then get, for each center candidate,
the following pricing problem.

(Pj) =



min
∑
i∈V

∆i,j yi,j − κxj,j −
∑
i∈V

φi xi,j − αj

⇔− αj −maxκxj,j +
∑
i∈V

φi xi,j −
∑
i∈V

∆i,j yi,j

s.t.
∑
i∈V

w`i xi,j ≤W ` ` = 1, 2,

xi,j ≤ xπj(i),j ∀i ∈ V, i 6= j,

yσj(k),j ≤ yσj(k−1),j ∀k ∈ {2, · · · , |V |},
xi,j ≤ yi,j ∀i ∈ V,

xi,j ∈ {0, 1} ∀i ∈ V,

yi,j ∈ {0, 1} ∀i ∈ V.

(20)

(21)

(22)

(23)

(24)

(25)

Considering φi as the profit gained from covering a ver-
tex with some district, this problem amounts to searching

the valid district that minimizes its radius while maximiz-
ing the profit induced by the covered vertices.

In order to get an integer solution of (PM ), we apply a
branch-and-price method. The details of this method are
presented in a subsequent section. In the following section,
we focus on solving the continuous relaxation of model
(PM ). The restricted master problem is solved using a
linear programming solver. The main difficulty is to solve
the column generation subproblems ; therefore, we propose
several algorithms that can solve them efficiently.

3. Methods for solving the column generation sub-
problem

In this section, we focus on the pricing problem intro-
duced in the previous section. This problem can be de-
composed into n pricing subproblems, each of them using
a distinct center vertex j in V . Thus, for each vertex j
in V , we want to generate an extreme point g in Gj such
that the reduced cost of λgj , the associated decision vari-

able in (PM ), is minimized. To simplify notations, we will
drop index j henceforth, since we are always considering
a subproblem centered at some vertex j. We will also
assume, w.l.o.g., that the subproblem is a maximization
problem. Consequently, the profit associated with each
node is non-negative in the pricing subproblem. However,
when applying the Lagrangian relaxation of the capacity
constraints, negative profits may also arise. The problem
can be formally stated as the following.

Problem 2 (valid district maximizing the sum of profits
minus the radius). Given a tree T = (V,A) rooted in j,
two vectors w1 and w2 in Nn, two vectors d, and p in
Rn+, and two integers W 1 ≥ 1 and W 2 ≥ 1, find a valid
district (U, j) maximizing

∑
i∈U pi − r(U, j).

This problem is a generalization of two variations of the
knapsack problem that have been studied in the literature.
The first is the so-called Tree Knapsack Problem, defined
by a single knapsack constraint and no radiuses (or, equiv-
alently, radiuses equal to 0). In [10], a branch-and-bound
algorithm is proposed to solve this problem while a dy-
namic programming approach is discussed in [11]. Both
methods make use of a depth-first search (DFS) ordering of
the items. The second variation is the so-called Penalized
Knapsack Problem, which considers a single knapsack con-
straint and no precedence constraints. In this context, the
radiuses are called penalties. In [13], this problem is solved
using a dynamic program wherein the items are arranged
in order of increasing penalty. However, the precedence
constraints change the structure of our problem, prevent-
ing us from using a similar ordering.

We designed two solvers for the subproblem wherein the
center vertex is given. The first is based on enumerating
the relevant r(U, j) values. We then iteratively solve a
variation of the knapsack problem with precedence con-
straints. The second solver directly computes both the
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set of covered vertices and the district radius simultane-
ously. Note that, since the Knapsack Problem is weakly
NP-hard and the complexity of the dynamic program de-
scribed in section 3.2 is in pseudo-polynomial time, Prob-
lem 2 is weakly NP-hard.

3.1. Subproblem solving by radius enumeration and
branch-and-bound

One way to solve the subproblems is to enumerate all po-
tential radiuses in order to obtain a variation of a classical
problem from the literature called Tree Knapsack Problem
(TKP).

Problem 3 (2D knapsack problem with tree-precedence
constraints (TKP-2D)). Given a tree T = (V,A) rooted in
j, a vector p in Rn+, two vectors w1 and w2 in Nn, and
two integers W 1 ≥ 1 and W 2 ≥ 1, find a valid district
(U, j) that maximizes

∑
i∈U pi.

There are, at most, n relevant radius values for each
center. For each such value r, we can preprocess the in-
stance data to remove each vertex whose distance from the
center is greater than r. Given center j and radius r, the
subproblem amounts to solving TKP-2D(T j ; r) − r + αj ,
where TKP-2D(T j ; r) is defined as follows.

(TKP-2D(T j ; r)) =

max
∑
i∈V

pi xi

s.t.
∑
i∈V

w`i xi ≤W ` ` = 1, 2,

xi ≤ xπj(i) ∀i ∈ V, i 6= j,

xi = 0 ∀i ∈ V, di > r

xi ∈ {0, 1} ∀i ∈ V

(26)

(27)

(28)

(29)

The problem described hereinabove has already been
studied in one dimension in [11, 10]. A dynamic program-
ming algorithm [11] and a branch-and-bound algorithm
[10] have been proposed to solve it. These algorithms have
been extended to two knapsack constraints in [14].

The branch-and-bound method that we propose is an ex-
tension of the algorithm from [10], initially addressing the
1D knapsack problem with tree-precedence constraints.

In [10], the branching scheme of the branch-and-bound
algorithm consists in selecting a vertex i in V and con-
structing two sub-problems: a first subproblem in which
node i does not belong to the solution, and a second sub-
problem in which node i does belong to the solution. The
dual bound for each node of the branching tree is obtained
by applying a Lagrangian relaxation of the knapsack con-
straint and performing a linear search to compute the best
Lagrange multiplier. Let us first formalize the problem ob-
tained after relaxing the capacity constraint.

Problem 4 (Maximum weight subtree). Given a tree T =
(V,A) rooted in j, and a vector p in Rn, find a valid subtree
T [U ] that maximizes

∑
i∈U pi.

If µ̄ ∈ R+ is the Lagrange multiplier associated with
the knapsack constraint, then the Lagrangian relaxation
corresponds to the maximum weight subtree problem with
p̄i = pi − µ̄wi where wi is the weight of item i in the
knapsack constraint.

This problem can be solved in linear time [10] using a
dynamic program. A state of this program is defined by
some vertex i ∈ V and corresponds to a maximum subtree
of T (i). The dynamic program (DP) can then be written
as

β(i) = max{0, p̄i +
∑

k:π(k)=i

β(k)},

and the optimal solution is constructed from β(j). Us-
ing an inverse depth-first search (DFS) ordering to walk
the vertices of T , all states of the dynamic program are
computed iteratively.

To solve the Lagrangian problem (that is, to find the
best multiplier µ̄), one performs a linear search on the
value of µ̄. Note that the objective function of the La-
grangian problem is convex and piecewise linear. The lin-
ear search starts with a null Lagrange multiplier, and the
maximum weight subtree associated with this multiplier.
Increasing the value of µ̄ will linearly decrease the value of
the Lagrangian function (assuming the current solution is
not already feasible) while keeping the same solution until,
for some vertex i∗ of the solution, profit β(i∗) becomes zero
(a break point of the piecewise linear function is reached).
Vertex i∗ is called a critical item. The new solution is
simply obtained by removing subtree T (i∗) from the pre-
vious solution. The procedure is repeated until a solution
satisfying the knapsack constraint is obtained. The value
of µ̄ used to obtain the last breaking point is the optimal
solution of the Lagrangian problem.

The sequence of critical items obtained along the solu-
tion of the Lagrangian problem is used to define the suc-
cessive branching decisions in the branch-and-bound tree.

In the two dimensional case, we consider the same
branching scheme and evaluation method. However, as
the Lagrangian relaxation is obtained by penalizing two
knapsack constraints, the linear search is no longer rele-
vant to find the best Lagrange multipliers. Consequently,
we use a descent algorithm to optimize them heuristically.
In order to fully take advantage of the branching strategy
used in [10], based on a sequence of critical items, the de-
scent algorithm should iteratively remove subtrees rooted
in critical items, similarly to the linear search in the one
dimensional case.

Let us first formalize the problem obtained after relax-
ing both capacity constraints. Given multipliers µ ∈ R2,
the problem is again equivalent to the maximum weight
subtree problem with p̃i = pi−µ ·wi for all i ∈ V and can
be solved with the same dynamic program.

Now, by restricting the descent algorithm to directions
that only increase the Lagrange multipliers, we have that
each successive solution is obtained by removing subtrees
from the previous one. This property follows from the fact
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that the values p̃i and β(i) decrease proportionally to µ.
The optimal solution remains identical until at least one
of the DP state is such that β(i∗) = 0 for some vertex i∗ of
the solution (which defines the length of the step made in
the chosen direction), in which case we remove the subtree
rooted in the critical vertex i∗.

The sequence of critical vertices induced by the descent
algorithm is used as the successive branching decisions in
our branch-and-bound algorithm.

Finally, let us describe the descent direction that we
use. The most straightforward direction corresponds to
the violation of the capacity constraints by the current
solution. However, preliminary tests showed that moving
along only one capacity constraint at a time, namely the
most violated one, leads to better performances.

When (TKP-2D(T j ; r)) is solved for a given value r,
we obtain a primal bound for (Pj), which can be used
to prune branch-and-bound nodes for subsequent radius
values (sometimes even at the root node). We also obtain a
dual bound for any radius r′ < r by keeping the same set of
vertices and updating the objective function by replacing
penalty r with r′. The value obtained is a valid upper
bound since it is the value of an optimal solution of a
relaxation of the problem associated with radius r′ (some
vertices of larger radius can still be used, which relaxes the
problem).

Considering this, we first focus on the primal bound by
evaluating the “expected” best radius first, i.e. the radius
that is the most often associated with an optimal solution
of subproblem (Pj), before evaluating the other radiuses
in decreasing order to produce useful dual bounds.

3.2. Direct subproblem solving with dynamic programming

While our branch-and-bound algorithm is based on an
enumeration of the relevant radiuses, the dynamic program
(DP) presented hereafter solves a subproblem by comput-
ing both the set of covered vertices and the district radius
simultaneously. First, we present a DP designed for the
case where the radius is given, which is an extension of the
one presented in [11] in two dimensions. Then, we propose
a method to efficiently take the radius into account in the
DP’s recurrence, as well as several techniques that improve
the algorithm’s performances.

3.2.1. Dynamic program for the TKP-2D

This dynamic program was originally proposed in [11]
in one dimension as a variant of [15], then extended to
two dimensions in [14]. We present the dynamic program
using our own formalism. In the following, we consider
a tree T = (V,A) rooted in j. W.l.o.g., we assume that
the vertices of V are indexed according to some depth-first
search (DFS) ordering. Under this assumption, if item k
is selected, the next choice is related to item k + 1 (the
next in the DFS ordering). If item k is not selected, no
vertices in T (k) can be selected. In this case, the next
vertex to be considered is η(k) = min{i : i > k, i 6∈ T (k)}.

If k is the last vertex in the DFS ordering, or if all indices
k′ > k correspond to descendants of k, then we assume,
by convention, that η(k) = n + 1. Figures 1a and 1b
represent the relation between the precedence tree and the
successorship structure in the dynamic program.

1

2

3 4

5

6 7

8

(a) A precedence graph (where node 8 is an arti-
ficial node bearing no profit nor weight)

1 2 3 4 5 6 7 8

(b) Successorship structure corresponding to the precedence graph in
1a. Arcs (k, k + 1) are drawn in black while arcs (k, η(k)) are grey.

Figure 1: Relation between the precedence graph and the successor-
ship structure.

Building on this precedence structure, we can define the
states of the dynamic program by pairs (k,w), where k ∈
{1, . . . , n+ 1} represents the index in the DFS order, and
w ∈ {0, . . . ,W 1} × {0, . . . ,W 2} is a vector representing
resource consumptions. Since profits are computed using
dual values, they are not integer. Thus, only DP based on
weights are viable.

In the following, for any two vectors u and v of the
same dimensions, u ≤ v and u + v are componentwise

operations. LetW =

(
W 1

W 2

)
. Then, the dynamic program

can be defined as follows.
ψCS(k,w) =

0 if k = n+ 1,

max{pk + ψCS(k + 1,w +wk), if k ≤ n
ψCS(η(k),w)} and w +wk ≤W ,

ψCS(η(k),w) otherwise,

where ψCS(k,w) represents the value of the best solution
limited to vertices in {k, . . . , n + 1} and a resource con-
sumption less than or equal to w. The optimal solution

corresponds to ψCS(1,

(
0
0

)
).

Note that the capacity constraints are included in the
structure of the graph. Therefore, solving this dynamic
program is equivalent to finding a longest path in a di-
rected acyclic graph, where the vertices are states of the
program and the arcs represent the options available in
the recurrence.

This directed acyclic graph has O(nW 1W 2) vertices and

arcs. A longest path from vertex (1,

(
0
0

)
) can be com-

puted in O(|V |W 1W 2) time and space. The algorithm of

6



[11] is a direct application of Bellman’s algorithm on this
graph, in the case of a single capacity constraint.

On the one hand, using a DFS ordering is motivated by
the precedence constraints, which can then be integrated
in the recurrence relation. On the other hand, the best DP-
based methods for the penalized knapsack problem [16]
consider the items in order of increasing penalty, so that
the penalty itself does not require adding an explicit di-
mension to the state space. However, these two orderings
are very likely to be contradictory. For example, consider
an instance with four items {i0, i1, i2, i3} such that π(i1) =
π(i2) = i0, π(i3) = i2, and r(i0) < r(i2) < r(i1) < r(i3).
Then, it is clear that there does not exist a DFS ordering
such that the items are arranged in order of increasing ra-
dius (penalty). For this reason, the dynamic program in
the next section will be based on a DFS ordering of the
items.

3.2.2. Extension of the dynamic program to include dis-
trict radiuses

In this section, we show how to extend the dynamic
program defined hereinabove to include district radiuses
in the computation of the solution cost. The dynamic
program can then be directly used to solve (Pj). For the
sake of clarity, let ri be the radius corresponding to vertex
i.

The basic idea of the following DP is to modify ψCS in
such a way that it takes into account the current radius of
the partial solution. Now, a state has the form (k,w, r),
where k and w are the same as in ψCS, and r is the radius
of the current partial solution. When item k is considered,
the radius does not change if k is not selected. If k is
selected, the new radius is udpated to value rk if rk > r.
In the latter case, the cost of the state will also be updated
to account for the penalty entailed by the new radius.

Given x ∈ R, let (x)+ = max{0, x}. If x is a vector, then
(x)+ applies componentwise. We assume, w.l.o.g., that the
vertices are indexed according to some DFS ordering.

ψR(k,w, r) =

0 if k = n+ 1,

max
{
pk + (rk − r)+ + ψR(k + 1, if k ≤ n

w +wk,max{r, rk}), and w +wk ≤W ,

ψR(η(k),w, r)
}

ψR(η(k),w, r) otherwise.

In this dynamic program, ψR(1,

(
0
0

)
, 0) corresponds to

an optimal solution for problem (Pj). Since the consid-
ered graph has no oriented cycles, we use a label-setting
algorithm to solve this problem, i.e. we consider the ver-
tices of the graph in a topologic ordering, and keep a set
of non-dominated partial solutions for each node. Non-
dominated solutions are represented by labels. A label ` is
defined by tuple (p(`), k(`),w(`), r(`)) containing the cost

of the partial path from vertex (1,

(
0
0

)
), the current posi-

tion in the DFS ordering, the resource consumptions and

the current district radius. The theoretical complexity of
this new DP is O(|V |2W 1W 2) in time and space.

We now need to define a dominance relation that takes
the radius into account. Let `i and `j be two labels such
that k(`i) = k(`j). Label `i dominates label `j if and only
if at least one of the following dominance relations is met.
Clearly, `i dominates `j if `i bears a higher profit than
`j while consuming less resource and being closer to the
district center.

Dominance relation 1. Label `i dominates label `j if
p(`i) ≥ p(`j), r(`i) ≤ r(`j), and w(`i) ≤ w(`j)

The second dominance relation implies that `i domi-
nates `j if `i bears a better profit and balances its radius
while consuming less resource than `j .

Dominance relation 2. Label `i dominates label `j if
p(`i) ≥ p(`j), p(`i) − r(`i) ≥ p(`j) − r(`j), and w(`i) ≤
w(`j).

Proposition 3.1. Dominance relation 2 is correct.

Proof. If dominance relation 2 is verified and r(`i) ≤ r(`j),
then dominance relation 1 is verified as well, and `i domi-
nates `j .

Let us then assume that r(`i) > r(`j). `i is a better
label than `j , since its net profit p(`i) − r(`i) is higher
than that of `j , while its resource consumption is lower.
In order to justify maintaining `j , we have to assume
that it will be combined with a set of vertices I. Let
⊕ be the operation that adds a set of vertices to some
label. Since k(`i) = k(`j) and w(`i) ≤ w(`j), we can
also combine I and `i, then compare the resulting new la-
bels (`i ⊕ I) and (`j ⊕ I). Since the net profit of these

two new labels is
(
p(`i) + p(I) − max{r(`i), r(I)}

)
≥(

p(`j)+p(I)−max{r(`j), r(I)}
)
, then (`i⊕I) is still better

than (`j ⊕ I). This proves that `i dominates `j .

Dominance relation 2 is at least as strong as 1 and does
not involve heavier computations. For this reason, it is
natively included in our algorithm.

The validity of the dynamic program builds on the fact
that it considers the vertices iteratively according to a DFS
ordering based on the precedence graph. Any such order-
ing guarantees the consistency of indices k+1 and η(k), for
any vertex k ∈ V . Note that there exists an exponential
number of such DFS orderings. Among these orderings
candidates, we break ties by selecting the one in which
vertices are also arranged in order of decreasing radius in-
duced by their subtree.

For specific instances, using the concept of subtree ra-
diuses in a DFS ordering leads to better performances in
practice for the DP. An explanation for this behavior is
that the DP states are associated with their final radius
earlier in the recurrence relation, thus generating labels
with higher costs that can be eliminated earlier.
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3.2.3. Lagrangian filtering method

The dynamic program described in the previous section
induces a pseudo-polynomial number of states. The num-
ber of labels that are required to solve the program can
be huge in some cases, since the number of dimensions is
a limiting factor in the algorithm’s ability to remove dom-
inated labels. The objective of our filtering method is to
detect state transitions that can never be associated with
an optimal solution. For this purpose, we use a technique,
derived from the SSDP method (see [17], for example),
that solves a relaxation, filters out some transitions, and
then reintroduces the constraints that were relaxed. In
our implementation of this method, we use a Lagrangian
relaxation of the capacity constraints.

Given ζ ∈ R2 a Lagrange multiplier vector, we compute
the Lagrangian profit p̂k of each item k, that is, p̂k =
pk−ζ ·wk. The recurrence can then be defined as follows.

ψLR(k, r) = max
{
p̂k + (rk − r)++

ψLR(k + 1,max{r, rk}), ψLR(η(k), r)
}

(30)

Let us now consider the graph corresponding to DP
(30). Each node of this graph is a state of the DP. The
arcs correspond to the potential decisions from each state
(selecting an item or not). Figure 2 represents an ex-
ample of such a graph, where the arc costs are defined
as follows. Each vertex (k, r) has two outgoing arcs.
Arc a =

(
(k, r), (k + 1,max{r, rk})

)
, represents selecting

item k in the solution, and its cost p̃a is p̂k + (rk − r)+.
Arc a′ =

(
(k, r), (η(k), r)

)
represents dismissing this item,

which does not induce any additional cost, i.e. p̃a′ = 0.
The complexity of this DP is in O(|V |2) in time and

space, since each of the n vertices is associated with at
most one state per relevant radius.

Let PB be some primal bound for the value of an op-
timal solution. For example, that bound could have been
inferred from a feasible solution. Given a vector of La-
grange multipliers, we compute, for each vertex (i, r) in
the state graph, ω−((i, r)) and ω+((i, r)) defined, respec-
tively, as the value of a longest path from vertex (1, 0) to
vertex (i, r) and the value of the longest path from vertex
(i, r) to vertex (n + 1, 0). Given arc a = ((i, r), (j, r′)), if
ω−((i, r)) + p̃a + ω+((j, r′)) < PB, then a is not associ-
ated with an optimal solution. Note that this bound is still
valid in the original space with the capacity constraints.
In practice, when we filter out the outgoing arc of vertex
(k, r) that corresponds to selecting item k, we will not con-
sider solutions constructed from label (p, k,w, r) for any
values p and w. The same applies to outgoing arcs that
correspond to disregarding a item.

Lagrange multipliers ζ are computed using a standard
subgradient algorithm. Let p̂t ∈ Rn be the vector of La-
grangian profits, that is, p̂tk = pk − ζt · wk, and let xt

be the optimal solution obtained after iteration t of the
subgradient algorithm. The associated subgradient di-

(1, 0) (2, 0)

(3, 2) (4, 2)

(4, 4)

(5, 0)

(5, 2)

(5, 4)

(6, 3)

(6, 4)

(7, 3)

(7, 4)

(7, 5)

(8, 0)

(8, 2)

(8, 3)

(8, 4)

(8, 5)

(8, 6)

Figure 2: Graph representing the dynamic program induced by La-
grangian relaxation. States are defined by both a position in the DFS
ordering and a radius. Bold arcs correspond to selecting the current
item. Grey arcs correspond to not selecting the current item.

rection ∇t is defined by the capacity constraints viola-

tion, ∇t =

(
w1 · xt −W 1

w2 · xt −W 2

)+

and the step size st follows

Polyak’s step size, st = 2 · 0.1(p̂t·xt)
‖∇t‖22

, where 0.1(p̂t ·xt) is an

approximation of the optimality gap between the current
multipliers ζt and the optimal multipliers ζ∗. The algo-
rithm terminates after two non-improving iterations, i.e.
iterations where p̂t · xt ≤ p̂t · xt−1.

3.2.4. Completion bounds: filtering out labels according to
their cost

Each label (p, k,w, r) of the dynamic program corre-
sponds to a partial solution that is feasible with regards
to the capacity constraints and the precedence constraints
of the pricing subproblem. In a dynamic program, the
main way to remove labels is to check dominance rela-
tions. However, it is also possible to remove labels using
dual bounds, as we would in a branch-and-bound algo-
rithm. Given some primal bound PB and some label `,
filtering out label ` is valid if p(`) + DB(`) ≤ PB, where
DB(`) corresponds to some dual bound on the value that
can be gained from ` to some terminal state, thus com-
pleting label `.

The strength of this test depends on the quality of dual
bound DB(`). In order to save computation time, the
method that we use recycles computations from the La-
grangian filtering method that was described previously.
Let ζ ∈ R2

+ be a vector of Lagrangian multipliers. Given
label ` defined by tuple (p(`), k(`),w(`), r(`)), let `′ be its
projection, by relaxation of the capacity constraints, de-
fined by triple (p(`) − ζ · w(`), k(`), r(`)), and let vζ(`

′)
be the largest value of a path from the vertex bear-
ing `′ to sink (n + 1, 0). A dual bound DB(`) on the
best solution that can be constructed from ` is given by
DB(`) = vζ(`

′) +ζ · (W −w(`)). Given a pair (k(`), r(`))
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and a residual capacity Wr = W − w(`), we could com-
pute optimal Lagrange multipliers ζ∗Wr

. However, a less

time-consuming approach consists in reusing ζ̄∗ the multi-
pliers that were obtained at the end of the subgradient al-
gorithm described in the previous section. This technique
will be called ”completion bound” in the computational
experiments.

4. Speeding up the convergence of the branch-and-
price algorithm

4.1. Generating initial columns

In essence, our column generation algorithm is based on
the primal simplex algorithm. One of the bottlenecks of
this algorithm is to find an initial feasible basis. In order
to address this issue, one generally uses an artificial basis,
made from a set of artificial columns that do not exist in
the original linear program but whose cost is prohibitive,
so that they cannot be part of an optimal basis with a
positive coefficient. This phase might require a significant
number of column generation iterations before removing
all artificial columns from the basis. Thus, by generating
a set of random columns that do not take reduced costs
into account — since the latter are biased by the cost of
the basic artificial columns —, we are able to reduce the
time spent in phase one of the simplex algorithm.

In order to generate such columns, we apply the follow-
ing greedy heuristic for every center vertex. We start from
the empty solution, i.e. the solution that does not cover
any vertex. If there are no vertex that can be appended
to the current solution, stop the method. Otherwise, add
a vertex that is 1) the closest to the center, 2) not cov-
ered yet, and 3) induces a new solution that still verifies
both capacity constraints. This algorithm generates dis-
tricts that cover vertices close to their centers. It can be
adapted to generate sparse districts instead, which adds
more variety to the set of initial columns.

4.2. Branch-and-price

In order to obtain an integer solution for the master
problem (PM ), we use a branching algorithm. In each
branching node, we solve the continuous relaxation of
problem (PM ), to which we add new constraints repre-
senting the branching decisions.

The branching decisions are based on the variables xi,j
from compact model (P). Given vertices i and j, adding
constraint xi,j ≥ 1 (resp. xi,j ≤ 0) is equivalent to adding
constraint

∑
g∈Gj x

g
i,j λ

g
j ≥ 1 (resp.

∑
g∈Gj x

g
i,j λ

g
j ≤ 0)

to problem (PM ). As a consequence, a new dual vari-
able, associated with this branching constraint, is added
to the objective function of subproblem (Pj). Note that
(Pj) might still generate columns that do not verify the
branching constraints depending on the dual values of the
constraints it violates. In this case, the column is added
to the restricted master problem, and may only enter the
basis with a null value. The algorithm branches on the

variable xi,j whose value is still very fractional, i.e. close
to 0.5, after solving the parent node. Finally, the branch-
ing nodes are explored according to a Best-first search or-
dering. Another way of branching would be to apply the
branching decisions to the subproblem directly. This could
be done by cleaning up the master problem and modifying
the trees in the subproblems. We chose to branch in the
master problem instead, since this method entails no mod-
ification in the subproblem (it just changes the cost of the
arcs). As such, we do not have to address inconsistency
issues such as branching decisions implying that for some
i, j, k ∈ V with i predecessor of k in T j , xi,j = 0 while
xk,j = 1, which would make subproblem (Pj) infeasible.

Column generation is known to suffer from convergence
issues, known as the tailing-off effect. In order to ad-
dress this weakness, we use the stabilisation technique
from [18] that substitutes the dual solution for (PM ) by
a smoothed dual solution. Let (κ,φ,α)t be the dual so-

lution at iteration t, and let (κ̂, φ̂, α̂) be the dual solu-
tion associated with the best lower bound known for (PM )
(see below for the computation of this bound). Then,
the smoothed solution that we use in the pricing sub-
problems is given by the following convex combination:
(κ̃, φ̃, α̃)t = γ(κ̂, φ̂, α̂) + (1− γ)(κ,φ,α)t. We use the im-
plementation described in [19], which automatically tunes
parameter γ during the column generation process.

The so-called Lagrangian lower bound is based on
the Lagrangian relaxation of constraints (8) and (9)
in (P) where dual values κ and φ are respectively
used as Lagrangian mutipliers for (8) and (9). When
this relaxation is applied, each center is now re-
lated to an independent supbroblem. Therefore, for
any values κ and φ of proper sign, L(κ,φ) =
Kκ +

∑
i∈V φi +

∑
j∈V ming∈Gj{

∑
j∈V

∑
i∈V ∆i,jy

g
i,j −

κ
∑
j∈V xj,j −

∑
i∈V φi

∑
j∈V x

g
i,j} is a valid lower bound

for an optimal solution of (P). Now, let OPT (RMP )
be the optimum of the current reduced master prob-
lem and RC(SPj) be the best reduced cost of a vari-
able generated by subproblem j at the current iteration.
By strong duality, OPT (RMP ) = Kκ∗ +

∑
i∈V φ

∗
i +∑

j∈V α
∗
j , where κ∗, φ∗ and α∗ are optimal dual val-

ues for RMP. The best reduced cost related to cen-
ter j is RC(SPj) = ming∈Gj{

∑
j∈V

∑
i∈V ∆i,jy

g
i,j −

κ∗
∑
j∈V x

g
j,j −

∑
i∈V φ

∗
i

∑
j∈V x

g
i,j − α∗j}. Computing

OPT (RMP ) +
∑
j∈V RC(SPj), one obtains L(κ∗,φ∗) +∑

j∈V α
∗
j −

∑
j∈V α

∗
j = L(κ∗,φ∗). Therefore,

OPT (RMP ) +
∑
j∈V RC(SPj) is a valid lower bound for

the problem.

5. Computational experiments

The purpose of our experiments is twofold: to empiri-
cally determine which oracle works best in the context of
column generation, and to validate the hypothesis that the
extended formulation leads to better performances than
the original compact formulation.
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5.1. Instances solved and hardware configuration

Two sets of instances are used to measure the perfor-
mances of our methods. Instance set exeo is composed of
13 instances built from real-life data provided by a French
company, which develops and publishes software solutions
for route optimization and geolocation of household waste
trucks. These instances range from 31 to 245 collection
points. Instance set cvrp was randomly generated using 16
CVRP (Capacitated Vehicle Routing Problem) instances
from the TSPLIB. Each instance from the TSPLIB was
used to generate 25 new instances for our problem, result-
ing in a benchmark of 400 instances ranging from 7 to 262
collection points.

In order to generate several instances from one TSPLIB
instance, we added some random noise to the arc lengths
as follows. Given (i, j) an arc of length ci,j , we define the
length c′i,j = ci,j + r, with r a random real number gener-

ated according to a uniform distribution in [0, (ci,j)
1.5]. In

addition, we generated the second capacity constraint by
keeping the same capacity (right-hand side) and shuffling
the resource consumptions according to a random permu-
tation.

Overall, the item resource consumptions can go as high
as 4 100 and the district capacities range from 3 to 14 400,
the average capacity being around 1 800.

The experiments were performed on PlaFRIM (Plate-
forme Fédérative pour la Recherche en Informatique
et Mathématiques), using Dodeca-core Haswell Intel R©

Xeon R© E5-2680 v3 @ 2,5 GHz processors and 128Go of
RAM.

The linear programs and compact mixed-integer pro-
grams were solved using IBM ILOG CPLEX Optimization
Studio 12.6.0 [20]. We used the branch-and-price imple-
mentation from the BaPCod 2.0.0 framework [21], which
manages the branch-and-price search tree and provides a
built-in stabilization.

5.2. Analysis of the branch-and-bound oracle

Our first numerical experiments focus on the branch-
and-bound method that we use to solve the column gen-
eration subproblem. Our objective is to find the best pa-
rameters for this algorithm. Specifically, there are two
components that can impact the performances of the al-
gorithm in a significant way: 1) the method used to solve
the Lagrangian relaxation and 2) the order in which the
radiuses are considered.

These results are described in Table 1. First, we com-
pare two descent directions. Direction PROP corresponds to
the capacity constraint violation projected onto R2

+, while
direction STEEP only increases the penalty associated with
the most violated capacity constraint. Then, we combine
the best of these two directions with a special ordering
for the radiuses. In this ordering, we first solve the radius
that is most frequently associated with an optimal solution
for the pricing subproblem before proceeding with the re-
maining radiuses in order of decreasing distance. In the

following, this last configuration is referred to as STEEP+BR.
For each configuration and for each instance set, we report
time the average time in seconds spent solving an instance
to optimality (limited to two hours), nodes/cg the aver-
age number of branching nodes that were generated by
the oracle during that time and solved the number of in-
stances that were solved in less that two hours.

It transpires from these experiments that the direction
we apply has a significant impact on the algorithm perfor-
mances, since direction STEEP requires 43% less branch-
ing nodes in average compared to direction PROP. The
improved radius ordering allows us to further reduce the
number of branching nodes by another 80%. This reduc-
tion comes from the fact that this particular ordering al-
lows us to quickly find a good primal bound for the sub-
problem that is then used to filter out other radiuses. In
the next sections, the results for the branch-and-bound
oracle correspond to configuration STEEP+BR.

5.3. Analysis of the dynamic programming oracle

In this section, we compare several parameters for the
dynamic program in the context of column generation.
The most important is the choice of the methods to elim-
inate states of the dynamic program, namely dominance
relations, Lagrangian filtering, and completion bounds.

The default strategy is referred to as base. In this con-
figuration, we use dominance relation 1 and we use nei-
ther Lagrangian filtering nor completions bounds. Fur-
thermore, the items are ordered according to an arbitrary
DFS ordering. Building on this configuration, we can en-
rich the algorithm by using the following options: dom cor-
responds to applying dominance relation 2 ; filt corre-
sponds to the Lagrangian filtering method described in
section 3.2.3 ; sort refers to a DFS ordering of the items
that takes into account the radiuses of their subtrees ;
options sgCB and stCB are associated with Lagrangian
bounds computed from the Lagrangian relaxation of the
capacity constraints. The difference between these last
two is that sgCB uses the Lagrangian multipliers obtained
at the end of the Lagrangian filtering method, while stCB

sets one multiplier to 0 and computes the optimal multi-
plier for the other dimension. In strategy all, we enable
every option.

We also compare the impact of removing one of these
features from all: w/o dom use options filt, sort, sgCB
and stCB but does not use dom.

The performances associated with each configuration are
recorded in Table 2. For each instance set, we report time
the average time in seconds spent solving an instance to
optimality (limited to two hours), labels/cg the average
number of labels of the dynamic program that were gener-
ated during that time and solved the number of instances
that were solved in less that two hours.

The experiments confirm that all proposed techniques
significantly improve the performances of the dynamic pro-
gramming algorithm. In particular, two configurations are
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PROP STEEP STEEP+BR

Instance time nodes/cg solved time nodes/cg solved time nodes/cg solved

exeo/031 ≈ 0 776 1/1 ≈ 0 344 1/1 ≈ 0 284 1/1

exeo/032 ≈ 0 46 1/1 ≈ 0 46 1/1 ≈ 0 19 1/1

exeo/054 1 15 1/1 ≈ 0 15 1/1 ≈ 0 10 1/1

exeo/075 67 51 1/1 70 51 1/1 65 31 1/1

exeo/087 31 279 1/1 31 279 1/1 26 185 1/1

exeo/102 50 109 1/1 50 109 1/1 48 71 1/1

exeo/109 1 471 4 328 1/1 1 478 4 328 1/1 765 1 648 1/1

exeo/125 7 200 1 860 0/1 7 200 1 859 0/1 7 200 720 0/1

exeo/162 212 1 697 1/1 212 1 697 1/1 178 1 127 1/1

exeo/163 7 200 888 0/1 7 200 893 0/1 7 200 418 0/1

exeo/171 7 200 7 978 0/1 7 200 7 980 0/1 7 200 1 729 0/1

exeo/174 7 200 8 000 257 0/1 1 288 8 963 1/1 635 1 998 1/1

exeo/245 7 200 6 494 471 0/1 7 200 39 808 0/1 7 200 28 641 0/1

time nodes/cg solved time nodes/cg solved time nodes/cg solved

cvrp/att48 3 210 448 17/25 2 909 251 17/25 3 182 188 16/25

cvrp/eil7 ≈ 0 107 25/25 ≈ 0 92 25/25 ≈ 0 46 25/25

cvrp/eil13 ≈ 0 46 25/25 ≈ 0 46 25/25 ≈ 0 46 25/25

cvrp/eil22 ≈ 0 475 25/25 ≈ 0 408 25/25 ≈ 0 143 25/25

cvrp/eil23 3 952 25/25 3 961 25/25 3 930 25/25

cvrp/eil30 1 625 25/25 1 529 25/25 1 197 25/25

cvrp/eil31 2 1 802 25/25 2 1 626 25/25 2 1 292 25/25

cvrp/eil33 32 3 514 25/25 23 2 556 25/25 12 893 25/25

cvrp/eil51 316 3 084 25/25 345 2 134 25/25 212 916 25/25

cvrp/eilA101 6 810 22 557 1/25 7 018 10 782 1/25 7 200 4 016 1/25

cvrp/eilA76 6 161 7 755 6/25 6 183 5 022 6/25 5 385 1 228 12/25

cvrp/eilB101 6 970 15 405 2/25 6 915 11 631 2/25 6 717 3 117 2/25

cvrp/eilB76 6 962 10 986 1/25 6 958 8 736 1/25 5 910 1 755 9/25

cvrp/eilC76 5 148 6 438 9/25 4 914 3 407 11/25 4 651 1 524 11/25

cvrp/eilD76 5 654 7 649 8/25 5 173 3 434 9/25 4 762 1 300 13/25

cvrp/gil262 7 355 792 422 0/25 7 200 404 621 0/25 7 200 26 934 0/25

Total (/400) 244 247 264

Table 1: Performances of the branch-and-bound oracle
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Figure 3: exeo/075 walltimes

standing out: configuration all is best suited to solve
instances from exeo set, while configuration w/o sort is
more adapted to cvrp instances. In both configurations,
the algorithm generates about 90% less labels than config-
uration base.

In the remainder, results for the dynamic programming
oracle correspond to configurations all (referred to as DP1)
and w/o sort (referred to as DP2).

5.4. Comparison of the subproblem oracles

We now compare both approaches for solving the col-
umn generation subproblem that we described previously:
branch-and-bound and dynamic programming. To do so,
we use two different experimental setups. In the first set of
experiments, we compare the performances of the branch-
and-price algorithm when combined with one of the two
oracles. However, this comparison is biased, as the sub-
problems solved by both oracles might be different: when
the subproblem supports several equivalent solutions, the
oracles might generate different columns, which changes
the behavior of the branch-and-price algorithm. As a con-
sequence, we propose a second way to compare the ora-
cles. We first saved the pricing instances solved during the
branch-and-price algorithm while using the branch-and-
bound oracle. Then, we solved every pricing instance inde-
pendently using one of the oracles, outside of the branch-
and-price scheme. Table 3 and figures 3–14 summarize
these computational experiments.

In Table 3, we report time the average time in seconds
spent solving (P) using the branch-and-price algorithm,
t MP the average time in seconds spent solving (PM ) —
as opposed to solving the subproblems (Pj) —, and solved
the number of instances that were solved in less that two
hours.

When we focus on the branch-and-price performances,
the branch-and-bound oracle is more efficient than the dy-
namic programming oracles, since it is 1.7 times faster
on the exeo instances and can solve 21 additional cvrp
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Figure 4: exeo/162 walltimes
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Figure 5: exeo/174 walltimes
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Figure 9: cvrp/att48 walltimes
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Figure 10: cvrp/eilB76 walltimes
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Figure 11: cvrp/eilD76 walltimes
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Figure 14: cvrp/eilD76 time ratios

instances. However, both methods exhibit performances
that have the same order of magnitude for our test in-
stances.

We now offer a more accurate comparison of the oracles’
performances. On the one hand, figures 3–5 and 9–11 rep-
resent the number of pricing instances that were solved by
each oracle under a given time limit. For example, in Fig-
ure 3, the curve corresponding to the branch-and-bound
oracle shows that 90% of the pricing instances are solved in
less than 0.1 time unit, while the remaining 10% are solved
under 0.4 time units. In comparison, 20% of the pricing
instances require at least 0.2 time units when we use a
dynamic programming based oracle. Thus, the higher the
curve, the more efficient the algorithm.

Based on these experiments, we can infer that the
branch-and-bound oracle solves generally more instances
than any dynamic programming oracle, given some time
limit. Note, however, that the dynamic program seems
more robust for solving pricing instances related to
cvrp/eilB76 (Figure 10).

On the other hand, figures 6–8 and 12–14 represent the
solving time ratios between a dynamic programming ora-
cle and the branch-and-bound oracle. We can then see the
proportion of instances for which the dynamic program-
ming oracle is faster than the branch-and-bound method,
as well as the associated factor of speed. For example,
Figure 6 shows that the dynamic programming oracles are
faster than the branch-and-bound oracle more than 75%
of the time, and can be as much as 9 times faster than the
branch-and-bound oracle. By contrast, the branch-and-
bound oracle is at least 5 times faster for solving about
20% of the pricing instances.

As in the previous experiments, the branch-and-bound
oracle outperforms the dynamic programming method, ex-
cept for the pricing instances based on exeo/075 (Fig-
ure 6) and cvrp/eilB76 (Figure 13). In Appendix A, we
reported the diagrams associated with additional experi-
ments using the same framework.

In the following experiments, we will only use the
branch-and-bound oracle for solving the pricing subprob-
lem.

5.5. Comparison of the compact formulations and the ex-
tended formulation

In this set of experiments, we compare the performances
of our column generation method to those obtained by the
compact formulations, which are solved using a commer-
cial solver (CPLEX).

Table 4 compiles the performances of compact models
(P0) and (P) and the extended formulation. In this table,
we report time tot the total time in seconds to solve an
instance to optimality (or - if the algorithm did not ter-
minate in less than 2 hours), time root the time spent
solving the root of the branching tree, which corresponds
to a continuous relaxation of the model. The optimality
gap, referred to as gap opt, is ≈ 0% iff the algorithm
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did not terminate in less than 2 hours. If the algorithm
did not even find any feasible solution, then this gap is
equal to +∞. Column gap root indicates the quality of
the continuous relaxation of each model compared to the
best known primal solution. Note that we know the op-
timal value for each exeo instance except exeo/163 and
exeo/171. Finally, nb bb nodes indicates the number of
branching nodes that were evaluated, and time per node
is the average time in seconds for each of these nodes. Re-
garding the cvrp instances, we only report the number
of instances that were solved to optimality in less than 2
hours.

Clearly, the column generation algorithm can solve the
instances more efficiently than the compact models com-
bined with a generic solver. Even if evaluating a branching
node is generally more time-consuming in the extended for-
mulation, the quality of the continuous relaxation allows
us to dramatically reduce the number of branching nodes
that are required to solve the instances.

Note that, for instance exeo/245, the optimality gap
is smaller at the end when we solve compact model (P)
than when we solve the extended formulation. As a con-
sequence, column generation methods seem less fit for this
instance as the solving time for the restricted master prob-
lem is excessively high.

6. Conclusion

In this document, we studied a new covering problem
where vertices of a graph are covered by rooted subtrees.
We proposed several mathematical models. The most ef-
ficient model relies on column generation, for which we
proposed different algorithms. To solve the pricing sub-
problem, the specialized branch-and-bound algorithm we
developed is better on average than our state-of-the-art
dynamic programming approach. However, there exists
a significant number of instances of the subproblems for
which the dynamic programming algorithm is faster.

In order to solve larger instances, valid inequalities could
be added to the model in order to strenghten the dual
bound in the branch-and-price algorithm. However this
could significantly complicate the subproblem oracle, and
a thorough study is needed to produce an efficient algo-
rithm.

Several other variants of covering problems using trees
are also interesting to consider, for examples problems
where one would like to minimize the sum of distances
between each pair of vertices of each cluster. A similar de-
composition method can be applied, but the subproblem
would be much more challenging to tackle.
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BB DP1 DP2

Instance time t MP solved time t MP solved time t MP solved

exeo/031 ≈ 0 ≈ 0 1/1 ≈ 0 ≈ 0 1/1 ≈ 0 ≈ 0 1/1

exeo/032 ≈ 0 ≈ 0 1/1 1 ≈ 0 1/1 1 ≈ 0 1/1

exeo/054 ≈ 0 ≈ 0 1/1 ≈ 0 ≈ 0 1/1 ≈ 0 ≈ 0 1/1

exeo/075 65 11 1/1 111 23 1/1 123 23 1/1

exeo/087 26 1 1/1 80 4 1/1 103 4 1/1

exeo/102 48 8 1/1 148 15 1/1 157 13 1/1

exeo/109 765 20 1/1 1 192 44 1/1 1 708 45 1/1

exeo/125 7 200 128 0/1 7 200 238 0/1 7 200 154 0/1

exeo/162 178 2 1/1 358 7 1/1 472 7 1/1

exeo/163 7 200 1 305 0/1 7 200 551 0/1 7 200 476 0/1

exeo/171 7 200 127 0/1 7 200 126 0/1 7 200 101 0/1

exeo/174 635 26 1/1 992 25 1/1 1 346 28 1/1

exeo/245 7 200 145 0/1 7 200 4 0/1 7 200 5 0/1

BB DP1 DP2

Instance time t MP solved time t MP solved time t MP solved

cvrp/att48 3 182 795 16/25 3 855 404 17/25 3 943 357 17/25

cvrp/eil7 ≈ 0 ≈ 0 25/25 ≈ 0 ≈ 0 25/25 ≈ 0 ≈ 0 25/25

cvrp/eil13 ≈ 0 ≈ 0 25/25 ≈ 0 ≈ 0 25/25 ≈ 0 ≈ 0 25/25

cvrp/eil22 ≈ 0 ≈ 0 25/25 ≈ 0 ≈ 0 25/25 ≈ 0 ≈ 0 25/25

cvrp/eil23 3 ≈ 0 25/25 2 ≈ 0 25/25 2 ≈ 0 25/25

cvrp/eil30 1 ≈ 0 25/25 2 ≈ 0 25/25 2 ≈ 0 25/25

cvrp/eil31 2 ≈ 0 25/25 1 ≈ 0 25/25 1 ≈ 0 25/25

cvrp/eil33 12 1 25/25 51 1 25/25 41 1 25/25

cvrp/eil51 212 25 25/25 520 18 24/25 475 16 25/25

cvrp/eilA101 6 960 157 1/25 7 200 13 0/25 7 200 16 0/25

cvrp/eilA76 5 385 513 12/25 6 376 164 4/25 6 164 148 7/25

cvrp/eilB101 6 716 323 2/25 7 038 129 2/25 6 991 109 1/25

cvrp/eilB76 5 910 429 9/25 6 436 181 3/25 6 612 162 3/25

cvrp/eilC76 4 651 425 11/25 5 665 148 7/25 5 455 155 8/25

cvrp/eilD76 4 762 531 13/25 6 290 104 7/25 6 244 115 7/25

cvrp/gil262 7 200 61 0/25 7 200 5 0/25 7 200 5 0/25

Total (/400) 264 239 243

Table 3: Comparison of the branch-and-bound oracle and dynamic programming oracle
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Appendix A. Comparison of the branch-and-
bound oracle and dynamic program-
ming oracle

In this appendix, we report the results of additional ex-
periments comparing both pricing oracles. We separated
these results from the main document since they are con-
sistent with the ones we presented in subsection 5.4. In
these experiments, we observed that the dynamic program
can slightly outperforms the branch-and-bound oracle (see
cvrp/eilB76 and cvrp/eilB101). In other cases, the or-
acles’ performances are comparable, depending on what
metric we use as a reference (see: exeo/174, cvrp/A76

and cvrp/C76 ; or exeo/75, exeo/102 and cvrp/gil262).
In all remaining cases, the branch-and-bound algorithm
clearly outperforms the dynamic programming approach
(see: cvrp/D76 and exeo/109 ; or exeo/162 and exeo/87

; or cvrp/att48 and cvrp/A101).
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Figure A.15: exeo/087 walltimes
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Figure A.16: exeo/102 walltimes
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Figure A.17: exeo/109 walltimes
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Figure A.18: exeo/087 time ratios
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Figure A.19: exeo/102 time ratios
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Figure A.20: exeo/109 time ratios
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Figure A.21: cvrp/eilA101 walltimes
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Figure A.22: cvrp/eilA76 walltimes
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Figure A.23: cvrp/eilB101 walltimes
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Figure A.24: cvrp/eilC76 walltimes
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Figure A.25: cvrp/gil262 walltimes
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Figure A.26: cvrp/eilA101 time ratios
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Figure A.27: cvrp/eilA76 time ratios
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Figure A.28: cvrp/eilB101 time ratios

 0.01

 0.1

 1

 10

 100

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
tp

s
 d

p
/b

pricings

dp1/bb
dp2/bb

Figure A.29: cvrp/eilC76 time ratios
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Figure A.30: cvrp/gil262 time ratios
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