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Abstract— Needle insertion procedures can greatly benefit
from robotic systems to improve their accuracy and success
rate. However, a fully automated system is usually not desirable
and the clinicians need to be included in the control loop. In
this paper we present a teleoperation framework for beveled-
tip flexible needle steering that enables the user to directly and
intuitively control the trajectory of the needle tip via a haptic
interface. The 6 degrees of freedom of the needle base are
used to perform several automatic safety and targeting tasks
in addition to the one controlled by the user. Real-time visual
feedback is provided by a 3D ultrasound probe and used to
track the 3D location of the needle and of a spherical target.
Several haptic force feedback are compared as well as two
different levels of mix between automated and user-controlled
tasks. A validation of the framework is conducted in gelatin
phantom and a mean targeting accuracy of 2.5 mm is achieved.
The results show that providing an adequate haptic guidance
to the user can reduce the risks of damage to the tissues while
still letting the surgeon in control of the tip trajectory.

I. INTRODUCTION

Needle insertion is a widely performed medical procedure
used for a large variety of applications, such as the treatment
and diagnosis of cancers. Such procedures require a high
accuracy in the placement of the needle tip to ensure the
success of the operation and to avoid medical complications
or misdiagnosis [1]. Many research work have focused on
the modeling of the needle/tissue interaction to predict the
deformation of the needle during the insertion [2], [3],
[4]. Such models have then been used in robotic control
frameworks to assist the surgeon and to improve the targeting
accuracy [5], [6], [7]. Robots can indeed be of great help to
perform repetitive gestures with consistency and accuracy.

Imaging modalities such as magnetic resonance imaging
(MRI), computed tomography (CT) or ultrasound (US) are
usually used to perform needle insertion procedures under
visual guidance. In the case of MRI or CT, surgeons have a
restricted access to the patient because of the bulky scanners
which limit the size of the workspace or because of the
ionizing radiations emitted during the CT image acquisition.
On the contrary, with US the workspace is less limited
and the insertion can be performed at the same time as
the imaging process. However the accuracy of the needle
insertion can be reduced by freehand probe holding since
the surgeons have to coordinate the position of both the
US probe and the needle [8]. In each case, teleoperated
robotic systems can offer better operating conditions for the
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surgeons, who do not need to be directly near the patient
anymore to operate, but can be positioned in an ergonomic
way with an optimized access to the different available intra-
operative feedback modalities.

A. Related work

Many teleoperated robotic systems have been designed for
needle insertion procedures [9], [10]. However, the surgeon
is still often required to directly control the different degrees
of freedom (DOF) of the robot, which can have various
and complex effects on the actual tip trajectory. In addi-
tion, teleoperated robots that are designed to work in the
limited workspace of MRI or CT are often controlled in a
discontinuous manner due to the non real-time nature of the
imaging process. The insertion is then performed step by
step and alternates between image acquisition, correction of
the needle base placement and insertion steps [11].

In the case of a continuous insertion whose velocity
control is left to the surgeon, the robot motion is often limited
to the insertion and rotation around the needle axis [12], [13],
[10]. Continuous needle insertion usually requires the use of
US imaging to obtain a fast visual feedback and automatic
needle insertion under 2D or 3D US guidance have been the
focus of many work [5], [14], [15], [16]. However there have
been only few work on continuous needle steering under US
guidance using all available DOF of the needle base [17],
[18] and, to the best of our knowledge, none of them included
the surgeon in the control loop for an robot teleoperation.

B. Contributions

In this paper we propose a preliminary study of a control
framework that enables the real-time semi-automatic teleop-
eration of the needle tip 3D trajectory during its insertion in
soft tissues. The framework uses all 6 DOF of the needle
base and intuitively gives the surgeon the control of the
tip trajectory, while automatically performing an automatic
orientation of the bevel and computing the optimal needle
base velocity that eventually needs to be applied by the robot
to achieve the desired tip motion. The insertion is performed
using 3D US feedback in order to get a real-time tracking
of both the needle and the target, which are considered as
inputs for the controller, and to provide visual information to
the surgeon. A haptic interface is used to get the input from
the surgeon and to give an informative haptic force feedback.
Different methods of computing the force feedback are here
compared in terms of targeting performance and safety of
the procedure.

This paper is divided as follows: the different constitutive
parts of the control framework are presented in section II.
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Fig. 1. Control framework and setup used to perform a teleoperated needle insertion. Elements in blue interact together to provide the visual interface:
the target and needle tracking algorithms, the ultrasound probe and the needle/tissue interaction model send data to be displayed on the screen. Elements
in red interact together to provide the haptic interface: the target tracking algorithm and the needle/tissue interaction model are used to compute the haptic
feedback sent to the haptic device, while the haptic device sends position data to the controller.

The different strategies for the control and for the computa-
tion of the haptic feedback are also detailed. In section III we
describe the experiments performed to validate the teleoper-
ation framework and we discuss the results obtained from a
comparative study of the different kinds of haptic feedback.
Finally section IV provides conclusions on this work and
directions for future work and improvement.

II. SEMI AUTONOMOUS INSERTION METHODS

This section describes the different elements of our semi-
autonomous teleoperation framework summarized in Fig. 1.

A. Needle insertion framework
We consider the case of a needle attached by its base to

a robot arm. The control of the robot is performed using the
task function framework [19]. Let v = [v ω] ∈ se(3) be the
velocity screw vector applied to the needle base by the robot,
with v ∈ R3 the translation velocity and ω ∈ R3 the angular
velocity. We compute v such that N objective tasks can be
fulfilled at the same time. Each task is described by a vector
function ei ∈ Rni of dimension ni. The task variation ėi is
linked to v by a time-varying Jacobian matrix J i such that

ėi = J iv. (1)

In order to set the values of the tasks’ variations to their
desired values ėdi , the optimal velocity can be computed as

v = J+ėd, (2)

with J =

 J1

...
JN

 and ėd =

 ėd1
...

ėdN

 , (3)

where + is a pseudo-inverse operator. In practice we use the
damped pseudo-inverse [20] in order to avoid large velocities
that can appear when J becomes near singular. The behavior
of the controller then depends on the design of the different
tasks. We choose here to design three tasks (N = 3) to
control different aspects of the needle insertion.

The first task e1 is used to control the safety aspect of the
insertion. It is defined as the angle θ, represented in Fig. 2,
between the needle base axis and the insertion point pin at
the surface of the tissue, such that

θ = −atan2
(√

x2in + y2in, zin

)
, (4)

where xin, yin and zin are the coordinates of the insertion
point pin expressed in the needle base frame (see Fig. 2).

Using the geometric differenciation of θ with respect to v,
the Jacobian matrix J in ∈ R1×6 associated to the task e1
by (1) can be computed according to

J in =

[
−xinzin

ld2
−yinzin

ld2
l

d2
yin
l
−xin

l
0

]
, (5)

where d =
√
x2in + y2in + z2in is the distance between the

needle base and the insertion point and l =
√
x2in + y2in is

the lateral distance between the needle base axis and the
insertion point, as illustrated in Fig. 2.

This task ensures that the needle base automatically stays
aligned with the insertion point, hence limiting the tissue
deformation near the surface. The desired variation ėd1 of the
task is set to regulate θ toward zero according to

ėd1 = −λθθ, (6)

where λθ is a positive gain that tunes the decrease rate of θ.
The second task e2 ∈ R3 is used to control the trajectory

of the needle tip and is defined as the position of the tip.
The Jacobian matrix J tip ∈ R3×6 associated to the task e2
is defined such that

ė2 = vtip = J tipv, (7)

where vtip ∈ R3 is the velocity of the needle tip expressed
in the tip frame. Note that J tip depends on the properties
of the needle and of the tissues, such that a specific method
needs to be used for its computation, as will be detailed in
section II-B. This task is used to include the surgeon in the
control loop via the haptic interface. In this study we will
compare two different ways to compute the desired velocity
vdtip ∈ R3, to see if it is better to let the user control the
3 DOF of the tip or only the insertion speed.

In the first case, full control over the tip trajectory is given
to the user and vdtip is computed according to

ėd2 = vdtip = α tipRh

(
ph − ph,0

)
, (8)

where α is a positive scaling factor used to convert a distance
into a velocity, tipRh ∈ SO(3) is the rotation matrix from the
tip frame to the frame of the haptic device (see Fig. 3), ph is
the current position of the handle of the haptic device and



ph,0 is a default position at the center of the haptic device
workspace, which will be used as a reference position for
both the control law and the haptic feedback (see section II-
D.2). Using this kind of control law, the more the user
moves the handle of the haptic device away from the default
position, the higher is the velocity applied to the tip. The
user can thus freely control the trajectory of the tip and they
are in charge of ensuring that it is effectively driven toward
the target.

In the second case, only the insertion velocity is controlled
by the user, while the direction of the tip velocity is main-
tained oriented toward the target. vdtip is then computed as

ėd2 = vdtip = Vt
ptar
‖ptar‖

, (9)

with Vt = α
(
tipRh

(
ph − ph,0

))
.dtip, (10)

where Vt is the amplitude of the tip velocity, ptar ∈ R3

is the position of the target and dtip ∈ R3 is the direction
of the tip axis (i.e. zt in Fig. 2), both expressed in the tip
frame. The user can thus choose the insertion velocity Vt,
while the system automatically adapts the tip trajectory to
reach the target. Note that the dot product with dtip in (10)
ensures that only the component of the motion of the handle
along the tip direction is taken into account to compute the
norm of the applied tip velocity, while lateral components
are discarded in order to keep visual consistency. This way
Vt can also be negative if the user wants to retract the needle.

Finally the third task e3 is used to automatically ensure
that the circular tip trajectory induced by the bevel during
the insertion is oriented in the desired direction, reducing
the needle bending required to obtain the tip motion. It is
defined as the angle γ, represented in Fig. 2, between the
desired tip velocity vdtip and the cutting-edge of the bevel:

e3 = γ = atan2(vdtip,y, v
d
tip,x)−

π

2
, (11)

where vdtip,x and vdtip,y are the components of vdtip along the
xt and yt axis of the tip frame, respectively (see Fig. 2).
Assuming a torsionally stiff needle, the rotation of the
needle base around the needle shaft is directly transmitted
to the needle tip, such that the Jacobian matrix Jb ∈ R1×6

associated to the task e3 by (1) can be computed as

Jb =
[
0 0 0 0 0 1

]
. (12)

The desired variation ed3 of the task is set such that γ is
always regulated toward zero according to

ėd3 = −λγγ, (13)

where λγ is a positive gain that tunes the decrease rate of γ.
The final velocity screw vector applied to the needle base

is then computed using (2). The control law enables the user
to control the state of the insertion in real-time, while leaving
the complexity of the needle base manipulation to the system.

The Jacobian matrices associated to the first and third
tasks can be computed based on geometry. However, the
Jacobian matrix J tip associated to the second task needs
to be estimated using a model of the needle interaction with
the tissues. We describe in the following section II-B the
mechanics-based model that we use to compute J tip.

Target
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Target
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Fig. 2. Illustration of the different elements used in the task functions for
the control: angle θ between the needle base axis and the initial insertion
point pin, angle γ between the cutting edge of the bevel and desired tip
velocity vdtip. Tissue deformation is computed as the mean displacement of
the tissue from its initial position along the inserted part of the needle.

B. Needle insertion modeling
The 6 DOF of the needle base are controlled in this

framework, so that lateral motions can be applied to the
base. Due to the needle flexibility and its interaction with the
tissues all along its shaft, the needle shape can be modified
inside and outside of the tissues, so that the widely used
kinematic models of unicycle [21] can not be used here.

Instead, we model the whole needle body in order to
estimate the effect of the needle base motion on the tip
motion. We use the same model as was introduced in [4],
consisting of a flexible beam representing the needle that
interacts with a second beam representing the path cut in the
tissues by the beveled tip (see Fig 2). This second beam is
updated online to take into account the non-linear properties
and the external motions of the tissues using an unscented
Kalman filter. In [4] CCD cameras were used to observe the
needle through translucent gelatin and it was shown that good
estimation performances with mean accuracy under 1 mm
could be obtained even when the acquisition rate was lowered
to 1 Hz. Here we use instead 3D US imaging to observe
the needle in non translucent soft tissues, as this medical
imaging modality is commonly used in medical practice to
perform needle insertion procedures. The position of several
points along the needle shaft, necessary for the model update,
are computed using the needle tracking algorithm in 3D US
volumes presented in the following section II-C.

A finite difference method is then used with the model to
compute the Jacobian matrix Jtip linking the motion of the
needle base to the tip velocity as defined in (7).

C. Needle and target tracking in 3D ultrasound
As the needle and target tracking is not the main focus

of this paper, we only briefly describe the principle of the
algorithms that we use. More details can be found in [22].
The needle is tracked in each US volume using an iterative
algorithm to locally fit a polynomial curve to the best location
of the needle. The curve is first initialized using the current



state of the model presented in section II-B. At each iteration,
the curve is deformed to maximize an objective function that
is computed from the voxel intensity around the curve and
that takes into account the typical needle-induced artifacts in
the US images. A spherical target is also tracked in the 3D
US volumes using a 3D version of a Star algorithm [23].

D. Teleoperation and user interface
In order to close the control loop and to ensure the success

of the needle insertion, feedback needs to be provided to the
user all along the procedure. Visual and haptic feedback are
usually used together to provide complementary information
on the state of the insertion. In the following we describe
the visual and haptic information that we provide to the user
in order to perform the teleoperated needle insertion.

1) Visual feedback: In order to monitor the good proceed-
ing of the insertion, a visual feedback is provided to the user
in the form of three orthogonal slices of the last acquired US
volume, as can be seen in Fig. 3. The slices are automatically
selected such that they intersect each other at the current
location of the tip of the needle model, such that the tip is
always visible during the insertion. Additional information
are also displayed on each view in order to help the surgeon
interpreting the images and performing the insertion toward
the target. The needle model is projected onto each view
to give the currently estimated position of the needle body.
The results of the needle and target tracking algorithms are
also projected on each view, so that it is easy to identify the
direction in which the needle should go to reach the target.

Since the controller defined in section II-A applies a tip
velocity that is proportional to the position of the handle
of the haptic device, it is important to provide a visual
feedback of this position. The point corresponding to the
default position ph,0 of the haptic device is mapped on each
view such that it corresponds to the current position of the
needle tip. The position ph of the handle is then displayed
on each image using a similar method as was used in [24],
i.e. using a cross with a size equal to the orthogonal distance
of ph from the plane and with a color that depends on which
side of the image plane ph is lying. A transformation is first
applied to ph such that the motion applied by the user on
the haptic device is aligned with the motion of the cross in
the XY view of the US volume (see Fig. 3). This leads to
an intuitive control of the direction of the tip velocity in the
XY view, independently of the real orientation of the US
probe, haptic device or needle in the world frame. Note that
the cross will move at the same speed as the needle tip if
the user does not change the position of the haptic device.

2) Haptic feedback: We compare three different kinds
of force feedback to provide various levels of guidance to
the user during the insertion. Each feedback consists in a
force fh ∈ R3 that drives the handle of the haptic device
toward its default position ph,0 defined previously in (8). The
applied force is linked to the current position ph of the haptic
device by a positive definite stiffness matrix Kh ∈ R3×3

such that
fh = −Kh

(
ph − ph,0

)
. (14)

Using this method, the intensity of the feedback provided
to the user is thus proportional to the velocity that is currently

x
y

z

x

y

x

z

y

z

Fig. 3. Picture of the screen view providing the visual feedback from the
ultrasound probe. Three orthogonal slices of the current US volume passing
by the model needle tip are displayed. The needle model is represented by
the green lines, the needle tracking is represented by the red lines and the
target center and boundaries are represented by the green dots and green
circles. The current position of the haptic device is represented by blue
crosses when it is in front of the image plane and by yellow crosses when
it is behind the image plane, and the size of the crosses corresponds to the
orthogonal distance from the image plane.

applied to the needle tip by the controller defined in (8).
This ensures the safety of the framework by natural driving
the haptic device toward a position where no tip velocity is
applied by the controller. Depending on the exact definition
of Kh, which can be non-diagonal, different guiding effects
can be created by applying a different stiffness in different
directions. We describe in the following the three different
methods used to define Kh and represented in Fig. 4.

a) Method 1: We define a stiffness matrix Kiso
h such

that it provides an isotropic stiffness, i.e. the force provided
to the user is directed toward the haptic center and is
proportional to the distance from this center. Kiso

h is thus
defined as a diagonal matrix with a constant factor k in
the diagonal. This way the feedback is directly proportional
to the velocity applied to the tip. Using this definition, the
user has a full control over the trajectory of the needle tip
and does not feel constrained in any direction. However, no
haptic information is provided on the target position or on
the degree of feasibility of the tip motion.

b) Method 2: We define a stiffness matrix Ktip
h such

that the stiffness is anisotropic with a greater stiffness applied
in directions in which it is difficult to move the tip without
deforming the tissues and with a low stiffness in the other
directions. This allows the user to be naturally guided in
the direction in which the needle tip can be inserted without
bending the needle and pushing laterally on the tissues. This
method should increase the safety of the insertion procedure
by limiting the lateral motions of the needle.

We use the Jacobian matrix J tip,t linking the base velocity
to the tip velocity to identify the manipulability ellipsoid at
the tip [25]. J tip,t is directly extracted from the left half of
the Jacobian matrix J tip computed in (7). The manipulability
ellipsoid can be characterized by three unitary orthogonal



axis ui ∈ R3 each associated to one of the singular values
σi of J tip,t. A low value for σi indicates that moving the tip
along axis ui requires a large motion of the base and vice
versa. Due to the high axial stiffness of the needle, a direction
for which the base velocity is transmitted to the tip always
exists, so that one of the σi should always be equal to 1 and
the associated ui indicates the natural insertion direction of
the tip. Then we associate a stiffness ki for each axis such
that

ki =
k

ε+ σi
, (15)

where k is the default isotropic stiffness defined previously
and ε < 1 is used to bound the value of the stiffness
when σi becomes too small. This way, the natural insertion
direction is associated to a low stiffness near k, while the
other directions are associated to a stiffness that can grow
up to a maximum value of k

ε . We empirically chose ε = 0.1
in the experiments, which was enough to provide guidance
without inducing stability issues in the haptic force feedback.
The stiffness matrix Ktip

h can then be computed as

Ktip
h = tipRT

h U

 k1 0 0
0 k2 0
0 0 k3

UT tipRh, (16)

where U ∈ R3×3 is a matrix containing the column vectors
ui and tipRh was defined in (8).

Using such a haptic feedback, the user can feel which
direction is likely to cause the least bending of the needle and
the least tissue deformation. At the beginning of the insertion
lateral motions of the tip can be easily achieved, so that the
applied stiffness is almost isotropic and the user is not much
constrained. On the contrary, as the insertion depth increases,
lateral motions of the tip require more lateral base motions,
so that the user feels more guided in a specific direction
which is the natural insertion direction of the needle.

c) Method 3: We define the anisotropic stiffness matrix
Ktar
h in a similar way to Method 2, except that the low

stiffness axis is realigned with the target (see Fig. 4):

Ktar
h = tarRT

h U

 k1 0 0
0 k2 0
0 0 k3

UT tarRh, (17)

where tarRh ∈ SO(3) is the rotation matrix from the tip
frame realigned with the target to the frame of the haptic
device and the other terms were defined in (16). Using this
feedback the user is naturally guided toward the target during
the insertion.

III. EXPERIMENTS

In this section we describe the experiments that we
performed to validate the teleoperation framework and we
present the results of the comparison between the different
control and feedback methods.

A. Experimental setup
The setup used for the experiments can be seen in Fig. 1.

We used a Chiba biopsy needle (Angiotech MCN2208)
with internal diameter 0.48 mm and external diameter
0.7 mm attached to the end effector of a 6 DOF manipulator

Target

Fig. 4. Representation of the different definitions of the stiffness for the
haptic force feedback, overlaid on the needle tip. From left to right: isotropic
stiffness (Method 1), anisotropic stiffness in the tip direction (Method 2)
and anisotropic stiffness in the target direction (Method 3). The ellipses
represent a set of velocity vector that would induce a force feedback of
constant intensity. Green and red arrows indicate velocity directions in which
the intensity of the provided force feedback is low or high, respectively.

Viper S650 (Adept). The length of the needle that can
bend is 12.6 cm long. The needle Young’s modulus is
assumed to be that of steel, i.e. 200 GPa. The insertion is
done in a homemade porcine gelatin phantom embedding
several spherical targets. Visual feedback is provided to the
controller using a SonixTOUCH Research 3D US scanner
(Ultrasonix Medical Corporation) with a 4DC7-3/40 motor-
ized 3D US probe maintained fix during the experiments. The
acquisition parameters are set such that a volume has a depth
of 8 cm, a frame field of view of 78◦ and a wobbling angle
of 37◦. A new volume is acquired every 408 ms. The US
station allows us to get access to the prescan data acquired
by the probe. The 3D volumes are reconstructed in cartesian
coordinates [26] after a 3 × 3 × 3 median filter is applied
to remove some noise in the prescan data . A Falcon haptic
interface (Novint Technologies) is used to get the user input
and to provide the haptic feedback.

B. Experimental scenario

We compare four different combinations of user tasks and
haptic feedback. The first three combinations use the 3 DOF
user task (see (8)) along with one of the methods to compute
the haptic feedback defined in section II-D.2 (with the same
indexes). The fourth combination (Method 4) uses the user
task limited to the insertion velocity (see (9)) along with
the isotropic stiffness Note that the anisotropic stiffness is
not considered in this method since the insertion direction is
already imposed by the controller. In each case the default
stiffness is set to k = 500N.m−1 and the position to velocity
scaling factor is set to α = 0.1s−1. For each insertion, the
needle tip is first placed at the surface of the tissues and the
interaction model is initialized. The needle is then inserted
8mm into the tissues so that the user can initialize the needle
and target tracking algorithms in the US volume displayed
on the screen. The user can then start and stop the controller
by clicking on a button on the haptic device.

C. Results

In this section we present and discuss the results of
the experiments. Five insertions were performed for each
method. Trajectories obtained during one of the insertions
performed with Method 1 are shown in Fig. 5. We can see
that the user is able to reach the target at the end of the
insertion. Note that the trajectory obtained by integrating the
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Fig. 5. Trajectories in the frame of the ultrasound probe during a typical
example of insertion using the 3 DOF tip control and without haptic
guidance (isotropic stiffness). The black curve represents the trajectory of
the target, the red curve is the trajectory of the tip of the needle model, the
green curve is the trajectory of the tracked needle tip and the blue curve
is the position obtained by integrating the velocity input given by the user
through the haptic interface.

TABLE I
COMPARISON OF THE FINAL TARGETING ERROR

Method Axial error (mm) Lateral error (mm) Total error (mm)
1 1.3±0.7 1.7±0.5 2.5±0.6
2 -0.4±1.5 1.5±0.5 2.0±0.6
3 0.1±1.8 1.6±0.4 2.3±0.5
4 -1.3±1.1 2.0±0.6 2.5±1.0

input of the user diverges from the actual trajectory of the
tip, mainly due to the damping introduced in the control
law (2). However this does not seem to hinder the targeting
performance since the visual loop is closed by the user.

We first compare the performance in terms of targeting
accuracy, segmented manually in the US volume at the end of
the insertion. Table I gives the mean final targeting accuracy
obtained across the 5 insertions for each method. Good
targeting performance can be obtained with all methods, with
a mean targetting error under 2.5 mm and a mean lateral
error under 2.0 mm, which is on par with the accuracy
obtained in current research work on needle steering under
US feedback and is sufficient for most medical applications.

In order to increase the safety of the insertion procedure,
it is important to avoid breaking the needle or tearing the
tissues. We thus compared the mean and maximum values
of the needle bending and of the tissue deformation obtained
during the insertion with the different methods. The needle
bending is taken as the integral of the absolute value of the
needle curvature along the whole needle shaft. The tissue
deformation is taken as the mean displacement of the tissue
from its initial position along the inserted needle (see Fig. 2).
Both are estimated using the current state of the interaction
model presented in section II-B. The average and maximum
values obtained for each method are summarized in Table II.

As expected, the amount of needle bending and tissue
deformation is greatly reduced when the tip motion is fully
constrained by the controller (Method 4) compared to the

TABLE II
COMPARISON OF THE NEEDLE BENDING AND TISSUE DEFORMATION

Bending (m−1) Tissue deformation (mm)Method Mean Max Mean Max
1 0,038 0,301 0.58 4.0
2 0,045 0,575 0.63 4.2
3 0,022 0,339 0.45 3.6
4 0,004 0,0698 0.38 2.0

3 DOF control. This is mainly due to the fact that the
controller aligns the needle with the target as soon as the
insertion begins, so that little lateral motion of the needle
base is then required for the remaining of the insertion.
Guiding the user toward the target (Method 3) also seems to
decrease the induced amount of needle bending and tissue
deformation compared to the non-guided Method 1. This
validates the usefulness of providing a haptic force feedback
to the user to guide the insertion. However, contrary to what
could be expected, guiding the user along the direction of
least lateral needle base motion (Method 2) seems to actually
increase the amount of induced needle bending and tissue
deformation. This can actually be explained by the same
reasons that justified the good behavior of Method 4. Using
this kind of guidance at the beginning of the insertion will
indeed tend to delay the alignment of the needle with the
target, which will then require more tissue deformation to
be achieved later when the needle is deeper inserted.

Overall the results validate the good performance of the
framework in terms of targeting accuracy and stress out the
importance of carefully choosing the way haptic guidance is
provided to the surgeon in order to ensure a safe procedure.

IV. CONCLUSIONS AND FUTURE WORK

In this paper we presented a proof-of-concept for a teleop-
eration framework to perform the real-time robotic insertion
of a beveled-tip flexible needle under 3D ultrasound guidance
and haptic feedback. The framework enables the user to
intuitively guide the trajectory of the needle tip in the image
while the controller handles the complexity of the 6D motion
that needs to be applied to the needle base. A mean targeting
accuracy of 2.5 mm could be achieved in gelatin phantoms,
validating the whole framework. We compared different ways
to provide the haptic feedback as well as different levels
of control given to the user on the tip trajectory. Limiting
the user input to the insertion speed while automatically
controlling the trajectory of the needle tip seems to provide
a safer insertion process, however it may be too constraining
and can not handle situations where more control over the tip
trajectory is required, for example if unpredicted obstacles
need to be avoided. On the contrary, giving the full control of
the 3D tip velocity to the user and applying a haptic feedback
to guide the user toward the target proved to maintain a low
level of needle bending and tissue deformation.

Since the results are user-dependent, future work would
include a larger scale user study with experts and beginners
in order to confirm the obtained performance. As the different
components of the framework can already handle the effect
of external tissue motion with little to no adaptation, tests
should also be conducted to validate its ability to perform
automatic motion compensation during the teleoperation.
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