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Introduction to Text 
Mining:  

from basics to applications
Luca Foppiano



About me
• Started as software engineer, currently working in Text 

and Data mining. 


• 7 years at the European Patent Office (NL)


• 3 years at Inria (National Institute for Computer science 
and Mathematics) (FR)


• Currently at NIMS (National Institute for Material Science) 
(JP)


• Main topics: Machine Learning and TDM



Text and Data Mining

• Text Mining or TDM (Text and Data Mining) is the process 
of deriving high quality information from other sources


• Information retrieval 


• Information extraction (mining) 


• Knowledge management



• The approach for TDM require an understanding (shallow 
or more deep) of the text


• NLP (Natural Language Processing) is a very wide 
subfield, studying ways to program computers to interact 
with natural language data (text for example)



Ideal conditions 

• Scalability


• Repeateability 


• Genericity (*)


• Automatic



Artificial Intelligence
• Artificial Intelligence (shorten for AI) is the branch of 

Computer Science that study methods and tecniques 
aiming to mimic the functioning of the human brain


• Origin dating back to the 50’ (Alan Turing, Turing test)


• Continuously evolving, more than 50 years of investments


• Most known applications: OCR, Voice Recognition, Self 
Driving Cars, Spam recognition, etc… 






AI Evolution



Deep Learning
The state-of-the-art based on the brain representation 
concept defined in the 50 by Turing and researched in the 
70 with the neural networks. 


Computers weren’t powerful enough so for deep networks 
had only 2-3 layers (overtaken by statistical models, like 
SVM, CRF)


In the last decade with the serveral improvements:  
- computer power (thanks gamers!!) 
- algorithms  
- data availability



The brain model 



Deep Learning
• There are still grey areas 


• The knowledge required to get decent 
results has decresed - “if in doubt, add 
a layer”


• Less needs to tune 


• Common approach is to use as much 
data as possible and let the network 
figure out what to do with it 



DL and TDM

• Images or Audio are easily representable as vectors or 
matrices…


• Text is shallow, require an alternative representation of 
their basic component: words 


• How to represent words?



Word 2 Vec

• First draft published by Google in 2013 (word2vec) 


• Google provided a pre-trained models on millions of 
sentences


• Each word can be transformed into a vector 


• “Similar” words output similar vectors  


• called Embeddings



TDM in action

• Search 


• Recommendation systems (Netflix, Amazon…)


• Analytics


• Disambiguation / Entity Linking


• Mining (extraction of specific information)



Search

• Ambiguities in wording


• Correctly infer the context (short query)


• How to prioritise the results? Nobody goes to page 2


• Lot of data, but not clean 



Recommendation systems



Disambiguation



Inria anHALytics



Demo



Thank you 


