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Abstract. This paper studies Markov decision processes (MDPs) from
the categorical perspective of coalgebra and algebra. Probabilistic systems,
similar to MDPs but without rewards, have been extensively studied,
also coalgebraically, from the perspective of program semantics. In this
paper, we focus on the role of MDPs as models in optimal planning,
where the reward structure is central. The main contributions of this
paper are (i) to give a coinductive explanation of policy improvement
using a new proof principle, based on Banach’s Fixpoint Theorem, that
we call contraction coinduction, and (ii) to show that the long-term value
function of a policy with respect to discounted sums can be obtained
via a generalized notion of corecursive algebra, which is designed to take
boundedness into account. We also explore boundedness features of the
Kantorovich lifting of the distribution monad to metric spaces.

Keywords: Markov decision process · long-term value · discounted sum
· coalgebra · algebra · corecursive algebra · fixpoint · metric space.

1 Introduction

Markov Decision Processes (MDPs) [23] are a family of probabilistic, state-based
models used in planning under uncertainty and reinforcement learning. Informally
stated, an MDP models a situation in which an agent (the decision maker) has
to make choices at each state of a process, and each choice leads to some reward
and a probabilistic transition to a next state. The aim of the agent is to find an
optimal policy, i.e., a way of choosing actions that maximizes future expected
rewards. In this paper, we consider a simple version of MDPs known as time-
homogeneous, infinite-horizon MDPs in which the set of states and actions are
finite, and future rewards are computed according to the discounted summation
criterion.

Probabilistic systems of similar type have been studied extensively, also
coalgebraically, in the area of program semantics (see for instance [8,9,27,28]). Our
focus is not so much on the observable behavior of MDPs viewed as computations,
but on their role in solving optimal planning problems.

The classic theory of MDPs with discounting is well-developed (see [23,
Chapter 6]), and indeed we do not prove any new results about MDPs as such.
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Our work is inspired by Bellman’s principle of optimality, which states the
following: “An optimal policy has the property that whatever the initial state
and initial decision are, the remaining decisions must constitute an optimal policy
with regard to the state resulting from the first decision” [4, Chapter III.3]. This
principle has clear coinductive overtones, and our aim is to situate it in a body of
mathematics that is also concerned with infinite behavior and coinductive proof
principles, i.e., in coalgebra.

The main contributions of this paper are the following. First, we present a
coinductive proof of the correctness of a classic iterative procedure known as
policy iteration [12]. This leads us to formulate a coinductive proof principle
that we have named contraction (co)induction, and which is closely related to
Kozen’s metric coinduction [17]. We believe contraction (co)induction should have
applications far beyond the topic of MDPs. Second, we show that long-term values
of policies can be obtained from the universal property of a generalized notion
of corecursive algebra. The technical challenge here is to encode boundedness
information in order to ensure the unique existence of certain fixpoints. This
leads us to introduce the notions of b-categories and b-corecursive algebras (bcas).
Combining these with well-known techniques from coinductive specification and
trace sematics [3,14], we obtain the desired universal maps.

Contents of this paper. In Section 2 we give a brief introduction to MDPs and the
classical results that we aim to categorify. In Section 3, we present contraction
coinduction and apply it to prove the correctness of policy iteration and related
results. In Section 4, we describe the (set-based) coalgebraic and algebraic
structures that we use to model MDPs and discounted sums. In Section 5, we
move to a category of metric spaces, we introduce b-categories and b-corecursive
algebras (bcas), and we show that the long-term value of a policy as well as
the optimal value arise as universal arrows. We briefly discuss extensions of our
work in Section 6. Finally, we conclude and discuss related and future work in
Section 7.

2 Markov Decision Processes

We refer to [23] for a comprehensive overview of MDPs, including numerous
applications to planning problems such as inventory management and highway
maintenance. Here, we confine ourselves to a brief introduction.

An MDP models a situation in which an agent in each state s ∈ S chooses to
execute an action a ∈ Act , and this choice results in a probabilistic transition
to a new state s′ ∈ S. That is, for every state s and every action a, there is a
probability distribution t(s)(a) over states. Furthermore, in each state s, the
agent collects a reward (or utility) specified by a real number u(s). The aim of
the agent is to find a policy that will maximize his expected long-term rewards.
Letting ∆S denote the set of probability distributions on a finite set S, MDPs
and policies are formally defined as follows.
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Definition 1. Let Act be a finite set of actions. A Markov decision process
(MDP) m = 〈S, u, t〉 consists of a finite set S of states, a reward function
u : S → R, and a probabilistic transition structure t : S → (∆S)Act . We often
omit S and simply write m = 〈u, t〉. A policy is a function σ : S → Act.

More generally, MDPs are considered with respect to a time evolution which
may be discrete or continuous, and the transition structure and reward function
may depend on the time step. If the time evolution is assumed to end after
finitely many steps, the MDP is called finite-horizon. In our definition of MDPs,
time evolution is implicitly assumed to be discrete, but t and u do not depend
on the time step, making them time-homogeneous, and the time evolution is not
assumed to end, making them infinite-horizon.

Similarly, there are more general notions of policy in which the policy may
depend on the time step. A policy that does not depend on the time step is called
stationary. The choices prescribed by a non-stationary policy may depend on the
entire history of the system up until the present time step, but if each choice
depends only on the current state and not the history, then the policy is called
Markovian or memoryless. Finally, a policy may also be randomized, i.e., of type
S → ∆Act , as opposed to deterministic. That means, in this paper we consider
stationary (and therefore memoryless), deterministic policies.

Example 1. Consider the MDP m shown in Figure 1, taken from [20]. A startup
company can be in one of four states that we abbreviate by PU, PF, RU, and
RF. In each state, the company receives an immediate reward u(s), and chooses
to either advertise (A) or save (S). The effect of an action in a state is in general
probabilistic, as indicated by the arrows. We take a discount factor γ = 0.9.
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Fig. 1: Example of an MDP modeling of a startup (taken from [20]).

There are several criteria for evaluating the long-term rewards expected by
following a given policy. A classic one found in the literature takes the long-term
rewards to be the discounted infinite sum of expected rewards. The idea is that
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rewards collected tomorrow are worth less than rewards collected today. Before
we state the definition, we need some notation. Given a probabilistic transition
structure t : S → (∆S)Act and a policy σ ∈ ActS , we get a map tσ : S → ∆S by
letting tσ(s) = t(s)(σ(s)). The pair 〈u, tσ〉 is sometimes called a Markov reward
process. The map tσ corresponds to a column-stochastic |S| × |S|-matrix Pσ.
Viewing u ∈ RS as a row |S|-vector and a start state s as a column |S|-vector vs
with 1 in position s and 0 everywhere else, the probability that the agent is in
a state s′ at time step n is found in position s′ of the column-stochastic vector
Pnσ vs, and the expected reward rσn(s) at time step n is the scalar uPnσ vs.

Definition 2. Let γ be a fixed real number with 0 ≤ γ < 1. Such a γ is called
a discount factor. Let an MDP m = 〈u, t〉 be given. The long-term value of
a policy σ (for m) according to the discounted sum criterion is the function
LTVσ : S → R defined as follows:

LTVσ(s) = rσ0 (s) + γ · rσ1 (s) + · · ·+ γn · rσn(s) + · · · (1)

where rσn(s) is the expected reward at time step n. A policy σ is optimal if for all
s ∈ S, LTVσ(s) = maxτ∈ActS LTVτ (s).

Note that rσ0 (s) = u(s) for all s ∈ S, and since S is finite, maxs r
σ
0 (s) <∞. This

boundedness property entails that the infinite sum in (1) is convergent.
It will be convenient to work with the map `σ that takes the expected value

of LTVσ relative to some distribution. Formally, `σ : ∆S → R is defined for all
ϕ ∈ ∆S by

`σ(ϕ) =
∑
s∈S

ϕ(s) · LTVσ(s). (2)

Observe that for each state s, LTVσ(s) is equal to the immediate rewards plus
the discounted future expected rewards. Seen this way, (1) may be re-written to
the corecursive equation

LTVσ(s) = u(s) + γ ·
(∑
s′∈S

tσ(s)(s′) · LTVσ(s′)

)
= u(s) + γ · `σ(tσ(s)). (3)

Viewing LTVσ as a column vector in RS , the equation in (3) represents a
linear system, LTVσ = u+γPσ LTVσ. We find LTVσ by solving it: LTVσ = (I−
γPσ)−1u, where I is the identity matrix.

Equivalently, LTVσ is defined as the unique fixpoint of the (linear), contractive,
monotone (for the pointwise order) operator

Ψσ : RS → RS Ψσ(v) = u+ γPσv. (4)

Note that Ψσ is contractive since Pσ is column-stochastic and we multiply with γ,
and RS is a complete metric space. Hence by the Banach Fixpoint Theorem, the
unique fixpoint exists. Moreover, Ψσ is monotone, because Pσ has all non-negative
entries.
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Example 2. We continue with Example 1. An example of a policy is the “miserly”
σ given by σ(s) = S for all states s, i.e., the startup chooses to save in each state.
The equations that describe the probabilistic system mσ resulting from following
σ are given in the equations on the left below. To compute LTVσ, the expression
from (1) for this policy may be rewritten to the equations on the right in (5)
below. (Recall that the discount factor is γ = 0.9.)

mσ(PU) = (0, 1 · PU)

mσ(PF) = (0, 1
2 · PU+ 1

2 · RF)

mσ(RU) = (10, 1
2 · PU+ 1

2 · RU)

mσ(RF) = (10, 1
2 · RU+ 1

2 · RF)

LTVσ(PU) = 0 + γ · LTVσ(PU)

LTVσ(PF) = 0 + γ · ( 1
2 · LTVσ(PU) + 1

2 · LTVσ(RF))

LTVσ(RU) = 10 + γ · ( 1
2 · LTVσ(PU) + 1

2 · LTVσ(RU))

LTVσ(RF) = 10 + γ · ( 1
2 · LTVσ(RU) + 1

2 · LTVσ(RF))

(5)

Solving this linear system, we get LTVσ(PU) = 0, LTVσ(PF) = 14.876,
LTVσ(RU) = 18.182, and LTVσ(RF) = 33.058.

The long-term value induces an ordering on policies: σ ≤ τ if LTVσ ≤ LTVτ

in the pointwise order on RS . It is a classic result [23, Theorem 6.2.7] that for
our simple model of MDPs with discounting, the best stationary, memoryless,
deterministic policy is as good as any policy. In other words, one cannot do better
by allowing time-dependence, memory, or randomization in policies. This result
is also the theoretical basic for finding optimal policies via policy iteration, as we
describe further below.

Before we move on to policy iteration, we recall the notion of optimal value
function. Given an MDP m, the optimal value of m is the map V ∗ : S → R
that for each state gives the best long-term value that can be obtained for any
policy [23]:

V ∗(s) = max
σ∈ActS

{LTVσ(s)}.

We note that a transition structure t : S → (∆S)Act corresponds to an Act-
indexed set of maps ta : S → ∆S, a ∈ Act , each of which in turn corresponds
to a column-stochastic |S| × |S|-matrix. It is an important classic result that
V ∗ is the unique (bounded) map v : S → R that satisfies Bellman’s optimality
equation [4,23]:

v(s) = u(s) + γ · max
a∈Act

{∑
s′∈S

ta(s)(s′) · v(s′)

}
.

In other words, V ∗ is a fixpoint of the (non-linear) contractive, monotone Bellman
operator, given by

Ψ∗ : RS → RS Ψ∗(v) = u+ γ · max
a∈Act

{tav},

where the maximum is taken in the pointwise order on RS .



6 Frank M. V. Feys, Helle Hvid Hansen, and Lawrence S. Moss

3 Policy Improvement via Contraction Coinduction

3.1 Policy Iteration

The optimality equation together with the abovementioned result that an optimal
policy may be found among the stationary, deterministic policies is the basis for
an effective algorithm for finding optimal policies, known as policy iteration [12].
The algorithm starts from any policy σ ∈ ActS , and iteratively improves σ to
some τ such that σ ≤ τ . This leads to an increasing sequence of policies in the
preorder of all policies (SAct ,≤). Since this preorder is finite, this process will at
some point stabilize. The policy improvement step of the algorithm is obtained
via the following defintion.

Definition 3 (Improved Policy). A policy τ is called an improvement of a
policy σ if for all s ∈ S it holds that

τ(s) = argmaxa∈Act{`σ(ta(s))}. (6)

Informally, τ(s) is an action a that maximizes the expected future rewards
obtained by doing a now, and then continuing with σ. However, it is not prima
facie clear that τ is an improvement, since following τ means to also “continue
with τ” (not with σ). Proving that σ ≤ τ is the content of the Policy Improvement
Theorem (Theorem 2) which we prove below.

Note that improved policies need not be unique, because there could be
different actions a that maximize `σ(ta(s)), but (6) describes a procedure for
improving a policy σ assuming that LTVσ has been computed (e.g., by solving
the associated linear system).

Example 3. We return to Example 1 and to the “miserly” policy σ in Example 2.
To determine τ(PF) where τ is an improved policy, we compare

`σ(t(PF)(S)) = E ◦∆LTVσ

(1

2
PU +

1

2
RF
)

=
(1

2
· 0
)

+
(1

2
· 33.058

)
and

`σ(t(PF)(A)) = E ◦∆LTVσ(1 · PF) = 1 · 14.876.

Since the latter is smaller, we have τ(PF) = S.

Clasically, policy improvement is proved [12,23] using that (I − γPσ)−1 is a
monotone operator. This in turn follows from the matrix (I − γPσ)−1 having
only non-negative entries, a property which we show in Example 5 below using
contraction coinduction.

3.2 The Contraction Coinduction Principle

We now introduce the contraction coinduction principle. We only assume basic
knowledge of metric spaces, as can be found in, e.g., [21]. Here we just recall a
few basic definitions and fix notation. A metric space (X, dX) is a set X equipped
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with a metric dX : X → R. Sometimes the metric is left implicit and we simply
refer to the metric space X. We always assume the standard Euclidean metric on
the set of real numbers R. Any set X can be equipped with the discrete metric,
given by dX(x, y) = 1 if x 6= y, and dX(x, y) = 0 if x = y, for all x, y ∈ X.

A function f : X → Y between metric spaces is bounded if there is a real
number C such that for all x, y ∈ X, it holds that dY (f(x), f(y)) ≤ C. We write
B(X,Y ) for the set of all bounded f : X → Y . The set B(X,Y ) can be equipped
with the supremum metric: for all f, g ∈ B(X,Y ),

d(f, g) = sup{dY (f(x), g(x)) | x ∈ X}. (7)

When Y is a complete space (for example, R), so is B(X,Y ). We recall that a
function f : X → X on a metric space X is contractive if there is a C < 1 such
that for all x1, x2 ∈ X, we have dX(f(x1), f(x2)) ≤ C · dX(x1, x2). A fixpoint of
f is an element x∗ such that f(x∗) = x∗.

The contraction coinduction principle is a variation of the classic Banach
Fixpoint Theorem, asserting that any contractive mapping has a unique fixpoint.
We need a version of this theorem which, in addition to a complete metric, also
has an order. For this reason we introduce the following definition.

Definition 4. An ordered metric space is a structure (M,d,≤) such that d is a
metric on M and ≤ is a partial order on M , satisfying the extra property that
for all y ∈M , {z | z ≤ y} and {z | y ≤ z} are closed sets in the metric topology.
This space is said to be complete if it is complete as a metric space.3

Example 4. For any set X, B(X,R) with the pointwise order (and supremum
metric, as in (7) above) is a complete ordered metric space.

We can now state contraction (co)induction. It will lead to elegant proofs of
order statements concerning fixpoints, as we shall see below.

Theorem 1 (Contraction (Co)Induction). Let M be a non-empty, complete
ordered metric space. If f : M → M is both contractive and order-preserving,
then the fixpoint x∗ of f is a least pre-fixpoint (if f(x) ≤ x, then x∗ ≤ x), and
also a greatest post-fixpoint (if x ≤ f(x), then x ≤ x∗).

Proof. We only verify the first assertion; the second is similar. Suppose that
f(x) ≤ x. By induction on n and monotonicity of f , we have for all n ≥ 0,
fn(x) ≤ x. Since f is contractive, the proof of the Banach Fixpoint Theorem
shows that {fn(x)}n is a convergent sequence. But {z | z ≤ x} is closed and
contains this sequence, so limn f

n(x) ≤ x. The proof of the Banach Fixpoint
Theorem also shows that limn f

n(x) equals the fixpoint x∗. Thus, x∗ ≤ x. ut
3 We could weaken the partial order in the definition of an ordered metric space to a

transitive relation. However, our aim is not the highest level of generality. Rather,
we see contraction (co)induction as an instance of metric coinduction (see Remark 1)
that suffices to prove interesting results about MDPs.



8 Frank M. V. Feys, Helle Hvid Hansen, and Lawrence S. Moss

Remark 1. Theorem 1 follows from the Metric Coinduction Principle [17,24].
E.g., to derive contraction induction, let x be such that f(x) ≤ x. The set
A = {y ∈ X | y ≤ x} is non-empty, since x ∈ A, and closed by our assumption
that X is an ordered metric space. Moreover, f [A] ⊆ A by monotonicity. Hence
by metric coinduction, x∗ ∈ A.

Example 5. We recover a fact that comes up frequently in the area (e.g., [12]
uses it to justify policy improvement): if P is a column-stochastic n× n matrix,
then (I−γP )−1 has all non-negative entries. We do not really need this fact, and
we mainly mention it to point out that contraction coinduction might streamline
the proofs of known results. To see this, let M = Rn×n. We order M pointwise,
and as metric we use d(X,Y ) = ‖X − Y ‖, where ‖X‖ = maxi,j |xi,j | (so that
‖PX‖ ≤ ‖X‖). This gives a complete ordered metric space. Let f : M → M
be f(X) = I + (γP )X. Easily, f is a monotone contraction, and its fixpoint
is (I − γP )−1. Note that f(0) ≥ 0, where 0 is the zero matrix. By contraction
coinduction, we conclude that (I − γP )−1 ≥ 0.

We now give our proof of policy improvement using contraction coinduction.

Theorem 2 (Policy Improvement). Let an MDP be given by t : S → (∆S)Act

and u : S → R. Let σ and τ be policies. If `σ ◦ tτ ≥ `σ ◦ tσ, then LTVτ ≥ LTVσ.
Similarly, if `σ ◦ tτ ≤ `σ ◦ tσ, then LTVτ ≤ LTVσ.

Proof. Assuming that `σ ◦ tτ ≥ `σ ◦ tσ, we have for all s ∈ S,

u(s) + γ
∑
s′∈S

tσ(s)(s′) · LTVσ(s′) ≤ u(s) + γ
∑
s′∈S

tτ (s)(s′) · LTVσ(s′).

Since LTVσ and LTVτ are the fixpoints of the contractive, monotone operators
Ψσ and Ψτ , respectively (cf. (4)), the above inequality may be recast to say
that Ψτ (LTVσ) ≥ Ψσ(LTVσ) = LTVσ. By contraction coinduction (Theorem 1),
LTVτ ≥ LTVσ. This completes the proof of the first assertion. The second one
is proved similarly. ut

Next, we use contraction coinduction to show the classic result that V ∗ is an
upper bound for the long-term value of all policies, and that a so-called greedy
policy is optimal [4,23]. Lemma 1 below is standard, and essentially the same
proof as ours appears as Lemma 5.2 in Kozen and Ruozzi [24].

Lemma 1. For all policies σ, LTVσ ≤ V ∗.

Proof. A straightforward calculation and monotonicity argument shows that for
all f ∈ B(S,R), Ψσ(f) ≤ Ψ∗(f). In particular, LTVσ = Ψσ(LTVσ) ≤ Ψ∗(LTVσ).
By contraction coinduction we conclude that LTVσ ≤ V ∗. ut

Define the greedy policy σ∗ : S → Act by

σ∗(s) = argmaxa∈Act

{∑
s′∈S

ta(s)(s′) · V ∗(s′)
}
. (8)

Due to ties, this policy is strictly speaking not unique. But following standard
usage, we speak of “the” greedy policy when we mean “a” greedy one.
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Proposition 1. The greedy policy is optimal. That is, LTVσ∗ = V ∗.

Proof. Observe that Ψσ∗(V
∗) ≥ V ∗ (in fact, equality holds). By contraction

coinduction, V ∗ ≤ LTVσ∗ . The other direction follows from Lemma 1. ut

It is a direct consequence of Proposition 1 that the optimal value is attained
by some policy.

4 Coalgebras and Algebras for MDPs

In this section, we present the coalgebraic and algebraic structures that we use to
model MDPs and their long-term values. We assume the reader is familiar with
basic notions in coalgebra [25] and category theory [18], but we briefly recall some
definitions and results (see, e.g., [3,13,16]) related to monads and distributive
laws that are needed for this paper.

4.1 Algebras, Monads, and Distributive Laws

Given a functor T : C→ C on a category C, a T -algebra is a pair (A,α) where
A is a C-object and α : TA→ A is a C-arrow. A T -algebra homomorphism from
(A,α) to (B, β) is a C-arrow f : A→ B such that f ◦ α = β ◦ Tf .

A monad (on C) is a triple (T, η, µ) where T is a C-endofunctor, and η : Id⇒ T
and µ : TT ⇒ T are natural transformations such that µ ◦ Tη = id = µ ◦ ηT
and µ ◦ µT = µ ◦ Tµ. Given a monad (T, η, µ), an Eilenberg-Moore T -algebra
is a T -algebra (A,ω) such that ω ◦ ηA = id and ω ◦ µA = ω ◦ Tω. We denote
the category of Eilenberg-Moore T -algebras and T -algebra homomorphisms by
EM(T ). Note that (TX, µX) is an Eilenberg-Moore T -algebra.

Example 6. The well-known distribution monad is the discrete variant of the
Giry monad [11]. The functor part ∆ : Set → Set maps a set X to the finitely
supported probability distributions on X:

∆X = {ϕ : X → [0, 1] | supp(ϕ) is finite and
∑
x ϕ(x) = 1},

(∆f)(ϕ)(y) =
∑
x∈f−1(y) ϕ(x) for all f : X → Y.

It is sometimes convenient to write an element ϕ of ∆X as a formal linear
combination ϕ = r1x1+ · · ·+rnxn, where supp(ϕ) = {x1, . . . , xn} and ϕ(xi) = ri,
or also ϕ =

∑
x∈X ϕ(x)x. In this notation, (∆f)(ϕ) = r1f(x1) + · · ·+ rnf(xn)

for f : X → Y , where coefficients of identical f(xi)-values are summed implicitly.
Equivalently stated, we have

(∆f)(ϕ) =
∑
x∈X

f(x)ϕ(x). (9)

The unit δ : Id ⇒ ∆ is δX(x) = 1x (the Dirac distribution at x), and the
multiplication µ : ∆∆⇒ ∆ is given as follows. For ψ = r1ϕ1+ · · ·+rnϕn ∈ ∆∆X,
we have µX(ψ)(x) =

∑n
i=1 riϕi(x), i.e., µX(ψ) =

∑
x∈X

(∑
ϕ∈∆X ψ(ϕ) ·ϕ(x)

)
x.
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The category EM(∆) is also known as the category of convex sets and affine
(or linear) maps, since an Eilenberg-Moore ∆-algebra can be seen as a set X in
which convex combinations r1x1 + · · ·+ rnxn can be evaluated.

Let (T, η, µ) be a monad and F an endofunctor, both on C. A distributive law
of (T, η, µ) over F is a natural transformation λ : TF ⇒ FT that is compatible
with the monad structure, meaning that λ ◦ ηF = Fη and λ ◦ µF = Fµ ◦ λT ◦ Tλ.
We recall (see, e.g., [15,16]) that such a distributive law corresponds to a lifting
Fλ of F to the category EM(T ), and equivalently to a lifting Tλ of T to the
category CoalgC(F ) of F -coalgebras. The functors Fλ and Tλ are defined as
follows:

Fλ(A,ω : TA→ A) = (FA,Fω ◦ λA) Fλ(f) = Ff,

Tλ(B, β : B → FB) = (TB, λB ◦ Tβ) Tλ(f) = Tf.

We also recall (cf. [3,14]) that such a distributive law induces an operation
(−)] : CoalgC(FT )→ CoalgEM(T )(Fλ), which is often referred to as an abstract

form of determinization (cf. [26,14]). For every FT -coalgebra c : X → FTX, c]

is defined as

c] = FµX ◦λTX ◦Tc : (TX, µX)→ Fλ(TX, µX), and we have c] ◦ηX = c. (10)

Determinization (−)] is a functor, but we shall not use this fact. Note that the
underlying F -coalgebra of c] is of type TX → FTX.

We write E: ∆R → R for the map that computes expected value. That is,
viewing an element ϕ ∈ ∆R as a formal linear combination, E evaluates ϕ by
interpreting the formal expression in R, i.e., E(ϕ) =

∑
x∈R ϕ(x) · x.

Note that for f : X → R, by (9) we have, for all ϕ ∈ ∆X, that

E((∆f)(ϕ)) =
∑
x∈X

f(x) · ϕ(x). (11)

Lemma 2. The expected value E: ∆R → R is an Eilenberg-Moore ∆-algebra:
E ◦ δR = idR and E ◦∆E = E ◦ µR.

4.2 Coalgebraic Modeling of MDPs

As we saw in Definition 2, long-term values arise by summing infinite sequences
(or streams) of real numbers. It is well-known [25] that such streams form a final
coalgebra for the Set-endofunctor H = R× Id. The final H-coalgebra structure
is given by mapping a stream x = (x0, x1, x2, . . .) to (head(x), tail(x)), where
head(x) = x0 and tail(x) = (x1, x2, . . .).

Given an MDP m = 〈u, t〉 and a policy σ : S → Act , the resulting Markov
reward process mσ = 〈u, tσ〉 is easily seen to be an H∆-coalgebra

mσ = 〈u, tσ〉 : S → R×∆S,

where, as we recall from from Section 2, tσ(s) = t(s)(σ(s)).
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Similarly, it is not hard to see that an MDP m = 〈u, t〉 is a K∆-coalgebra
〈u, t〉 : S → R × (∆S)Act , where K = H ◦ (−)Act and (−)Act is the covariant
hom-functor.

Since E: ∆R → R is an Eilenberg-Moore ∆-algebra, there is a distributive
law χ of (∆, δ, µ) over H (cf. [13]) specified by

χX : ∆(R×X)
〈∆π1,∆π2〉 // ∆R×∆X E×id // R×∆X,

i.e.,
χX = 〈E ◦∆π1, ∆π2〉. (12)

The lifted functor Hχ : EM(∆)→ EM(∆) is concretely given as

Hχ(A,ω) = (R×A, (R× ω) ◦ 〈E ◦∆π1, ∆π2〉)
= (R×A, 〈E ◦∆π1, ω ◦∆π2〉).

Using the distributive law χ from (12), the determinization m]
σ : ∆S → R×∆S

is given for each ϕ ∈ ∆S by

m]
σ(ϕ) = ((E ◦∆u)(ϕ), (µS ◦∆tσ)(ϕ))

= (
∑
s∈S u(s) · ϕ(s), s 7→

∑
s′∈S tσ(s)(s′) · ϕ(s′)).

Considering ϕ as a probabilistic state, the first component of the pair m]
σ(ϕ)

is the expected reward given ϕ, and the second component is the expected next
probabilistic state. The morphism µS ◦∆tσ : ∆S → ∆S is the Kleisli extension of
tσ : S → ∆S, which can be seen as a column-stochastic |S| × |S|-matrix. Viewing
u ∈ RS as a row |S|-vector and a distribution ϕ ∈ ∆S as a column-stochastic
|S|-vector, we have that m]

σ(ϕ) = 〈uϕ, tσϕ〉, where juxtaposition denotes matrix-
vector multiplication. The unique H-coalgebra morphism from m]

σ to the final
H-coalgebra of streams maps a distribution ϕ to the stream of expected rewards
(uϕ, utσϕ, ut

2
σϕ, . . .).

The distributive law given by χ is an EM-law in the terminology of [14],
where determinization was studied for the purpose of obtaining trace semantics.
The trace semantics of mσ : S → R×∆S is the function that maps a state s to
the stream of expected rewards (rσ0 (s), rσ1 (s), rσ2 (s), . . .) from (1).

4.3 Algebraic Modeling of Discounted Sums

The long-term value of a policy σ in state s is the discounted infinite sum of
the stream ρ(s) = (rσ0 (s), rσ1 (s), rσ2 (s), . . .) of expected rewards. Due to S being
finite, the values in this stream are bounded, which ensures that the discounted
sum converges. A leading observation of this paper is that we can re-express
the recursive equation (3) for LTVσ by saying that LTVσ : S → R makes the
following diagram commute:

S
mσ //

LTVσ

��

R×∆S

R×∆(LTVσ)

��
R R× R

αγ
oo R×∆R

R×E
oo

(13)
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Here, αγ : R× R→ R is the H-algebra

αγ : HR→ R αγ(x, y) = x+ γ · y. (14)

Notice that LTVσ is an H∆-coalgebra-to-algebra map. We naturally wonder
whether the H∆-algebra at the bottom of the diagram is a corecursive algebra [6]:
for every coalgebra f : X → H∆X (where X is possibly infinite), is there a unique
map f† : S → R making the diagram commute? As suggested by the previous
discussion, problems can arise if the reward values in f are unbounded. But the
question can be framed in an even more basic way. Namely, by [5, Theorem 19],
αγ ◦ (R× E) is a corecursive algebra for H∆ if and only if αγ is a corecursive
algebra for H. But the latter is not the case. Consider an infinite system of
equations

xn = an + γ · xn+1, n = 0, 1, . . . , (15)

where an are fixed real numbers. Then (15) corresponds uniquely to a H-coalgebra
g : X → R × X. Solutions to (15) in turn correspond to maps g† such that
g† = αγ ◦ (R× g†) ◦ g, i.e., to coalgebra-to-algebra maps from (X, g) to (R, αγ).
The reason why αγ is not a corecursive algebra is that (15) always has continuum
many solutions. Namely, the solution value for x0 may be chosen arbitrarily, and
the rest are determined from it. Note however, if (an)n is unbounded then all
solutions are unbounded. [To see this, let (bn)n be a solution. We have: |an| > 2K
⇒ |bn+1| = |an + γ · bn| ≥ |an| − γ|bn| ⇒ |bn+1|+ γ|bn| > 2K ⇒ |bn| > K or
|bn+1| > K. Hence, for each K there is some i such that |bi| > K.]

If, on the other hand, (an)n is bounded, then there is a unique bounded
solution to (15), namely xn =

∑∞
i=0 γ

i · an+i for all n. Boundedness is used in
asserting that the sum converges, and the detailed verification that this solution
works and is unique follows from Proposition 6 below. In summary, uniqueness is
only obtained by restricting to bounded solutions.

We end this section by noting that αγ is an algebra for the lifted functor Hχ,
essentially because αγ is affine. We will need this result in Section 5.3.

Lemma 3. ((R,E), αγ) is an Hχ-algebra in EM(∆), that is, we have the equality
E ◦∆αγ = αγ ◦ 〈E ◦∆π1,E ◦∆π2〉.

5 Long-Term Values via b-Corecursive Algebras

In this section, we will develop some categorical notions in order to capture
boundedness properties, and eventually show that long-term values can be
characterized via a universal property of a notion of corecursive algebra for
bounded maps.

5.1 MDPs in Metric Spaces

The first step is to identify the appropriate category of metric spaces. There
are several types of functions on metric spaces that are of interest. In this
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paper, we shall consider the following. Let (X, dX) and (Y, dY ) be metric spaces
and f : X → Y a function (not necessarily continuous). Then f is said to be
Lipschitz if dY (f(x1), f(x2)) ≤ C · dX(x1, x2) for all x1, x2 ∈ X, for some fixed
real number C. A Lipschitz function that satisfies the above inequality for C = 1
is called non-expansive (or short). It is clear that the composition of two Lipschitz
functions is again Lipschitz, and the composition of non-expansive functions
again non-expansive.

Bounded functions need not be Lipschitz, and vice versa. Although bounded
maps are of particular interest to us, we point out the fact that metric spaces
with bounded maps do not form a category, since the identity on a space of
infinite diameter is not bounded. Our main interest in Lipschitz functions is that
if g is bounded and f is Lipschitz, then f ◦ g is bounded; also, they are used in
the Kantorovich metric just below.

We write Met for the category that has metric spaces as objects and all
functions as arrows. Usually, the morphisms of metric spaces are taken to be
the non-expanding functions or continuous functions. The reason we take all set
functions is that we are going to use the metric structure only in connection with
boundedness, and so our (non-standard) choice will become more sensible. (In
Section 6.2, we hint that with additional results we can indeed work with a“real”
metric-type category, the Polish metric spaces.)

We lift our Set-endofunctors H and ∆ to Met using the maximum and
Kantorovich(-Wasserstein) metrics (cf. [29,2]). This last metric is usually defined
in the measure-theoretic setting, so discrete probability measures are a special
case.

Definition 5 (Product and Kantorovich Metrics). Let (X, dX) and (Y, dY )
be metric spaces.

– The product (X, dX)× (Y, dY ) = (X × Y, dX × dY ) has the maximum metric

(dX × dY )((x1, y1), (x2, y2)) = max{dX(x1, x2), dY (y1, y2)}.

– The Kantorovich lifting of dX is the metric d∆X on ∆X, defined by

d∆X(ϕ,ψ) = sup{dR((E◦∆f)(ϕ), (E◦∆f)(ψ)) | f : X → R is non-expansive}.

Remark 2. See [10] for ten choices for the metric d on ∆X. Incidentally, very
little is known concerning the question of whether each d leads to a functor on the
category of all metric spaces and continuous functions. However, it follows from
Theorem 1 of [11] that for the related category of Polish spaces, the Kantorovich
lifting does lead to a functor.

We can view a Markow reward process 〈u, tσ〉 : S → R×∆S as a coalgebra
in Met for the lifted functor H∆, by equipping the state space S with a metric.
(The discrete metric is the canonical choice, but any metric will do.)

The next lemma will be frequently used in Section 5.2 to prove boundedness
preservation properties.

Lemma 4. If f : X → Y is Lipschitz, so is Hf . If f : X → Y is Lipschitz with
constant C, then so is ∆f .



14 Frank M. V. Feys, Helle Hvid Hansen, and Lawrence S. Moss

5.2 Categorical Structure for Bounded Maps

This section aims at a sparse categorification of boundedness that will permit us
to re-work the notion of a corecursive algebra to a bounded corecursive algebra in
Section 5.3 below. To this aim, we introduce the notion of b-category and related
concepts.

Definition 6. Let C be a category and B a class of morphisms in C. We call
B a b-structure4 on C if for all f ∈ B and all arrows g in C, if f ◦ g is defined,
then f ◦ g ∈ B. A b-category is a pair (C,B), where C is a category and B is
a b-structure on C. We frequently call a morphism f ∈ B a B-morphism. We
denote the collection of all C-morphisms X → Y that are also in B by B(X,Y ).

The key feature of Lipschitz and bounded functions for our purposes is
captured in the following definition.

Definition 7. We say that a C-arrow f preserves B if whenever g ∈ B and f ◦ g
is defined, then f ◦ g ∈ B.

It is easy to see that for every category C, (C,M) is a b-category, whereM is
the collection of morphisms of C. If (C,B) is a b-category, then every morphism
in B preserves B.

Example 7. Our primary example of a b-category is (Met, B), where Met is
the category of metric spaces and all functions, and B is the collection of
bounded maps of metric spaces. While the metric structure is not used in the
Met-morphisms, it figures in the b-structure.

Every Lipschitz function preserves B. For any metric spaces X1 and X2, the
projections πi : X1 × X2 → Xi preserve B. The algebras E: ∆R → R and αγ ,
from (14), both preserve B.

Next, we formulate definitions of functors and natural transformations which
incorporate b-structures. The main motivation for the definitions below are the
examples which follow and also the properties that we shall see at the end of this
section, in Proposition 5 and Example 8.

Definition 8. Let (C,B) and (C′,B′) be b-categories. A functor F : C→ C′ is a
b-functor, written F : (C,B)→ (C′,B′), if whenever f ∈ B, then Ff preserves B′;
and F is a strong b-functor if whenever f ∈ B, then Ff ∈ B′.

If F,G : C → C′ are functors (not necessarily b-functors), then a b-natural
transformation σ : F ⇒ G is a natural transformation in the usual sense such
that every component σX preserves B′.

Proposition 2. (1) Constant functors are b-functors. (2) The identity on a b-
category is a b-endofunctor. (3) If F is a strong b-functor, then F is a b-functor.

4 During CMCS 2018, we learned from Henning Urbat that a b-structure is also known
as a sieve. We currently do not know how to put this fact to use.
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We now investigate how the functor H, monad (∆, δ, µ), and distributive law
χ interact with the b-structure B of bounded maps on Met.

Proposition 3. H : Met→ Met is a b-endofunctor, but not a strong b-endofunctor,
on (Met, B).

Proposition 4. ∆ : Met→ Met is a strong b-endofunctor on (Met, B).

Lemma 5. If f : X → Y preserves B, then so does Hf : R×X → R× Y .

Lemma 6. For all metric spaces (X, dX), the following hold.

1. δX is an isometric embedding.
2. µX is non-expanding.
3. χX is Lipschitz.

It follows that δ, µ, and χ are b-natural transformations in (Met, B).

One crucial observation is that if the H∆-coalgebra mσ obtained from an
MDP m and a policy σ is bounded, then so is the determinized H-coalgebra m]

σ.
The following proposition shows that our setup of b-structures ensures that this
holds abstractly.

Proposition 5. Let λ be a distributive law of monad (T, η, µ) over a functor F
such that T is a strong b-endofunctor, and Fµ and λ are b-natural transformations.
Then B is closed under (−)], i.e., if c ∈ B then c] ∈ B.

Proof. This follows instantly from c] = FµX ◦ λTX ◦ Tc (cf. Equation (10)). ut

Example 8. For our running example for MDPs where F = H, T = ∆, and
λ = χ is given by (12), we have the conclusion of Proposition 5 in the b-category
(Met, B). Indeed, by Proposition 4, ∆ is a strong b-endofunctor. By Lemma 6,
χ is b-natural. Finally, by the second part of Lemma 4 and Lemma 6 (2), HµX
is Lipschitz for every X, and thus preserves bounded maps. Therefore, Hµ is
b-natural.

5.3 b-Corecursive Algebras (bcas)

As we explained in Section 4.3, the long-term value map LTVσ is a certain
coalgebra-to-algebra morphism, i.e., it is a solution to a set of recursive equations,
but it is only uniquely defined if we restrict to bounded maps. The following
notion of b-corecursive algebra categorifies this observation.

Definition 9. Let (C,B) be a b-category, F an endofunctor on C (not necessarily
a b-endofunctor), and β : FA→ A an F -algebra. Then β is a b-corecursive algebra
(bca) if for every F -coalgebra f : X → FX with f ∈ B, there is a unique solution
map f† ∈ B such that the diagram

X
f //

f†

��

FX

Ff†

��
A FA

βoo
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commutes, or equivalently stated, such that f† is the fixed point of the operator
Φf,β : C(X,A)→ C(X,A), defined for all j ∈ C(X,A) by Φf,β(j) = β ◦ Fj ◦ f .

We note that a corecursive algebra [6] is a bca with B the family of all
morphisms in the underlying category.

Remark 3. A corecursive algebra is a special kind of completely iterative algebra
(also called cias, see Milius [19]). With the obvious definition, the examples in
this paper would be b-cias. Alas, we have not found any application of this fact.

The next lemma uses the b-category concepts to give conditions that ensure
the operator Φf,β from Definition 9 restricts to B-morphisms. This is the abstract
analogue of showing that the Bellman operator maps bounded maps to bounded
maps.

Lemma 7. Let (C,B) be a b-category. If F is a b-endofunctor on (C,B), and
β : FA→ A is an F -algebra that preserves B, it holds that for every F -coalgebra
f : X → FX in B, the operator Φf,β : C(X,A) → C(X,A) from Definition 9
restricts to an operator Φf,β : B(X,A)→ B(X,A).

Proof. Let j ∈ B(X,A). Since F is assumed to be an b-endofunctor, Fj preserves
B. Thus since f ∈ B, Fj ◦ f ∈ B as well. Finally, since β preserves B, it follows
that Φf,β(j) = β ◦ Fj ◦ f ∈ B. ut

The following result is the first step towards obtaining the long-term value
map LTVσ from the universal property of bcas.

Proposition 6. The H-algebra αγ : HR→ R is a bca in (Met, B).

Proof. Fix a bounded f : X → HX. Recall from Example 4 that the bounded
function space B(X,R) is a complete ordered metric space with the supremum
metric. Since H is a b-endofunctor (Lemma 5) and αγ preserves B (Example 7),
the operator

Φ = Φf,αγ : B(X,R)→ B(X,R) : Φ(j) = αγ ◦Hj ◦ f

is well-defined by Lemma 7.
We now show that Φ is a contractive map. So let j, k ∈ B(X,R), and x ∈ X.

We write f = 〈f1, f2〉 : X → R×X. Then

dR(Φ(j)(x), Φ(k)(x)) ≤ γ · |j(f2(x))− k(f2(x))| ≤ γ · d(j, k).

This holds for all x ∈ X. Since 0 ≤ γ < 1, it follows that Φ is contractive. By
the Banach Fixpoint Theorem, Φ has a unique fixpoint. This proves that the
operator Φf,αγ has a unique bounded fixpoint, which is what we had to show. ut

The second step for obtaining the long-term value function LTVσ from the
universal property of bcas, is to show how to obtain a bca for H∆ from the bca
αγ for H. The next theorem shows that we can prove this result abstractly using
b-structure.
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We first note that given a b-structure (C,B) and a monad (T, η, µ), the
category EM(T ) has a b-structure consisting of the T -algebra morphisms ϕ such
that Uϕ ∈ B in the base b-structure; we shall write the b-structure on EM(T ) as
B as well.

Theorem 3. Let (C,B) be a b-category, F a C-endofunctor, (T, η, µ) a monad
on C, and λ a distributive law of (T, η, µ) over F . Assume further that T is a
strong b-functor and that λ and Fµ are b-natural in (C,B).

1. If β : Fλ(A,ω)→ (A,ω) is an Fλ-algebra in EM(T ) such that the underlying
F -algebra β : FA→ A is a bca for F and ω preserves B, then it holds that
β ◦ Fω : FTA→ A is a bca for FT .

2. Let the solution operation for the bca β : FA→ A be denoted h 7→ h‡, and the
solution operation for the bca β ◦ Fω : FTA→ A be denoted h 7→ h†. Then
for all g : X → FTX in B, we have g† = (g])‡ ◦ ηX and (g])‡ = ω ◦ Tg†.

Excluding the “b-considerations”, Theorem 3 is formulated and proved in
dual form (i.e., for comonads and recursive coalgebras) in [5, Theorem 19]. Our
assumptions related to the b-structure ensure that the proof carries over to the
case of bcas.

Using Theorem 3, we obtain the bca that will give us the long-term value.

Corollary 1. The H∆-algebra α = αγ ◦ (R× E) is a bca in (Met, B).

Proof. This result follows from Theorem 3. We check the conditions. First,
by Lemma 3, αγ : Hχ(R,E) → (R,E) is a Hχ-algebra in EM(∆). Next, by
Proposition 6, the underlying H-algebra αγ is a bca for H, and in Example 7
we saw that E preserves B. Finally, we saw in Example 8 that ∆ is a strong b-
endofunctor, and χ and Hµ are b-natural. By Theorem 3, we have a bca structure
for H∆ on R, namely αγ ◦HE = αγ ◦ (R× E). ut

Using that αγ is a bca for H (Proposition 6), we obtain from the universal
property of αγ a unique bounded map `′σ : ∆S → R that makes the diagram
below on the left commute. Also, we obtain a map LTV′σ : S → R from the
universal property of αγ ◦ (R×E) as a bca for H∆ (Corollary 1). That is, LTV′σ
is the unique bounded map that makes the diagram below on the right commute.

∆S
m]σ //

`′σ
��

R×∆S

R×`′σ
��

R R× R
αγ

oo

S
mσ=〈u,tσ〉 //

LTV′σ

��

R×∆S

R×∆(LTV′σ)

��
R R×∆R

αγ◦(R×E)
oo

Moreover, by Theorem 3(2) we have that

LTV′σ = `′σ ◦ δS and `′σ = E ◦∆LTV′σ . (16)

In particular, LTV′σ is the unique fixpoint of the operator

Φσ = Φmσ,αγ◦(R×E) : B(S,R)→ B(S,R) Φσ(f) = αγ◦〈u,E◦(∆f)◦tσ〉. (17)
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It is not hard to see that, as expected, Φσ = Ψσ from (4) in Section 2 (note that
B(S,R) = RS because S is finite). Hence, by unicity, LTV′σ = LTVσ. By the
definition of `σ (cf. (2)) and the right-hand side of (16), we also see that `′σ = `σ.
Therefore, the equations in (16) express that

LTVσ = `σ ◦ δS and `σ = E ◦∆LTVσ . (18)

In this way, we re-obtained LTVσ and `σ using our categorical perspective.
Note however that thanks to Corollary 1, in our novel approach we did not need
to show that Φσ is contractive in order to get LTVσ.

5.4 The Optimal Value Function V ∗

We recall from Section 2 that the optimal value function V ∗ is the unique solution
to Bellman’s optimality equation, which we restate here for convenience:

V ∗(s) = u(s) + γ · max
a∈Act

{∑
s′∈S

ta(s)(s′) · V ∗(s′)
}
.

To say that V ∗ solves this is to say that the diagram below commutes:

S
m=〈u,t〉 //

V ∗

��

R× (∆S)Act

R×(∆V ∗)Act

��
R R× (∆R)Act

αγ◦(R×maxAct ◦EAct )

oo

This diagram clearly looks like a bca diagram, and it is therefore natural to ask
whether we can prove the existence of V ∗ by generalizing the results for LTVσ.
It turns out that many, but not all, do generalize. We give a brief overview.

The coalgebraic modeling is straightforward. Recall that an MDP is a K∆-
coalgebra, where K is the functor K = H ◦ (−)Act where (−)Act is the covariant
hom-functor. There is also a distributive law ρ of ∆ over K. It uses strength
str : ∆ ◦ (−)Act ⇒ (−)Act ◦∆; specifically, we have ρ = 〈E ◦∆π1, str ◦∆π2〉.

We can lift K to Met by viewing XAct as an Act-fold product, i.e., we use the
maximum metric. The metric version of K has the same nice properties as the
metric version of H. For example, if f is Lipschitz, then so is Kf (generalizing
the second part of Lemma 4), and K : (Met, B) → (Met, B) is a b-endofunctor
(generalizing Proposition 3).

Moreover, we can show that the K-algebra αγ ◦H maxAct : R×RAct → R is a
bca for K (generalizing Proposition 6). Part of the verification shows that the map
maxAct : RAct → R preserves B; this uses the simple fact that for all sets A and all
h1, h2 ∈ RA, it holds that |maxA h1−maxA h2| ≤ maxA|h1−h2| = dRA(h1, h2).

Things only go sour when we try to apply Theorem 3 to get a bca for K∆
from the bca β = αγ ◦H maxAct for K. The problem is that in order to do so,
we need to show that β is an arrow in EM(∆), which entails that maxAct is
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an arrow in EM(∆), and this is not the case since, unlike αγ , maxAct is not
affine as it does not commute with convex linear combinations. Nevertheless,
αγ◦(R×(maxAct ◦EAct )) is a bca for K∆, since this is equivalent to the statement
that the Bellman operator Φ∗ (as a map on B(S,R)) has a unique fixpoint. The
difference with the situation for H and LTVσ is that we cannot use Theorem 3
to relate the bca structure for K∆ to the bca structure for K.

6 Extensions

We briefly discuss some extensions to our work.

6.1 Alternative Treatment of MDPs

In our definition of MDPs, rewards are associated with states. However, often
MDPs are presented with rewards associated with transitions, i.e., an MDP is
then of type n : S → (R × ∆S)Act . The latter is an HAct∆-coalgebra, where
HAct = (−)Act ◦H. For the general results, not much changes. We again have a
distributive law of HAct over ∆, given by 〈E ◦∆π1, ∆π2〉Act ◦ str, and a policy σ
yields an H∆-coalgebra given by nσ = 〈uσ, tσ〉 = n ◦σ. (Compare: mσ = 〈u, tσ〉.)
So we again obtain `σ and LTVσ from Proposition 6 together with Corollary 1.
Also, (18) holds, just as before. The contractive operator characterizing LTVσ in
nσ is defined as

Φσ(f) = αγ ◦ 〈uσ,E ◦∆f ◦ tσ〉.

We adapt the definition of improved policies to the current setting by letting

τ(s) = argmaxa∈Act αγ(π1(n(s)(a)), `σ(π2(n(s)(a))).

We can prove the Policy Improvement Theorem. We expect that with similar
adaptations, the results of Section 5.4 also go through as before.

6.2 Changing the Setting to Polish Metric Spaces

The main setting of this paper was the b-category (Met, B) of all metric spaces,
where the hom-sets are those of Set and the B-morphisms are the bounded maps.
Since it would be more satisfying to have a more “metric” category, we want to
sketch how this can be done.

The first way is to restrict the morphisms between metric spaces to be non-
expansive maps. We call the resulting category Met1. Taking B to be the bounded,
non-expansive maps, (Met1, B) is a b-category. For our work, the problem with
Met1 is that when products are given the maximum metric, αγ is not a morphism
in Met1. Using the sum metric on products, we get a b-category, and even bca
structures for H, H∆, K and K∆. However, other technical problems arise that
suggest that this is not a worthwhile approach.

A more fruitful direction is to work with the category of Polish metric spaces
(complete separable spaces) and continuous functions, called PolMet. Let us write
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P̂ : Met→ Met for the endofunctor which takes a space M to the metric space of
all Borel probability measures on M , using (for concreteness) the Kantorovich
metric, defined using integrals instead of sums. The resulting topology is the weak
topology. Giry [11] proved that P̂ restricts to an endofunctor P : PolMet→ PolMet.
For every Polish space X, the set ∆X of discrete probability distributions is a
dense subset of P̂X (see [29, Theorem 6.18]). For every map k : X → Y in Met,

P̂ k and ∆k both work the same way, by “pushing forward” a distribution. The
appropriate version of E is E(µ) =

∫
xdµ. All of the results in Sections 4 and 5

adapt to this setting, mutatis mutandis. The upshot is that we get a b-category
(PolMet, B), where B is the class of bounded continuous functions. Furthermore,
the policy improvement theorem can be done in that setting.

7 Conclusion

Our main goal has been to show that the value functions LTVσ and V ∗ arise from
a universal property of sorts, and to re-prove the correctness of policy improvement
using a coinductive argument. The universal property was explained in terms
of bca-structures, and for this we needed the notion of a b-category. The main
examples led us to study boundedness preservation properties of the liftings of
the stream functor and the distribution monad to metric spaces.

The coinductive analysis of policy improvement went by means of a new
contraction coinduction principle. In essence, contraction coinduction allows one
to infer qualitative relationships (e.g., policy improvement) without a detour into
quantitative results. We would like to think this principle has many other uses.

We have a few comments on earlier work in the same general area.
Kozen and Ruozzi [24] surely had the intuition that aspects of the theory of

MDPs should be understood coinductively. Their paper has a very interesting
coinductive proof of the fact that the optimal policies in MDPs may be taken to
be deterministic. They were not concerned with policy improvement, our target
for coinduction. As for ourselves, we formulated contraction coinduction; this
is an easy consequence of the metric coinduction principle from [17,24], and
it seems to do the work one would want for inequalities as one finds in policy
improvement.

One should go back to Shapley games and other infinite games to see if the
metric coinduction principle from [17,24] could simplify the (subtle) positive
results in the area. Also, the metric coinduction principle was used by Abramsky
and Winschel [1] to establish a predicate coinduction principle. They use that
result in connection with subgame perfect equilibria in infinite games such as
the dollar auction. Pavlovic [22] shares some programmatic features with our
work, even though the formal work appears different. There are connections to
be made with all of these papers.

Denardo [7] is concerned with some of the same issues that we address. In
some ways his work is more abstract than ours, as he does not assume a particular
system type, and in some ways less. His work does not use categorical notions,
so it does not directly compare with our work, but assumptions pertaining to
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contraction mappings and to order-preservation are prominent in the paper. Our
contraction coinduction principle simplifies several of the proofs in [7].

A related point: Denardo assumes that (his version of) Φ maps bounded
functions to bounded functions. Our notions of b-functor and b-preservation give
us a compositional account of this fact. This was put to use in Proposition 6. On
the other hand, to show that Φ is a contraction, our general machinery was not
useful. So there certainly is more work to be done on that.

This paper emphasizes compositional reasoning about functions and functors.
The classical theory of MDPs does not do this; it directly proves properties (such
as boundedness) of composites viewed as monolithic entities, instead of deriving
them from preservation properties of their constituents. So it neither needs nor
uses the extra information that we obtained by working in a categorical setting.
Indeed, most of our paper is devoted to this extra information. We hope that
our work will be useful in settings beyond MDPs. We have some pilot results in
this direction, but for lack of space these do not appear in this paper.
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