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iAP-HP, Hôpital Pitié-Salpêtrière, Department of Nuclear Medicine, Paris, France

jINSEAD, Bd de Constance, 77305 Fontainebleau, France

ABSTRACT

Various machine learning methods have been proposed for predicting progression of patients with mild cognitive
impairment (MCI) to Alzheimer’s disease (AD) using neuroimaging data. Even though the vast majority of
these works use the public dataset ADNI, reproducing their results is complicated because they often do not
make available elements that are essential for reproducibility, such as selected participants and input data,
image preprocessing and cross-validation procedures. Comparability is also an issue. Specially, the influence
of different components like preprocessing, feature extraction or classification algorithms on the performance
is difficult to evaluate. Finally, these studies rarely compare their results to models built from clinical data
only, a critical aspect to demonstrate the utility of neuroimaging. In our previous work,1,2 we presented a
framework for reproducible and objective classification experiments in AD, that included automatic conversion
of ADNI database into the BIDS community standard, image preprocessing pipelines and machine learning
evaluation. We applied this framework to perform unimodal classifications of T1 MRI and FDG-PET images.
In the present paper, we extend this work to the combination of multimodal clinical and neuroimaging data. All
experiments are based on standard approaches (namely SVM and random forests). In particular, we assess the
added value of neuroimaging over using only clinical data. We first demonstrate that using only demographic
and clinical data (gender, education level, MMSE, CDR sum of boxes, ADASCog) results in a balanced accuracy
of 75% (AUC of 0.84). This performance is higher than that of standard neuroimaging-based classifiers. We
then propose a simple trick to improve the performance of neuroimaging-based classifiers: training from AD
patients and controls (rather than from MCI patients) improves the performance of FDG-PET classification
by 5 percent points, reaching the level of the clinical classifier. Finally, combining clinical and neuroimaging
data, prediction results further improved to 80% balanced accuracy and an AUC of 0.88). These prediction
accuracies, obtained in a reproducible way, provide a base to develop on top of it and, to compare against,
more sophisticated methods. All the code of the framework and the experiments is publicly available at https:
//gitlab.icm-institute.org/aramislab/AD-ML.
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1. INTRODUCTION

Alzheimer’s disease (AD) is the first cause of dementia worldwide, affecting over 20 million people. Identifying
AD at an early stage is essential to ensure a proper care of patients and also to develop and test novel treatments.
AD progression can be characterized using different measurements. Neuropsychological tests can measure the
cognitive decline of a subject in areas such as learning and memory, executive functioning, processing speed,
attention, and semantic knowledge.3 Neuroimaging can provide measures of atrophy due to gray matter loss
with anatomical magnetic resonance imaging (MRI), of hypometabolism with 18F-fluorodeoxyglucose positron
emission tomography (FDG PET) and of accumulation of amyloid-beta and tau proteins with amyloid-PET and
tau-PET imaging.4 There is an interest in exploring the predicting capabilities of these markers, that reflect
different aspects of the disease, from an early stage. A large body of research on the early stages of AD has
focused on patients with mild cognitive impairment (MCI), who have objective cognitive deficits but do not
yet have dementia. Some of these patients will subsequently develop dementia while others will remain stable.
Identifying those who will develop AD is major challenge.

Numerous machine learning (ML) and deep learning5,6, 7, 8, 9, 10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26 ap-
proaches have been proposed to predict progression to AD among patients with MCI from neuroimaging data
(see e.g 27, 28, 29 for reviews on that topic). To compare these approaches in an objective way is practically
impossible, given their differences in: i) subsets of patients; ii) image preprocessing pipelines; iii) feature extrac-
tion and selection; iv) machine learning algorithms; v) cross-validation procedures and vi) reported evaluation
metrics. This makes it difficult to establish if a method outperforms another or to measure the contribution
of different components (preprocessing, features, ML algorithm), limiting the practical impact of these studies.
Additionally, these studies rarely compare their results to models built from clinical/cognitive data only. This is
an important point to demonstrate the utility of sophisticated neuroimaging-based methods. Indeed, cognitive
assessments are cheaper to perform and do not require sophisticated equipment, compared to neuroimaging or
other biomarkers. Furthermore, these different components are often not made publicly available by the authors.
Reproducibility, the ability to reproduce results based on the same data and experimental procedures, can be
a first step in the direction of making the evaluation of machine learning approaches more objective. In that
respect, data sharing, storing of data using community standards, fully automatic data manipulation and sharing
of code are essential to enable reproducible research.

In our previous work,1,2 we proposed a framework for the reproducible evaluation of machine learning algo-
rithms in AD. The framework comprised the following components. Tools for fully automatic conversion into
the BIDS (Brain Imaging Data Structure) community standard30 of public datasets including the Alzheimer’s
Disease Neuroimaging Initiative (ADNI). This saves other researchers a large amount of time and allows them
to use or to reproduce experiments using this data. We proposed standard preprocessing and feature extraction
pipelines for different imaging modalities that are made available in a modular way. Tools for classification using
standard machine learning algorithms (support vector machine, random forest, logistic regression), following
rigorous validation and providing extensive reporting, were developed. This set of tools allows the objective
evaluation of the influence of specific elements, given that they can be straightforwardly replaced. This frame-
work was then used for an extensive evaluation of different parameters, features, and classification algorithms on
classification tasks using unimodal neuroimaging data (T1 MRI and FDG PET).

In this paper, we extend our previous work to the combination of multimodal clinical and neuroimaging data.
The present study is focused on the prediction of progression of subjects with mild cognitive impairment (MCI)
to AD, a clinically important task. Compared to our previous work, the contributions of the present paper are
the following. First, we compare the performance of neuroimaging-based models to that of models using only
clinical data. Indeed, given that clinical data is more widely available, it would be a more natural choice as input
data for baseline models. Second, we propose a simple trick to improve the performance of neuroimaging-based
models: training on AD patients and controls (rather than on progressive and stable MCI patients) and applying
the resulting model to prediction of progression to AD. Third, we assess the performance of the combination
of multiple modalities (clinical, neuroimaging and APOE genotype). Finally, while the previous paper was
restricted to the prediction of progression to AD at 36 months, we study the performance for various dates (from
12 to 36 months).



All the code of the framework and the experiments is publicly available: general-purpose tools have been
integrated into Clinica∗,31 an open-source software platform for neuroimaging studies, and the paper-specific
code is available at: https://gitlab.icm-institute.org/aramislab/AD-ML.

2. MATERIALS AND METHODS

2.1 Data

All the data used in the preparation of this article were obtained from the ADNI database. The same group of
subjects as in 1 was used, except three subjects that were excluded because of missing neuropsychological tests.
It consists of 748 subjects for whom a T1w MRI and an FDG PET scan, with a known effective resolution, were
available at baseline. Our definition for stable and progressing mild cognitive impairment subjects was:

• sMCIN: subjects who were diagnosed as MCI, EMCI or LMCI at baseline, were followed during at least N
months and did not progress to AD between their first visit and the visit at N months;

• pMCIN: subjects who were diagnosed as MCI, EMCI or LMCI at baseline, were followed during at least
N months and progressed to AD between their first visit and the visit at N months.

Even though not the main focus of this work, CN Aβ- (cognitively normal subjects with a negative amyloid
status) and AD Aβ+ subjects (AD patients with a positive amyloid status) were used for some of the experiments
(section 2.5.2). They were diagnosed at baseline and had a known amyloid status, determined from a PiB or an
AV45 PET scan using standard cutoff values of 1.47 and 1.10, respectively.32

Population details can be observed in Table 1. Subject lists were obtained automatically using our publicly-
available code.

Table 1. Studied populations. Summary of participant demographics, mini-mental state examination (MMSE) and global
clinical dementia rating (CDR) scores

N Age* Gender MMSE* CDR
sMCI36 340 71.8±7.5 [55.0, 88.6] 201 M / 139 F 28.1±1.6 [23, 30] 0.5: 340
pMCI36 167 74.9±6.9 [55.0, 88.3] 98 M / 69 F 27.0±1.7 [24, 30] 0.5: 166; 1: 1
CN Aβ- 115 72.2±6.1 [56.2, 89.0] 59 M / 56 F 29.0±1.3 [24,30] 0: 115
AD Aβ+ 126 74.1±8.1 [55.1, 90.3] 65 M / 61 F 22.9±2.1 [19, 26] 0.5: 54; 1: 71; 2: 16
* Values are presented as mean±SD [range]. M: male, F: female

Additionally, for some of the experiments, we had to use different subsets of the population, because some of
the features were not available for all the subjects. Specifically, this was the case for experiments using amyloid
status and for those using volumetric MRI and regional PET measures available in the ADNIMERGE tabular
file. The two tables describing each used subset are included in the Results section (Tables 6 and 4). For these
two subsets, we verified that the characteristics of age, gender, MMSE and CDR of these subgroups followed the
same distribution as that of the study population.

2.2 Data conversion

ADNI is a complex multimodal dataset with plenty of incomplete data, multiple instances of a given modality and
complex metadata. To allow reproducibility, as in our previous work, ADNI was fully automatically converted
into BIDS format, a community standard30. We performed conversion of T1w MRI and FDG PET imaging
modalities, and of selected clinical/cognitive data. For T1 scans, gradwarp and B1-inhomogeneity corrected im-
ages were selected when available, otherwise the original image was selected. When several T1 scans were available
for a single session, the preferred scan, if available, or higher quality scan, was chosen. For FDG PET scans, the
images co-registered and averaged across time frames were selected. Images in DICOM format were converted

∗ http://clinica.run
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to NIFTI format. All images are organized in a folder hierarchy following the BIDS specifications. Regarding
the clinical data, scores of interest were extracted from the csv files provided by ADNI and gathered in tsv files
located in the BIDS folder hierarchy. From the clinical data, we used socio-demographic data (gender, education
level), APOE genotype, and five neuropsychological tests results: mini-mental state examination (MMSE) score,
the sum of boxes of clinical dementia rating (CDR-SB) test, the scores of Alzheimer’s Disease Assessment Scale
cognitive sub-scale (ADASCog) separated into four categories (memory, language, concentration and praxis),
the Logical Memory (immediate and delayed recall) test, and the Rey Auditory Verbal Learning Test (RAVLT).
Also, some volumetric and regional neuroimaging measures provided by ADNI (available in the ADNIMERGE
csv file) were gathered: volumetric measures for different regions (ventricles, hippocampus, entorhinal cortex,
fusiform gyrus, mid-temporal gyrus) computed from MRI and the average FDG-PET of angular, temporal, and
posterior cingulate regions. Volumetric MRI measures were normalized according to the intracranial volume of
each subject. The converter that we developed was integrated into the Clinica software (see 1). Note that the
downloaded files must be kept exactly as they were downloaded. The different steps are then performed by the
automatic converter (no user intervention is required).

2.3 Preprocessing and feature extraction

T1w MR and FDG PET images were preprocessed as in 1. For anatomical T1w MRI, the t1-volume-new-
template pipeline from Clinica was applied. Based on SPM12, it applies the Unified Segmentation,33 DARTEL33

and DARTEL to MNI34 procedures. As a result, we obtain tissue maps in a common space, providing a voxel-
wise correspondence across subjects. FDG PET preprocessing was done using pet-volume pipeline from Clinica,
which is also based on SPM12. Making use of the T1w preprocessing pipeline, PET image was registered to the
T1w native space and then to the common space. Intensity normalization using the pons region as reference and
brain masking were applied. The resulting standardized uptake value ratio (SUVR) maps are also in a common
space providing voxel-wise correspondence across subjects.

2.4 Age correction

Age correction of T1w MR and FDG PET images was done, separately, as in 35. For each voxel, a linear
regression was performed between the age and the value (GM density or PET SUVR) at this voxel, using CN
amyloid negative subjects. Then images were corrected according to the expected values for the subject’s age.

2.5 Classification approaches

To predict the progression of MCI subjects to AD, we trained classifiers for the task sMCI vs pMCI, based on
different data modalities. We first assessed prediction using clinical/cognitive data alone. We then studied the
use of T1w MRI and FDG-PET imaging data, either alone or in combination with clinical/cognitive data.

All the classifications were done using Clinica software tools which wraps different tools from scikit-learn†.
We relied on standard classifiers, namely support vector machines (SVM) and random forests (RF).

2.5.1 Classification using clinical data

First, we considered only demographic and clinical data. The first task used as features a combination of gender,
education level, MMSE score and the sum of boxes of CDR test (we will refer to this set of features as Clinicalbase).
MMSE and CDR-SB tests can be performed in standard clinical centers. We then tested the added value of
two memory tests: RAVLT and Logical Memory (LogMem). We also evaluated the added value of ADAS-Cog,
a test that is usually performed only in more specialized centers. Note that the ADAS-Cog was separated into
four domains, as explained in Section 2.2. Finally, we assessed the added value of the APOE4 genotype.

†http://scikit-learn.org
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2.5.2 Image-based classification

We then assessed the performance of neuroimaging data, namely T1w MRI and FDG PET modalities taken
separately. For this purpose, we used SVM classifiers trained on all voxels of preprocessed and age corrected
images. First, we used a standard approach in which the classifier was trained on the population of sMCI and
pMCI subjects. We then assessed another approach in which the classifier was trained to distinguish between
CN Aβ- and AD Aβ+ groups, and the resulting classifier was applied to sMCI and pMCI subjects to predict
disease progression. Indeed, if we see the evolution of Alzheimer’s disease from subjects being cognitive normal
progressing in time to demented patients, we can define CN Aβ-, sMCI, pMCI and AD Aβ+ as an ordered list
of possible states of a subject. Training the classifier on the simpler task of differentiating the CN Aβ- and AD
Aβ+ states, could allow it to learn a disease pattern that would be more difficult to obtain if training directly
on sMCI and pMCI subjects. We tested whether the information contained in this learned classifier is directly
transferable to the problem of predicting disease progression.

2.5.3 Integrating clinical and imaging data

Finally, we assessed the combination of clinical and neuroimaging data. For each neuroimaging modality, we
constructed a score from the SVM classifier. Indeed, for each image, a score can be obtained from an SVM as
ŷ = w ∗x+ b. For each subject, two scores are computed, one for T1w MRI and one for FDG PET scans (Scores

T1, FDG). These scores can be seen as markers of AD-like spatial pattern of neurodegeneration: gray matter
atrophy pattern in the case of anatomical T1w MRI and hypometabolism pattern in the case of FDG PET. We
then combined demographic and clinical data with these two scores (containing information from imaging data)
into a random forest classifier. Namely, we first used Clinicalbase features, and Scores T1, FDG. We then added
RAVLT and ADASCog tests.

Moreover, we compared the performance of the neuroimaging SVM scores (Scores T1, FDG) to that of volu-
metric MRI measures and regional FDG-PET value (as available in ADNIMERGE). For this purpose, the same
experiments, using Clinicalbase features, RAVLT and ADASCog tests, and volumetric and FDG-PET data were
performed on the subpopulation containing all the required values (Table 4).

2.5.4 Integrating amyloid status

In addition, we explored the predictive value of amyloid status, either in isolation or combined with the other
studied variables (clinical, T1 and FDG-PET neuroimaging). The status was determined from a PiB or an AV45
PET scan using standard cutoff values of 1.47 and 1.10, respectively.32 These experiments were performed on
the subpopulation for which amyloid status was available (Table 6).

2.5.5 Prediction at different time-points

We also wanted to assess the influence of using different time spans for MCI subjects progressing to AD. We
obtained lists of subjects who progressed to AD before 12, 18, 24 and 30 months from the baseline. We assessed
the performance of models using: i) Clinicalbase features and ADASCog; ii) Clinicalbase features, ADASCog and
Scores T1, FDG.

2.6 Validation

Cross validation, following strict guidelines as presented in 36, was applied to all the experiments: results are
the mean of 250 iterations of stratified random splits with 80% of samples used for training and remaining 20%
for testing. RF classifiers were trained using fixed hyperparameters: 100 trees, tree depth limited to 5 levels
and only the square root of the total number of features is considered when looking for a split. For linear SVM
classifiers, the hyperparameter controlling regularization was optimized using an inner 10-fold cross validation.

As output of the classification, we report the balanced accuracy, area under the ROC curve (AUC), accuracy,
sensitivity, specificity and, in addition, the predicted class for each subject, so the user can calculate other desired
metrics with this information.



3. RESULTS

3.1 Classification using clinical data

Classification results using only clinical/cognitive data are presented in Table 2.

Classifications obtained using sociodemographical and simpler neuropsychological tests (which can be per-
formed in a routine clinical environment), namely MMSE and CDR-SB, provided a balanced accuracy of only
68% and an AUC of 0.75. The addition of the RAVLT led to a strong improvement (balanced accuracy of 74%,
AUC of 0.82). This was also the case for the addition of the ADAS-Cog features (balanced accuracy of 75%,
AUC of 0.84). Compared to the RAVLT, the other memory test LogMem, resulted in a much lower improvement
(balanced accuracy of 70%, AUC of 0.79) and the combination of both memory tests (RAVLT and LogMem) did
not improve the results. Finally, the combination of ADAS-Cog and RAVLT provided a very small improvement
(balanced accuracy of 76%, AUC of 0.85). On the other hand, the addition of APOE4 did not improve the
performance.

Based on these results, the APOE was not considered in the subsequent experiments and the RAVLT was
preferred to the LogMem test.

Table 2. Results for models based on clinical data only

Classifier - Features Bal. acc. AUC Acc. Sens. Spec.

RF - Clinicalbase 0.660 0.726 0.684 0.587 0.734
RF - Clinicalbase + LogMem 0.702 0.792 0.728 0.624 0.78
RF - Clinicalbase + RAVLT 0.742 0.823 0.75 0.717 0.767

RF - Clinicalbase + LogMem + RAVLT 0.745 0.836 0.755 0.712 0.777
RF - Clinicalbase + ADAS 0.754 0.836 0.760 0.736 0.772

RF - Clinicalbase + RAVLT + ADAS 0.762 0.852 0.768 0.743 0.781

RF - Clinicalbase + RAVLT + APOE4 0.756 0.838 0.759 0.750 0.763
RF - Clinicalbase + ADAS + APOE4 0.757 0.842 0.766 0.731 0.784

RF - Clinicalbase + RAVLT + ADAS + APOE4 0.765 0.857 0.772 0.746 0.785
Clinicalbase: gender, education level, MMSE score, sum of boxes of CDR test

3.2 Integration of imaging and clinical data

Classification results using either neuroimaging alone or in combination with clinical/cognitive data are presented
in Table 3.

When trained on sMCI vs pMCI, the performance of T1w MRI and FDG PET data alone was substantially
lower than that of clinical data (including ADAS-Cog or RAVLT) and comparable to that of Clinicalbase. Still,
the performance of FDG PET was superior to that of MRI. Interestingly, training SVM classifiers on the CN
Aβ- vs AD Aβ+ task and evaluating them on sMCI vs pMCI, improved the performance for FDG PET modality
(balanced accuracy of 76% and AUC of 0.82) compared to training and testing on sMCI and pMCI classes
(balanced accuracy of 71% and AUC of 0.78). Using this approach, FDG PET alone reached a performance
similar to that of clinical data (including ADAS-Cog or RAVLT).

The combination of clinical and imaging data further improved the results. When using T1w MRI and FDG
PET scores, socio-demographics, and neuropsychological tests, we reached a balanced accuracy of 80% and the
AUC was 0.88.

Classification results using volumetric MRI features and a regional FDG PET measure (obtained from AD-
NIMERGE file) are shown in Table 5. The studied subpopulation is presented in Table 4. The performances
were slightly lower than that obtained using the scores for T1 and FDG PET obtained from SVMs. In this
subpopulation, only ADNIMERGE features provided a balanced accuracy of 73% and an AUC of 0.83, while
only SVM scores provided a balanced accuracy of 78% and an AUC of 0.81. In the case where Clinical base and
ADAS are also added, the use of ADNIMERGE gave a balanced accuracy of 78% and an AUC of 0.88, while
SVM scores produced a balanced accuracy of 80% and an AUC of 0.89.



Table 3. Results for models based on imaging data only and on the combination of imaging and clinical data

Classifier - Features Bal. acc. AUC Acc. Sens. Spec.

SVM - T1w MRI 0.670 0.736 0.698 0.586 0.754
SVM (trained on CN Aβ- vs AD Aβ+) - T1w MRI 0.679 0.764 0.708 0.547 0.811

SVM - FDG PET 0.708 0.777 0.732 0.633 0.782
SVM (trained on CN Aβ- vs AD Aβ+) - FDG PET 0.761 0.818 0.788 0.666 0.856

RF - Clinicalbase + Score T1 0.717 0.792 0.732 0.671 0.763
RF - Clinicalbase + Score FDG 0.760 0.831 0.791 0.669 0.852

RF - Clinicalbase + Scores T1,FDG 0.769 0.855 0.796 0.685 0.852
RF - Clinicalbase + RAVLT + Scores T1,FDG 0.791 0.881 0.809 0.735 0.846
RF - Clinicalbase + ADAS + Scores T1,FDG 0.790 0.873 0.810 0.729 0.851

RF - Clinicalbase + RAVLT + ADAS + Scores T1,FDG 0.792 0.888 0.811 0.736 0.849
Clinicalbase: gender, education level, MMSE score, sum of boxes of CDR test

Table 4. Subpopulation used for the experiments using volumetric MRI and a regional FDG-PET feature (as available in
ADNIMERGE)

N Age* Gender MMSE* CDR
sMCI36 267 71.4±7.5 [55.0, 88.6] 158 M / 109 F 28.2±1.6 [23, 30] 0.5: 267
pMCI36 135 73.2±6.9 [55.0, 88.3] 80 M / 55 F 27.1±1.8 [24, 30] 0.5: 134; 1: 1
* Values are presented as mean±SD [range]. M: male, F: female

Table 5. Results using volumetric MRI and a regional FDG-PET feature (as available in ADNIMERGE). The studied
subpopulation is described in Table 4.

Classifier - Features Bal. acc. AUC Acc. Sens. Spec.

RF - Clinicalbase 0.646 0.711 0.680 0.545 0.747
RF - Clinicalbase + RAVLT 0.716 0.816 0.726 0.683 0.748
RF - Clinicalbase + ADAS 0.769 0.850 0.779 0.737 0.800

RF - Clinicalbase + RAVLT + ADAS 0.767 0.860 0.776 0.740 0.795

RF - ADNI T1 0.699 0.773 0.734 0.594 0.804
RF - ADNI FDG 0.696 0.764 0.719 0.628 0.765

RF - ADNI T1,FDG 0.733 0.828 0.756 0.663 0.802
RF - Clinicalbase + RAVLT + ADNI T1,FDG 0.782 0.869 0.795 0.74 0.823

RF - Clinicalbase + RAVLT + ADAS + ADNI T1,FDG 0.796 0.885 0.809 0.755 0.836

Scores T1 0.661 0.722 0.665 0.649 0.673
Scores FDG 0.755 0.805 0.791 0.649 0.862

Scores T1,FDG 0.776 0.814 0.806 0.686 0.866
RF - Clinicalbase + RAVLT + Scores T1,FDG 0.799 0.883 0.818 0.740 0.857

RF - Clinicalbase + RAVLT + ADAS + Scores T1,FDG 0.803 0.896 0.822 0.746 0.860

3.3 Integration of amyloid status

Classification results using amyloid status are shown in Table 7. The studied subpopulation is presented in
Table 6. Results show that classification accuracy improves when amyloid status is added to the Clinical base
features and to different combinations of ADAS-Cog and T1 and FDG PET scores, but it does not provide a
superior performance than just using a combination of the other features.

3.4 Prediction at different time-points

Results for prediction at different time-points are presented in Table 8. The performance improved along with
the follow up time. This may be due to the reduced number of progressing MCI subjects for shorter follow up



Table 6. Subpopulation used for the experiments using the amyloid status

N Age* Gender MMSE* CDR
sMCI36 265 71.0±7.3 [55.0, 88.6] 148 M / 117 F 28.3±1.6 [23, 30] 0.5: 265
pMCI36 94 72.9±7.0 [55.0, 85.9] 52 M / 42 F 27.2±1.8 [24, 30] 0.5: 93; 1.0: 1
* Values are presented as mean±SD [range]. M: male, F: female

Table 7. Results using the amyloid status. The studied subpopulation is described in Table 6.

Classifier - Features Bal. acc. AUC Acc. Sens. Spec.

RF - Clinicalbase 0.667 0.75 0.695 0.591 0.742
RF - Clinicalbase + Score T1 0.741 0.819 0.760 0.688 0.793

RF - Clinicalbase + Score FDG 0.773 0.854 0.808 0.680 0.867
RF - Clinicalbase + RAVLT 0.725 0.828 0.759 0.653 0.797
RF - Clinicalbase + ADAS 0.761 0.855 0.782 0.703 0.819

RF - Clinicalbase + RAVLT + ADAS 0.744 0.870 0.793 0.638 0.849
RF - Clinicalbase + RAVLT + Scores T1,FDG 0.797 0.889 0.843 0.699 0.895
RF - Clinicalbase + ADAS + Scores T1,FDG 0.803 0.888 0.830 0.730 0.876

RF - Clinicalbase + RAVLT + ADAS + Scores T1,FDG 0.798 0.898 0.850 0.688 0.908

RF - Aβ
RF - Clinicalbase + Aβ 0.700 0.786 0.706 0.685 0.716

RF - Clinicalbase + Score T1 + Aβ 0.747 0.837 0.763 0.704 0.789
RF - Clinicalbase + Score FDG + Aβ 0.782 0.862 0.816 0.691 0.873
RF - Clinicalbase + RAVLT + Aβ 0.782 0.876 0.799 0.745 0.819
RF - Clinicalbase + ADAS + Aβ 0.765 0.860 0.784 0.713 0.816

RF - Clinicalbase + RAVLT + ADAS + Aβ 0.796 0.900 0.829 0.725 0.866
RF - Clinicalbase + RAVLT + Scores T1,FDG + Aβ 0.799 0.906 0.837 0.719 0.879
RF - Clinicalbase + ADAS + Scores T1,FDG + Aβ 0.805 0.890 0.830 0.737 0.872

RF - Clinicalbase + RAVLT + ADAS + Scores T1,FDG + Aβ 0.800 0.911 0.848 0.697 0.902

Table 8. Balanced accuracy for sMCI vs pMCI task for different follow up times. Number of subjects in each class.

Features 12 m 18 m 24 m 30 m 36 m

Clinicalbase + ADAS 0.630 0.654 0.707 0.714 0.754
Clinicalbase + ADAS + Scores T1,FDG 0.611 0.679 0.724 0.728 0.790

Number of subjects 12 m 18 m 24 m 30 m 36 m

sMCI 467 448 415 407 340
pMCI 39 55 87 87 167

Table 9. Balanced accuracy for sMCI vs pMCI task for different follow up times. Same number of subjects was used for
each time point (n(sMCI) = 78, n(pMCI) = 39)

Features 12 m 18 m 24 m 30 m 36 m

Clinicalbase + ADAS 0.722 0.775 0.695 0.775
Clinicalbase + ADAS + Scores T1,FDG 0.704 0.768 0.697 0.798



times. Therefore, we also tested with a fixed number of participants at each time-point. To that purpose, for
each time-point, we randomly chose a set of participants which number of pMCI matches that of those available
for 12 months. The number of sMCI was chosen to be the double of that of pMCI in order to avoid a strong
imbalance between classes. Indeed, we previously showed1 that strong class imbalances (typically 1:6) have a
negative effect on performances but that moderate imbalances (such as 1:2) have no impact. Results are shown
in Table 9. We observe that ...

4. CONCLUSIONS

In this paper, we extend our previous work by proposing a reproducible evaluation of methods to predict pro-
gression of MCI subjects to AD, based on multimodal clinical and neuroimaging data. Importantly, all the
tools (including automatic data conversion, standardized imaging preprocessing pipelines and machine learning
evaluation framework) are made publicly available.

Our experimental results, based on rigorous and transparent evaluation procedures, led to several interesting
conclusions.

First, we found that when using only socio-demographics and neuropsychological tests as input, it is already
possible to achieve decent performances. Also, we can observe that the use of other cognitive tests (here the
RAVLT or ADAS-Cog) led to substantially higher performances. Note that this is not a tautology, since only
clinical data at baseline (MCI diagnosed subjects) is used to predict diagnosis at a future point in time. Impor-
tantly, the performance of such models was superior to that of standard classifiers based on neuroimaging data
only. We believe that it is an important message for the medical imaging community, in which performance of
imaging-based classification methods is rarely compared to that of clinical data only.

Second, we proposed a simple trick that allows a substantial improvement in the performance of a standard
neuroimaging-based classifier. The trick consists in training the model on a simpler task (CN Aβ- vs AD Aβ+)
and applying it to a more difficult task (prediction of progression in MCI patients). This can be seen as a very
simple form of transfer learning, a widely used approach in machine learning.

Finally, the combination of clinical and imaging data further improved the results. The balanced accuracy
of such model was 80%. Such performance is comparable to the majority of state-of-the-art machine learning
results, as summarized in 27, 28, 29, which present classification accuracies generally ranging from 60% to 80%,
in some cases up to 86% (for prediction of conversion in a short period). The performance is also comparable
to deep learning results,24,25,26 whose classification accuracies range between 60% and 84%. It is interesting to
note that our results were obtained using standard classification techniques (SVM and random forest) but were
comparable to those obtained using more sophisticated techniques.

In conclusion, we proposed a reproducible framework for evaluation of methods for predicting progression to
AD. Results obtained using this approach could serve as baseline for comparison of more sophisticated approaches.
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