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Abstract

We introduce locally conservative, structure-preserving split finite element (FE) discretizations
of a y-independent (slice) model of the covariant rotating shallow water equations. Studying this
y-independent model case provides insight towards developing schemes for the full 2D rotating
shallow equations and more sophisticated models. These split schemes are derived using the split
Hamiltonian FE method, which is an extension of the split FE framework of [4]. The splitting
introduces two chains of compatible FE spaces such that the differential operators hold strongly.
This leads to a separation of the set of equations into topological prognostic and metric-dependent
closure equations. Consequently, the structure preservation is related to the topological equations,
namely the conservation of the Hamiltonian (i.e. energy) follows from the antisymmetry of the
Poisson bracket and the conservation of mass, potential vorticity and potential enstrophy from the
bracket’s Casimirs. These structure-preserving properties are not affected by the metric closure
equations that, in turn, carry metric information and are therefore responsible for the schemes’
accuracy, stability, convergence and discrete dispersion properties. We verify the clear separation
of structure preservation and numerical properties analytically and show numerical examples of
geophysical relevance for a low order single mesh implementation.

1 Introduction

Compatible FE methods for geophysical fluid dynamics allow for derivations of structure-preserving
discretizations that preserve important invariants of the continuous equations of motion. Conservation
of such invariants are of particular interest for geophysical flow models in order to avoid, for instance,
biases in the statistical behavior of the solutions in case certain invariants are not conserved by the
discrete schemes, cf. [16, 12].

These FE methods apply suitable compatible FE approximations of the variables in use. In the
framework of finite element exterior calculus (FEEC) [1, 2], the combination of functional analysis
and differential geometry permits to find suitable FE spaces while avoiding the problem of instabilities
that might occur in conventional mixed FE methods. In the context of geophysical fluid dynamics,
several contributions suggest corresponding compatible FE discretizations of various geophysical flow
models such as the rotating shallow water (RSW) equations, e.g. [19, 15].

Both standard FE and FEEC methods apply integration by parts to address the regularity prop-
erties of the FE spaces in use. However, this introduces additional errors and certain operators, such
as the co-derivative, to be non-local. [24] address this issue by localizing the bilinear form in order to
ensure a local volume preservation of the quantities of interest. Alternatively, [4] introduced a novel
approach based on the split form of the equations of GFD [3], in which pairs of FE spaces are used
such that integration by parts is avoided.
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In this manuscript, we extend the split FE framework of [4] to cover the nonlinear RSW equations.
We develop a FE discretization method that explicitly uses the split form (topological and metric
parts) of the equations of GFD [3]. The particularity of the approach is that this splitting is pre-
served during the discretization procedure, resulting in topological prognostic and metric-dependent
diagnostic closure equations that both can be expressed in matrix-vector form.

Moreover, the split FE framework will be combined with the Hamiltonian framework which permits
one to derive structure-preserving discretizations systematically from a Hamiltonian functional and a
Poisson bracket [6]. In fact, the split equations of GFD follow from a split Hamiltonian form in which
the topological structure of the equations is encoded in a topological Poisson bracket and the metric
information is carried by a Hamiltonian [18]. Here, we do not focus on this latter point but rather on
the resulting structure-preserving discretizations and their properties.

There are various approaches of structure-preserving discretization methods (see e.g. [7, 8, 21, 22]).
Our method using differential forms shares in particular some basic ideas with mimetic discretizations
(see e.g. [9, 10, 13, 20, 25]) in which the PDEs are sometimes formulated by differential forms.
Although some of these formulations even introduce clear distinction between topological and metric
parts [23, 19], none of them associates a proper FE space to each variable, as suggested by our
framework.

The paper is organized as follows. In Section 2, a one-dimensional (1D) y-independent slice model
of the nonlinear RSW equations is introduced. It is formulated such that an extension to higher
dimensional tensor products is straightforward. In Section 3 the Hamiltonian structure with Poisson
bracket for the 1D slice model is introduced and a split FE discretization for dual pairs of compatible FE
spaces with arbitrary order is introduced. Proofs for the conservation of energy and Casimirs (mass,
potential vorticity and enstrophy) are given. As a concrete realization of this general framework,
we provide in Section 4 a family of low order split FE schemes and we discuss their properties, in
particular how they relate to the topological and metric structures. In Section 5 we perform numerical
simulations to test convergence, consistency, and accuracy of the split schemes. In Section 6 we draw
conclusions and provide an outlook for ongoing and future work.

2 A split 1D slice model of the RSW equations

Based on the split form of the equations of GFD [3], we introduce a 1D y-independent slice model
of the RSW equations (e.g. [27]) and discretize it using an extension of the split FE discretization
method of [4]. We do not specify here the FE spaces concretely nor their order of accuracy, only their
mutual relations in terms of exact sequences connected by the Hodge star is required. It is only in
Section 4 where we choose concrete realizations of FE spaces.

2.1 A split 1D slice RSW model

We introduce a 1D slice model of the rotating shallow-water equations on an f -plane in split form,
i.e. we apply straight and twisted differential forms and separate the equations into topological and
metric terms, according to [3]. As derived in Appendix A, this model reads

∂u(1)

∂t
− ?̃q̃(0)F (0)

v + dB(0) = 0,
∂ṽ(1)

∂t
+ ?̃q̃(0)F̃ (0)

u = 0,
∂h̃(1)

∂t
+ dF̃ (0)

u = 0, (2.1)

ũ(0) = ?̃u(1), v(0) = ?̃ṽ(1), h̃(1) = ?̃h(0), (2.2)
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using the definitions

F̃ (0)
u := h(0)ũ(0), F (0)

v := h(0)v(0) (mass fluxes), and (2.3)

B(0) := gh(0) +
1

2
(ũ(0))2 +

1

2
(v(0))2 (Bernoulli function), and (2.4)

q̃(0)h̃(1) = dv(0) + fdx (potential vorticity (PV)), (2.5)

where u(1)(x, t) = u(x, t)dx and ṽ(1)(x, t) = v(x, t)d̃x are straight, respectively twisted velocity 1-
forms with coefficient functions u(x, t) and v(x, t), respectively, and h(0)(x, t) is the fluid height with
coordinate x in x-direction and t for time. f is the constant Coriolis parameter on the f -plane.
For later discussions we introduce the phase velocity c =

√
gH. Note that for this manuscript we

employ periodic boundary conditions (BCs) h(0)(0, t) = h(0)(L, t), ũ(0)(0, t) = ũ(0)(L, t), v(0)(0, t) =
v(0)(L, t), ∀t ∈ [0, T ] where T denotes the total integration time.

The corresponding twisted quantities for velocity and fluid height are defined with respect to the
twisted Hodge-star operator ?̃ : Λk → Λ̃(1−k) (resp. Λ̃k → Λ(1−k)) that maps from straight (resp.
twisted) k-forms to twisted (resp. straight) (1 − k)-forms with k = 0, 1, in 1D. We denote the space
of (time-dependent) straight one-forms with (Λ1; 0, T ) and of twisted one-forms such as h̃(1) with
(Λ̃1; 0, T ); but usually we simply write Λ1 or Λ̃1. Similarly, h(0)(x, t) ∈ (Λ0; 0, T ) is a straight 0-form
(straight function) and ũ(0)(x, t) ∈ (Λ̃0; 0, T ) a twisted 0-form. The index (k) denotes the degree,
and Λk, Λ̃k the space of all k-forms. Recall that straight forms do not change their signs when the
orientation of the manifold changes in contrast to twisted forms.

Finally, the exterior derivative d is a mapping d : Λk → Λk+1 (or d : Λ̃k → Λ̃k+1). Here in 1D, it
is simply the total derivative of a smooth function g(0) ∈ Λ0, d g(0) = ∂xg(x)dx ∈ Λ1, cf. [3] for full
details. Diagram (2.6) illustrates the relations between the operators and spaces.

h(0), v(0) ∈ Λ0 d−−−−→ Λ1 3 u(1)

?̃

y y ?̃
h̃(1), ṽ(1) ∈ Λ̃1 d←−−−− Λ̃0 3 ũ(0)

(2.6)

The split covariant formulation requires the topological equations (2.1) not to mix straight and
twisted differential forms (DF); they are related only via the metric equations (2.2), cf. [3, 13]. This
requirement is clearly satisfied by both momentum and continuity equations.

Remark 2.1. The covariant split form of the 1D slice model is equivalent to standard formulations as
introduced in Appendix B. This easily follows when fixing an orientation of L, representing all 1-forms
in coordinates and using the flat operator (cf. [3]) to map the covariant to the vector-invariant form;
here in 1D this is simply to omit the basis dx and consider only the coefficient functions.

Remark 2.2. The combination of a straight and a twisted DF to describe u(1) and ṽ(1), respectively,
for our 1D setup matches well the regularity conditions that are required for higher dimensional tensor
product FE methods such that they represent schemes on staggered meshes. For instance in 2D and
low order FE, this would result in a velocity that is in H(div), cf. [17].

In general, the split covariant equations, in particularly the use of straight and twisted DF, natu-
rally suggest suitable and compatible FE approximation spaces for the quantities of interest, according
to the split FEM approach.

2.2 Galerkin discretization of the split slice model

In standard FE methods, the equations of motion are usually formulated first in weak form to perform
integration by parts. This is required to guarantee the existence of the derivatives of all functions.
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As the split FEM avoids integration by parts, we trivially project the split equations (2.1) on the
corresponding FE spaces which gives immediately discrete equations in matrix-vector form.

To this end, we introduce the compatible finite element spaces

H1 d−−−−→ L2yπ0

yπ1

Λ0
h, Λ̃

0
h

d−−−−→ Λ1
h, Λ̃

1
h

(2.7)

Λ0
h

d−−−−→ Λ1
h

?̃0
h

y y ?̃1
h

Λ̃1
h

d←−−−− Λ̃0
h

(2.8)

with commuting, bounded, surjective projections (π0, π1). Here for the (1D) tensor product construc-
tion, we consider Λ0

h, Λ̃
0
h = CGk and Λ1

h, Λ̃
1
h = DGk−1 with polynomial order k. The discrete Hodge

star operators ?̃0
h, ?̃

1
h map between straight and twisted spaces and are allowed to be non-invertible.

Definition 2.3. The split FE discretization of the split equations (2.1)–(2.5) seeks solutions u
(1)
h , ṽ

(1)
h , h̃

(1)
h ∈

(Λ1
h(L), Λ̃1

h(L), Λ̃1
h(L)) of the topological equations (in form of trivial projections)

〈χ(1)
h ,

∂

∂t
u

(1)
h 〉 − 〈χ

(1)
h , ?̃q̃

(0)
h F (0)

vh
〉+ 〈χ(1)

h ,dB
(0)
h 〉 = 0, ∀χ(1)

h ∈ Λ1
h, (2.9)

〈χ̃(1)
h ,

∂ṽ
(1)
h

∂t
〉+ 〈χ̃(1)

h , ?̃q̃
(0)
h F̃ (0)

uh
〉 = 0, ∀χ̃(1)

h ∈ Λ̃1
h, (2.10)

〈χ̃(1)
h ,

∂h̃
(1)
h

∂t
〉+ 〈χ̃(1)

h , d F̃ (0)
uh
〉 = 0, ∀χ̃(1)

h ∈ Λ̃1
h, (2.11)

〈?̃φ̃(0)
h , q̃

(0)
h h̃

(1)
h 〉 − 〈?̃φ̃

(0)
h , d v

(0)
h 〉 − 〈?̃φ̃

(0)
h , fdx〉 = 0, ∀φ̃(0)

h ∈ Λ̃0
h, (2.12)

subject to the metric closure equations (in form of non-trivial Galerkin projections (GP))

ũ
(0)
h = ?̃u1−iu

(1)
h by 〈ũ(0)

h (x), τ̂ i(x)〉 = 〈u(1)
h (x), τ̂ i(x)〉 , ∀τ̂ i ∈ Λ̂ih, i = 0, 1,

v
(0)
h = ?̃u1−iṽ

(1)
h by 〈v(0)

h (x), τ̂ i(x)〉 = 〈ṽ(1)
h (x), τ̂ i(x)〉 , ∀τ̂ i ∈ Λ̂ih, i = 0, 1,

h
(0)
h = ?̃h1−j h̃

(1)
h by 〈h(0)

h (x), τ̂ j(x)〉 = 〈h̃(1)
h (x), τ̂ j(x)〉 , ∀τ̂ j ∈ Λ̂jh, j = 0, 1,

(2.13)

with pointwise definitions of fluxes and Bernoulli functions as in (2.3) and (2.4) or with projections as
defined further below.

Note that 〈·, ·〉 :=
∫
L · ∧ ?̃· is the L2 the inner product on the domain L. Moreover, (2.13) are non-

trivial Galerkin projections between the coefficient functions of zero and one-forms, hence the notation
using x. They represent discrete (potentially non-invertible) versions of the Hodge-star operator and
are realized exactly as in [4].

Remark 2.4. We distinguish between discrete and continuous Hodge star operators. The discrete
ones in Eqn. (2.13) are realized as Galerkin projections between 0- and 1-forms and we denote them
in the following frequently by ?̃h. The continuous Hodge star ?̃ is used in the inner product in order
to guarantee that k-forms of the same degree are multiplied. The latter translates, for instance, to a

standard inner product of coefficient functions, i.e. 〈?̃u(1)
h , ũ

(0)
h 〉 = 〈u(1)

h (x), ũ
(0)
h (x)〉.

3 Discretization via the split (Hamiltonian) FE method

To discretize the above 1D slice model in a structure preserving manner while keeping the splitting
conserved, we combine here the Hamiltonian framework with the split FE framework of [4]. Namely, we
dedicate to both straight and twisted DF proper FE spaces such that both momentum and continuity
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equations hold strongly while the metric equations are realized by approximating the Hodge star
operator by nontrivial Galerkin projections [4]. Casting the split equations in Hamiltonian form will
allow us to identify the invariants of the equations, such as energy, mass, potential vorticity and
enstrophy from the structure of the equations consisting of a Hamiltonian functional and an almost
Poisson bracket.

3.1 Hamiltonian structure of discrete split nonlinear equations

To find structure preserving discretizations of the split equations (2.1)–(2.5), we apply finite element
methods on a formulation that combines the Hamiltonian formulation with the splitting of the equa-
tions.

Definition 3.1. Let H : Λ1× Λ̃1× Λ̃1 → R be the Hamiltonian functional of the 1D split RSW model,
defined by

H[u
(1)
h , ṽ

(1)
h , h̃

(1)
h ] =

1

2
〈u(1)
h , ?̃h

(0)
h ũ

(0)
h 〉+

1

2
〈ṽ(1)
h , ?̃h

(0)
h v

(0)
h 〉+ 〈h̃(1)

h , ?̃gh
(0)
h 〉, (3.1)

with metric equations:

ũ
(0)
h = ũ

(0)
h [u

(1)
h ] = ?̃hu

(1)
h , v

(0)
h = v

(0)
h [ṽ

(1)
h ] = ?̃hṽ

(1)
h , h

(0)
h = h

(0)
h [h̃

(1)
h ] = ?̃hh̃

(1)
h , (3.2)

in which the squared brackets [ ] indicate the dependency of a function from another function. We
define the (almost) Poisson bracket {, } as

{F ,G} := −〈 δF
δh̃

(1)
h

,d ?̃
δG
δu

(1)
h

〉 − 〈 δF
δu

(1)
h

,d ?̃
δG
δh̃

(1)
h

〉+ 〈 δF
δu

(1)
h

, ?̃q̃
(0)
h ?̃

δG
δṽ

(1)
h

〉 − 〈 δF
δṽ

(1)
h

, ?̃q̃
(0)
h ?̃

δG
δu

(1)
h

〉 (3.3)

with potential vorticity (PV) q
(1)
h defined implicitly by

〈?̃φ̃(0)
h , q̃

(0)
h h̃

(1)
h 〉+ 〈d φ̃(0)

h , ṽ
(1)
h 〉 − 〈?̃φ̃

(0)
h , fdx〉 = 0, ∀φ̃(0)

h ∈ Λ̃0
h, (3.4)

which corresponds to the weak form of equation (2.12). Then, the dynamics for any functional F :
Λ1 × Λ̃1 × Λ̃1 → R is given by the almost Poisson bracket formulation

d

dt
F [u

(1)
h , ṽ

(1)
h , h̃

(1)
h ] = {F ,H}.

The discrete Hodge star operators ?̃h in (3.2) are realized by the nontrivial Galerkin projections (2.13).

Proposition 3.2. The equations in Definition 2.3 imply the Poisson bracket formulation in Defini-
tion 3.1.

In order to proof this proposition, we have to calculate the functional derivative of H. For instance,

the functional derivatives of the functional F [u
(1)
h ] with respect to u

(1)
h is defined weakly for an arbitrary

test functions χ(1) ∈ Λ1
h by

δF [u
(1)
h ;χ(1)] = 〈?̃hχ(1), ?̃

δF
δu

(1)
h

〉 := lim
ε→0

1

ε

(
F [u

(1)
h + εχ(1)]−F [u

(1)
h ]
)

(3.5)

in which we used the L2 inner product 〈f, g〉 :=
∫
L dx f · g for some functions (0-forms) f, g; which is

equivalent to 〈·, ·〉 :=
∫
L · ∧ ?̃·. The latter provides an inner product also for 1-forms.
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Lemma 3.3. The functional derivatives of H with respect to u
(1)
h , ṽ

(1)
h , h̃

(1)
h for the test function χ

(1)
h ∈

Λ1
h, χ̃

(1)
h ∈ Λ̃1

h read

δH[u
(1)
h ;χ

(1)
h ] =

〈
?̃hχ

(1)
h , ?̃

δH
δu

(1)
h

〉
=
〈
?̃hχ

(1)
h , h

(0)
h ũ

(0)
h

〉
=
〈
?̃hχ

(1)
h , F̃ (0)

uh

〉
,

δH[ṽ
(1)
h ; χ̃

(1)
h ] =

〈
?̃hχ̃

(1)
h , ?̃h

δH
δṽ

(1)
h

〉
=
〈
?̃hχ̃

(1)
h , h

(0)
h v

(0)
h

〉
=
〈
?̃hχ̃

(1)
h , F (0)

vh

〉
,

δH[h̃
(1)
h ; χ̃

(1)
h ] =

〈
?̃hχ̃

(1)
h , ?̃h

δH
δh̃

(1)
h

〉
=

〈
?̃hχ̃

(1)
h , gh

(0)
h +

1

2

(
ũ

(0)
h

)2
+

1

2

(
v

(0)
h

)2〉
=
〈
?̃hχ̃

(1)
h , B

(0)
h

〉
.

These functional derivatives hold pointwise in Λ0
h|ker, Λ̃0

h|ker for any choice of metric equations. The

function spaces Λ0
h|ker, Λ̃0

h|ker are CGk spaces in which the kernel of the hodge star mapping ?̃h has
been removed.

Proof. We calculate the variational derivative of H with respect to u
(1)
h for the test functions χ(1) ∈ Λ1

h.

Starting from the first variation of H in u
(1)
h and using the symmetry of the inner product, we find

δH[u
(1)
h ;χ(1)] = 〈1

2
?̃hδu

(1)
h , h

(0)
h ũ

(0)
h 〉+ 〈1

2
?̃hu

(1)
h , h

(0)
h δũ

(0)
h 〉 (3.6)

= 〈1
2
?̃hχ

(1), h
(0)
h ũ

(0)
h 〉+ 〈1

2
?̃hu

(1)
h , h

(0)
h ?̃hχ

(1)〉 (3.7)

= 〈1
2
?̃hχ

(1), h
(0)
h ũ

(0)
h 〉+ 〈1

2
?̃hχ

(1), h
(0)
h ?̃hu

(1)
h 〉 (3.8)

= 〈?̃hχ(1), h
(0)
h ũ

(0)
h 〉, (3.9)

noting that δũ
(0)
h [u

(1)
h ] = limε→0

1
ε (ũ

(0)
h [u

(1)
h + εχ(1)]− ũ(0)

h [u
(1)
h ]) = ?̃hχ

(1). To map ?̃hu
(1)
h to ũ

(0)
h from

line three to line four, we use the metric closure equations (2.13), i.e. for i = 1 this map reads

〈χ(1)
h (x), u

(1)
h (x)〉 = 〈χ(1)

h (x), ũ
(0)
h (x)〉 ∀χ(1)

h (x) ∈ Λ1
h and for i = 0 it is given by 〈φ(0)

h (x), u
(1)
h (x)〉 =

〈φ(0)
h (x), ũ

(0)
h (x)〉 ∀φ(0)

h (x) ∈ Λ0
h. These discrete versions of a (non-invertible) Hodge star map elements

from the space Λ1
h → Λ0

h|ker, ?̃h : χ
(1)
h (x) 7→ φ

(0)
h (x)|ker(?̃h) i.e. from the DGk−1 to the CGk space in

which the kernel of this mapping had been removed. This mapping is applied to both the velocity

and the test function, hence the functional derivative holds pointwise in φ
(0)
h (x)|ker(?̃h). The functional

derivative δH[ṽ
(1)
h ; χ̃(1)] follows from exactly the same line of reasoning.

Next, we derive the functional derivative of H with respect to h̃
(1)
h for the test functions χ̃(1) ∈ Λ̃1

h.
Similarly to above, it can be calculated from the first variation of H and the symmetry of the inner
product like

δH[h̃
(1)
h ; χ̃(1)] = 〈1

2
?̃hu

(1)
h , δh

(0)
h ũ

(0)
h 〉+ 〈1

2
?̃hṽ

(1)
h , δh

(0)
h v

(0)
h 〉+ 〈1

2
?̃hδh̃

(1)
h , gh

(0)
h 〉+ 〈1

2
?̃hh̃

(1)
h , gδh

(0)
h 〉

= 〈1
2
?̃hu

(1)
h , ?̃hχ̃

(1)ũ
(0)
h 〉+ 〈1

2
?̃hṽ

(1)
h , ?̃hχ̃

(1)v
(0)
h 〉+ 〈1

2
?̃hχ̃

(1), gh
(0)
h 〉+ 〈1

2
?̃hh̃

(1)
h , g?̃hχ̃

(1)〉

= 〈?̃hχ̃(1),
1

2
?̃hu

(1)
h ũ

(0)
h +

1

2
?̃hṽ

(1)
h v

(0)
h 〉+ 〈?̃hχ̃(1),

1

2
gh

(0)
h +

1

2
g?̃hh̃

(1)
h 〉

= 〈?̃hχ̃(1),
1

2
ũ

(0)
h ũ

(0)
h +

1

2
v

(0)
h v

(0)
h + gh

(0)
h 〉 (3.10)

with δh
(0)
h [h̃

(1)
h ] = limε→0

1
ε (h

(0)
h [h̃(1) + εχ̃(1)]− h(0)

h [h̃
(1)
h ]) = ?̃hχ̃

(1). From the third to the forth line we

used again the metric closure equations, now for both velocity and height fields to project ?̃hh̃
(1)
h to
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h
(0)
h and ?̃hu

(1)
h to ũ

(0)
h . Similarly to above, the functional derivative holds pointwise in φ

(0)
h (x)|ker(?̃h)

for any choice of metric equations. This concludes the proof.

Proof of Proposition 3.2. To derive the continuity equation, consider the functional F [h̃
(1)
h ; χ̃

(1)
h ] =∫

L χ̃
(1)
h ∧ ?̃h̃

(1)
h with test function χ̃

(1)
h and functional derivatives

δF [h̃
(1)
h ; χ̃

(1)
h ]

δh̃
(1)
h

= χ̃
(1)
h ,

δF [h̃
(1)
h ; χ̃

(1)
h ]

δu
(1)
h

= 0.

The dynamics of F follows from the Poisson bracket (3.3)

d

dt
F [h̃

(1)
h ] = −〈 δF

δh̃
(1)
h

,d ?̃
δH
δu

(1)
h

〉 ⇒ 〈χ̃(1)
h ,

∂

∂t
h̃

(1)
h 〉 = −〈χ̃(1)

h , d F̃ (0)
uh
〉 ∀χ̃(1)

h , (3.11)

which gives the continuity equation (2.11). Analogously, to derive the momentum equations we con-

sider F [u
(1)
h ;χ

(1)
h ] = 〈χ(1)

h , u
(1)
h 〉 =

∫
L χ

(1)
h ∧ ?̃u

(1)
h dx and F [ṽ

(1)
h ; χ̃

(1)
h ] = 〈χ̃(1)

h , ṽ
(1)
h 〉 =

∫
L χ̃

(1)
h ∧ ?̃ṽ

(1)
h dx

with functional derivatives

δF [u
(1)
h ;χ

(1)
h ]

δh̃
(1)
h

= 0,
δF [u

(1)
h ;χ

(1)
h ]

δu
(1)
h

= χ
(1)
h ,

δF [ṽ
(1)
h ; χ̃

(1)
h ]

δṽ
(1)
h

= χ̃
(1)
h ,

δF [u
(1)
h ;χ

(1)
h ]

δṽ
(1)
h

=
δF [ṽ

(1)
h ; χ̃

(1)
h ]

δu
(1)
h

= 0.

Then, the dynamics of the functionals read

d

dt
F [u

(1)
h ] = −〈 δF

δu
(1)
h

, d ?̃
δH
δh̃

(1)
h

〉+ 〈 δF
δu

(1)
h

, ?̃q̃
(0)
h ?̃

δH
δṽ

(1)
h

〉 (3.12)

⇒ 〈χ(1)
h ,

∂

∂t
u

(1)
h 〉 = −〈χ(1)

h ,dB
(0)
h 〉+ 〈χ(1)

h , ?̃q̃
(0)
h F (0)

v 〉, (3.13)

d

dt
F [ṽ

(1)
h ] = −〈 δF

δṽ
(1)
h

, ?̃q̃
(0)
h ?̃

δH
δu

(1)
h

〉 (3.14)

⇒ 〈χ̃(1)
h ,

∂

∂t
ṽ

(1)
h 〉 = −〈χ̃(1)

h , ?̃q̃
(0)
h F̃ (0)

u 〉, (3.15)

yielding the momentum equations (2.9) and (2.10), respectively. Considering also the remaining closure
equations, the bracket formulation results in the equations of motion in Definition 2.3.

3.2 Properties associated to the topological and metric parts

We discuss the schemes properties in relation to the splitting of the schemes into topological and
metric parts.

3.2.1 Properties of the split schemes associated to the topological part

We first discuss the topology dependent properties that are related to structure preservation.

Proposition 3.4. All split schemes preserve total energy independently from the metric equations.

Proof. The Poisson bracket (3.3) does not depend on the discrete Hodge star ?̃h and is therefore
antisymmetric for all choices of metric closure equations. Then, the energy functional H is invariant
in time:

d

dt
H[u

(1)
h , ṽ

(1)
h , h̃

(1)
h ] = {H,H} = 0. (3.16)
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Proposition 3.5. The functionals C = 〈h̃(1)
h , ?̃F (q̃

(0)
h )〉 with straight function F [q̃

(0)
h ] depending on the

twisted function q̃
(0)
h for F = 1 (mass M), F = q̃

(0)
h 1̃ (mass-weighted potential vorticity (PV)), and

F = (q̃
(0)
h )2 potential enstrophy (PE) are Casimirs of the Poisson bracket and conserved for all split

schemes.

Proof. We start by showing that C = 〈h̃(1)
h q̃

(0)
h , ?̃q̃

(0)
h 〉 is a Casimir of the bracket in (3.3), i.e. PE is

conserved. From the definition of potential vorticity in (3.4) and assuming δf = 0, there follows its
first variation

〈δ(q̃(0)
h h̃

(1)
h ), ?̃φ̃

(0)
h 〉 = −〈δṽ(1)

h , d φ̃
(0)
h 〉 ∀φ̃

(0)
h ∈ Λ̃0

h. (3.17)

Note that we have chosen the weak form (3.4) with respect to the velocity instead of (2.12) in order

to allow to calculate the functional derivatives of the prognostic variables ṽ
(1)
h and h̃

(1)
h . Then, for the

first variations of C, we find

δC = 〈?̃2δq̃(0)
h , q̃

(0)
h h̃

(1)
h 〉+ 〈?̃(q̃(0)

h )2, δh̃
(1)
h 〉 (3.18)

= 〈?̃2q̃(0)
h , δ(q̃

(0)
h h̃

(1)
h )〉 − 〈?̃(q̃(0)

h )2, δh̃
(1)
h 〉 (3.19)

= −〈2 d q̃
(0)
h , δṽ

(1)
h 〉 − 〈?̃(q̃

(0)
h )2, δh̃

(1)
h 〉 (3.20)

using 〈?̃2q̃(0)
h , δ(q̃

(0)
h h̃

(1)
h )〉 = 〈?̃2δq̃(0)

h , q̃
(0)
h h̃

(1)
h 〉 + 〈?̃2(q̃

(0)
h )2, δh̃

(1)
h 〉 in the second line and (3.17) in the

last line while choosing q̃
(0)
h = φ̃

(0)
h as test function. Consequently, the functional derivatives of C are

given by

〈 δC
δṽ

(1)
h

, χ̃
(1)
h 〉 = 〈−2 d q̃

(0)
h , χ̃

(1)
h 〉 ∀χ̃

(1)
h ∈ Λ̃1

h while
δC
δu

(1)
h

= 0 (3.21)

and

〈 δC
δh̃

(1)
h

, χ̃
(1)
h 〉 = 〈−?̃(q̃(0)

h )2, χ̃
(1)
h 〉 ∀χ̃

(1)
h ∈ Λ̃1

h. (3.22)

Then, C is a Casimir, i.e. the Poisson bracket vanishes for any functional G:

{C,G} = −〈 δC
δh̃

(1)
h

, d ?̃
δG
δu

(1)
h

〉 − 〈 δC
δu

(1)
h

,d ?̃
δG
δh̃

(1)
h

〉︸ ︷︷ ︸
=0

+ 〈 δC
δu

(1)
h

, ?̃q̃
(0)
h ?̃

δG
δṽ

(1)
h

〉︸ ︷︷ ︸
=0

−〈 δC
δṽ

(1)
h

, ?̃q̃
(0)
h ?̃

δG
δu

(1)
h

〉

= 〈?̃(q̃(0)
h )2,d ?̃

δG
δu

(1)
h

〉+ 〈2q̃(0)
h d q̃

(0)
h , ?̃

(
?̃
δG
δu

(1)
h

)
〉

= −〈d(q̃
(0)
h )2, ?̃

(
?̃
δG
δu

(1)
h

)
〉+ 〈d(q̃

(0)
h )2, ?̃

(
?̃
δG
δu

(1)
h

)
〉 = 0,

(3.23)

noting that in 1D we can reformulate the action of the exterior derivative on functions f ∈ Λ0
h, g̃ ∈ Λ̃0

h

like 〈?̃f, d g̃〉 = 〈fd̃x, ∂xg̃dx〉 = 〈f, ∂xg〉 = −〈∂xf, g〉 = −〈d f, g〉 where we used ?̃1 = d̃x. Consequently,
{C,G} = 0 for any G, and in particular for H and, therefore, Ċ = {C,H} = 0.

Analogously we show that PV, defined by C = 〈h̃(1)
h q̃

(0)
h , ?̃1̃〉, is a Casimir of the bracket in (3.3).

This follows immediately from setting in (3.17) 1̃ = φ̃
(0)
h as test function giving δC = 0. Hence (3.23)

vanishes and PV is conserved. The same argument holds for mass with C = 〈h̃(1)
h , ?̃1〉. These results

hold for all split schemes as the bracket are independent of ?̃h and as the metric equations are not
involved in the proof.
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Remark 3.6. A direct proof of the conservation of Casimir without referring to the Hamiltonian

structure and the Poisson brackets applies directly the equations of motions (2.10) for ṽ
(1)
h and (2.11)

for h̃
(1)
h . To this end, we calculate the time derivative of (3.4) noting that ∂tf = 0:

〈∂t(q̃(0)
h h̃

(1)
h ), ?̃φ̃

(0)
h 〉 = −〈∂tṽ(1)

h ,d φ̃
(0)
h 〉 ∀φ̃

(0)
h ∈ Λ̃0

h. (3.24)

Then, C = 〈h̃(1)
h q̃

(0)
h , ?̃q̃

(0)
h 〉 is conserved, because

∂tC = 〈?̃2∂tq̃(0)
h , q̃

(0)
h h̃

(1)
h 〉+ 〈?̃(q̃(0)

h )2, ∂th̃
(1)
h 〉 (3.25)

= 〈?̃2q̃(0)
h , ∂t(q̃

(0)
h h̃

(1)
h )〉 − 〈?̃(q̃(0)

h )2, ∂th̃
(1)
h 〉 (3.26)

= −〈2 d q̃
(0)
h , ∂tṽ

(1)
h 〉 − 〈?̃(q̃

(0)
h )2, ∂th̃

(1)
h 〉 (3.27)

= +〈2 d q̃
(0)
h , ?̃q̃(0)F̃ (0)

u 〉+ 〈?̃(q̃(0)
h )2,d F̃ (0)

u 〉 (3.28)

= +〈d(q̃
(0)
h )2, ?̃F̃ (0)

u 〉+ 〈?̃(q̃(0)
h )2,d F̃ (0)

u 〉 (3.29)

= +〈d(q̃
(0)
h )2, ?̃F̃ (0)

u 〉 − 〈d(q̃
(0)
h )2, ?̃F̃ (0)

u 〉 = 0. (3.30)

From line three to line four we used (2.10) for ṽ
(1)
h and (2.11) for h̃

(1)
h that hold pointwise, while from

line five to line six we applied integration by parts (see proof above).

In sum, structure preservation, in particular conservation of energy, mass, potential vorticity and
enstrophy, can be associated to the bracket structure of the Hamiltonian formulations which is inde-
pendent from the realization of the metric equations, hence it holds for all split schemes. In general,
the topological equations incorporate the compatibility conditions of the spaces to each other which
are valid for a whole class of compatible FE spaces, but they do not require an actual choice of spaces.
The metric equations, in contrast, are actual realizations of these spaces and provide the properties
of the schemes associated with metric, as discussed next.

3.2.2 Properties of the split schemes associated to the metric equations

Whereas the topological properties hold for all FE spaces that fulfill the commuting diagram (2.8),
the metric properties are associated to a certain choice of these spaces. In this paper, we do not
address metric properties that hold for a whole class of spaces but rather study only one family of
P0-P1 low-order schemes (cf. Section 4). Therein, we also provide the corresponding metric dependent
properties of each family member for these low order P0/P1 realizations. Here, we present only a list
of properties that will hold for any split FE scheme and explain their dependency on the metric.

The following properties depend on the metric structure:

• Dispersion relation: the dispersion relation depends on the metric because the physical distance
between DoF and their mutual positioning determines the wave dispersion on grids. For instance,
the dispersion relations shown in Figure 4.2 all explicitly depend on ∆x;

• Stability: the stability of discretizations can be determined in terms of the inf-sub stability
condition, cf. [11], that depends on the norm and hence on the metric;

• Convergence and accuracy: the choice of FE spaces determines both convergence and accuracy
of the approximated functions (and hence of the entire scheme), all measured in terms of norms.
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3.3 Alternative model and structure-preserving approximations

As an alternative to Definition (3.1), we introduce a “smoothed” Hamiltonian

Hsm[u
(1)
h , ṽ

(1)
h , h̃

(1)
h ] =

1

2
〈u(1)
h , ?̃h

(1)
h (x)ũ

(0)
h 〉+

1

2
〈ṽ(1)
h , ?̃h

(1)
h (x)v

(0)
h 〉+ 〈h̃(1)

h , ?̃gh
(0)
h 〉, (3.31)

in which we use the DGk−1 regular coefficient function h
(1)
h (x) instead of h

(0)
h . This gives the functional

derivatives of Hsm with respect to u
(1)
h and ṽ

(1)
h as〈

?̃hχ
(1)
h , ?̃

δHsm

δu
(1)
h

〉
=
〈
?̃hχ

(1)
h , h

(1)
h (x)ũ

(0)
h

〉
=
〈
?̃hχ

(1)
h , F̃ (0)

uh
|sm
〉
∀?̃hχ

(1)
h ,〈

?̃hχ̃
(1)
h , ?̃

δHsm

δṽ
(1)
h

〉
=
〈
?̃hχ

(1)
h , h

(1)
h (x)v

(0)
h

〉
=
〈
?̃hχ

(1)
h , F (0)

vh
|sm
〉
∀?̃hχ

(1)
h .

Note that in contrast to above, here the smoothed fluxes F̃
(0)
uh |sm and F

(0)
vh |sm are defined only weakly

in Λ0
h|ker or Λ̃0

h|ker. The functional derivative with respect to h̃
(1)
h reads either〈

?̃hχ̃
(1)
h , ?̃

δHsm

δh̃
(1)
h

〉
=

〈
?̃hχ̃

(1)
h , gh

(0)
h +

1

2

(
ũ

(0)
h

)2
+

1

2

(
v

(0)
h

)2〉
=
〈
?̃hχ̃

(1)
h , B

(0)
h

〉
as above or, alternatively when projecting ũ

(0)
h to ?̃hu

(1)
h in Eqn. (3.10), it is given by〈

?̃hχ̃
(1)
h , ?̃

δHsm

δh̃
(1)
h

〉
=

〈
?̃hχ̃

(1)
h , gh

(0)
h +

1

2

(
u

(1)
h (x)

)2
+

1

2

(
ṽ

(1)
h (x)

)2〉
=
〈
?̃hχ̃

(1)
h , B

(0)
h |sm

〉
. (3.32)

In the latter smoothed Bernoulli function, we apply the DGk−1 regular coefficient functions u
(1)
h (x)

and ṽ
(1)
h (x). These functional derivatives follow from Lemma 3.3 which also holds for the smoothed

fluxes F̃
(0)
uh and F̃

(0)
vh and the smoothed Bernoulli function B

(0)
h |sm.

Similarly to the proof of Proposition 3.2, the smoothed version of the equations of motion (in weak
form) follows from these functional derivatives and the Poisson bracket 3.3, i.e.

〈χ(1)
h ,

∂

∂t
u

(1)
h 〉 − 〈χ

(1)
h , ?̃q̃

(0)
h F (0)

vh
|sm〉+ 〈χ(1)

h ,dB
(0)
h |sm〉 = 0, ∀χ(1)

h ∈ Λ1
h, (3.33)

〈χ̃(1)
h ,

∂ṽ
(1)
h

∂t
〉+ 〈χ̃(1)

h , ?̃q̃
(0)
h F̃ (0)

uh
|sm〉 = 0, ∀χ̃(1)

h ∈ Λ̃1
h, (3.34)

〈χ̃(1)
h ,

∂h̃
(1)
h

∂t
〉+ 〈χ̃(1)

h , d F̃ (0)
uh
|sm〉 = 0, ∀χ̃(1)

h ∈ Λ̃1
h, (3.35)〈

φ̃
(0)
h , h

(1)
h (x)ũ

(0)
h

〉
−
〈
φ̃

(0)
h , F̃ (0)

uh
|sm
〉

= 0, ∀φ̃(0)
h ∈ Λ̃0

h, (3.36)〈
φ

(0)
h , h

(1)
h (x)v

(0)
h

〉
−
〈
φ

(0)
h , F (0)

vh
|sm
〉

= 0, ∀φ(0)
h ∈ Λ0

h, (3.37)

with q̃
(0)
h defined via (2.12) or (3.17) and subject to the variational metric equations (2.13). Note that

the fluxes hold weakly in the function spaces Λ0
h|ker, Λ̃0

h|ker in which the kernel of ?̃h has been removed.

Remark 3.7. Note that Propositions 3.4 and 3.5 also hold for the smoothed model, i.e. the energy
given by Hsm of (3.31) is conserved and likewise the Casimirs. The former follows immediately by the
antisymmety of the Poisson bracket which has not been altered when using the smoothed fluxes or
Bernoulli function. The latter is a direct consequence of the proof to 3.5 which does not apply concrete
realizations of the functional derivatives of the Hamiltonian, hence is valid also for the smoothed model.
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4 Family of P0-P1 low-order split FE schemes

Here, we provide realizations of the split schemes discussed above in form of P0-P1 low-order split FE
discretizations. This can be seen as an extension of the split FE schemes of the linear wave equations
introduced in [4] to the nonlinear, rotating case. As such, we proceed similarly as therein, use the same
notation, while here, we provide only a brief summary of the discretization steps for completeness.

We use FE spaces V 0
h with a piecewise linear basis {φl(x)}Nl=1 and V 1

h with a piecewise constant
basis {χm(x)}Nm=1 to approximate the coordinate functions of the continuous 0- and 1-forms; e.g.

we approximate 1-form coordinate functions as u
(1)
h (x, t) =

∑N
m=1 um(t)χm(x) and 0-form coordinate

functions as ũ
(0)
h =

∑N
l=1 ũl(t)φl(x); we proceed analogously for the other quantities. Note that the

subindex l denotes degrees of freedom (DoFs) at the nodes and m at the cell centers of the mesh. As
we are on a one-dimensional domain with periodic boundaries, both have N independent DoFs such
that l,m = 1, ..., N , cf. [4].

The resulting mass and stiffness matrices are defined as follows. Mnn and Mee are (N × N)
mass-matrices with metric-dependent coefficients

(Mnn)ll′ =

∫
L
φl(x)φl′(x)dx, (Mee)mm′ =

∫
L
χm(x)χm′(x)dx. (4.1)

Later, we will use that fact that Mee = Idee (∆xe)
T , in which ()T denotes the transpose of a matrix.

The vector ∆xe = (∆x1, . . .∆xm, . . .∆xN ) containing metric information of the mesh. Mne is a
(N ×N) matrix with metric-dependent coefficients

(Mne)ml′ =

∫
L
χm(x)φl′(x)dx, (Men)lm′ =

∫
L
φl(x)χm′(x)dx, (4.2)

with Men = (Mne)T . Similarly to above, we separate Mne = Pne (∆xe)
T , into the metric-dependent

part ∆xe and a metric-free part Pne which is a (N ×N) matrix representing an averaging operator
Λ1
h → Λ̃0

h and Λ̃1
h → Λ0

h; here it corresponds to determining node values from averaging the neighboring
cell values. Such separation can be similarly done for Men. Dne is the (N ×N) stiffness matrix with
metric-independent coefficients

(Dne)ml′ =

∫
L
χm(x)

dφl′(x)

dx
dx, (Den)lm′ =

∫
L

dφl(x)

dx
χm′(x)dx, (4.3)

with Den = (Dne)T .

4.1 The schemes in matrix-vector formulations

Topological discrete equations. Let us first evaluate the momentum equation (3.13) and (3.15)

〈χ(1)
h ,

∂

∂t
u

(1)
h 〉+ 〈χ(1)

h , dB
(0)
h 〉 − 〈χ

(1)
h , ?̃hq̃

(0)
h F (0)

vh
〉 = 0 ∀χ(1)

h , (4.4)

〈χ(1)
h ,

∂

∂t
ṽ

(1)
h 〉+ 〈χ(1)

h , ?̃hq̃
(0)
h F̃ (0)

uh
〉 = 0 ∀χ(1)

h . (4.5)

Using the approximation spaces we get for (4.4) and (4.5)

∂

∂t
um(t)

∫
L
χm(x)χm′(x)dx+Bl(t)

∫
L

dφl(x)

dx
χm′(x)dx− q̃l(t)F vl (t)

∫
L
φl(x)χm′(x)d̃x = 0 ∀m′,

∂

∂t
ṽm(t)

∫
L
χm(x)χm′(x)dx− q̃l(t)F̃ ul (t)

∫
L
φl(x)χm′(x)d̃x = 0 ∀m′,
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in which we applied the expansions F̃
(0)
uh =

∑
F̃ ul (t)φl(x) and F

(0)
vh =

∑
F vl (t)φl(x) for the fluxes,

B
(0)
h =

∑
Bl(t)φl(x) for the Bernoulli function, and q̃

(0)
h =

∑
q̃l(t)φl(x) for the potential vorticity that

follows from the solution of the vorticity equation (shown further below). In matrix-vector form this
reads

∂

∂t
u1
e + DenB0

n − M̃en(q̃0
n ◦ Fv

n) = 0,
∂

∂t
ṽ1
e + Men(q̃0

n ◦ F̃u
n) = 0, (4.6)

in which u1
e = Meeue is a discrete one-form associated to the vector array ue = {um(t)|m = 1, ...N},

analogously for ṽ1
e. Note that ◦ denotes the Hadamard (entrywise) product of vectors or matrices.

Finally, the evaluation of the integrals in the continuity equation (3.11) yields

〈χ̃(1)
h ,

∂

∂t
h̃

(1)
h 〉+ 〈χ̃(1)

h ,d F̃u
n〉 = 0 ∀χ̃(1)

h , (4.7)

∂

∂t
h̃m(t)

∫
L
χm(x)χm′(x) + F̃ ul (t)

∫
L

dφl(x)

dx
χm′(x)dx = 0 ∀m′. (4.8)

Using the notion of 1-forms h̃1
e = Meeh̃e for h̃e = {h̃m(t)|m = 1, ...N}, we find the matrix-vector

equation
∂

∂t
h̃1
e + DenF̃u

n = 0. (4.9)

As each term of both momentum and the continuity equations corresponds to a 1-form, we can con-
sider them as metric-free realization of the corresponding topological equations. Finally, the discrete
potential vorticity follows from the (weak) vorticity equation

〈δ(q̃(0)
h h̃

(1)
h ), ?̃φ̃

(0)
h 〉+ 〈δṽ(1)

h ,d φ̃
(0)
h 〉 − 〈fdx, ?̃φ̃

(0)〉 = 0 ∀φ̃(0)
h , (4.10)

q̃l(t)h̃m(t)

∫
L
φl(x)χm(x)φl′(x)dx+ ṽm(t)

∫
L
χm(x)

dφl′(x)

dx
d̃x− f

∫
L

1φl′(x)dx = 0 ∀l′.

In matrix-vector form, this reads

Mnn(q̃0
n ◦ h̃1

n) + D̃neṽ1
e − f(∆xe)

T = 0, (4.11)

in which h̃1
n := Aneh̃1

e is the height values at cell midpoints averaged to the node values and where
Ane is a mean average operator from cell to node values.

Choices for fluxes and Bernoulli function. We will discuss two realizations for the Bernoulli
functions and two for the fluxes.

1.) The P0-P1 discretization of the original Hamilton H in Eqn. (3.1) reads in matrix-vector form
as

H =
1

2

(
(u1

e)
TMen(h0

n ◦ ũ0
n) + (ṽ1

e)
TMen(h0

n ◦ v0
n)
)

︸ ︷︷ ︸
Ek

+
1

2
g(h̃1

e)
T
(
Menh0

n

)
︸ ︷︷ ︸

Ep

. (4.12)

The associated mass fluxes follow from the projections

〈φ(0)
h , F̃ (0)

uh
〉 − 〈φ(0)

h , h
(0)
h ũ

(0)
h 〉 = 0 ∀φ(0)

h , (4.13)

〈φ(0)
h , F (0)

vh
〉 − 〈φ(0)

h , h
(0)
h v

(0)
h 〉 = 0 ∀φ(0)

h , (4.14)

yielding the discrete mass fluxes in vector array form:

F̃u
n = h0

n ◦ ũ0
n and Fv

n = h0
n ◦ v0

n. (4.15)

12



Moreover, we result in a vector array for the discrete Bernoulli function like

B0
n = 0.5ũ0

n ◦ ũ0
n + 0.5v0

n ◦ v0
n + gh0

n. (4.16)

Note that for both fluxes and Bernoulli function, we use only functions in P1.
2.) We have introduced in Section 3.3 an alternative model applying smoothed fluxes and a

smoothed Bernoulli function, which provides an alternative structure-preserving approximations of
the split 1D slice model of the RSW equations (2.1)–(2.5). In terms of matrix-vector representation
of the P0-P1 realization, the matrix-vector form of the smoothed and original model agree except of
the following two points:

(i) the discretization of the smoothed Hamiltonian (3.31) reads

Hsm =
1

2

(
(u1

e)
T
(
h1
e ◦Menũ0

n

)
+ (ṽ1

e)
T
(
h1
e ◦Menv0

n

))
+

1

2
g(h̃1

e)
T
(
Menh0

n

)
(4.17)

which leads to the smoothed discrete fluxes

F̃u
n|sm = Aneh1

e ◦ ũ0
n and Fv

n|sm = Aneh1
e ◦ v0

n. (4.18)

This provides a set of discrete equations that conserve Hsm and the Casimirs of the original system;

(ii) the discretization of the smoothed Bernoulli function (3.32) reads

B0
n|sm = 0.5Ane(u1

e ◦ u1
e) + 0.5Ane(ṽ1

e ◦ ṽ1
e) + gh0

n. (4.19)

It is compatible with the original Hamiltonian H (3.1) and with the smoothed one (3.31) while for
both combinations, the same invariants of the original system of Section 3 are conserved.

As we will see in the next section, using the smoothed fluxes and/or smoothed Bernoulli function
instead of the original ones, we can avoid instabilities in the GP1u– GP0h and GP0u– GP1h schemes
(see Remark 4.1) occurring in case when shocks develop.

Metric dependent discrete closure equations. Next, we study the discrete metric closure equa-
tions that descend from (3.2), or analogously from (2.13), as matrix-vector representations in form of
the above introduced matrices. That is, the evaluation of the nontrivial Galerkin projections for two
accuracy levels P0 and P1 provide approximations of the Hodge star operator like

ũ
(0)
h = ?̃hu

(1)
h ⇒ ũ0

n = (Mnn)−1Pne︸ ︷︷ ︸
=:?̃u1

u1
e or ũ0

n = (Men)−1Idee︸ ︷︷ ︸
=:?̃u0

u1
e ,

ṽ
(0)
h = ?̃hv

(1)
h ⇒ v0

n = (Mnn)−1Pne︸ ︷︷ ︸
=:?̃u1

ṽ1
e or v0

n = (Men)−1Idee︸ ︷︷ ︸
=:?̃u0

ṽ1
e ,

h̃
(1)
h = ?̃hh

(0)
h ⇒ h̃1

e = (Pne)−1Mnn︸ ︷︷ ︸
=:?̃h1

h0
n or h̃1

e = (Idee)−1Men︸ ︷︷ ︸
=:?̃h0

h0
n ,

where ?̃u1 and ?̃h1 denote the use of P1 as test function in (2.13), and ?̃u0 and ?̃h0 of P0. For more
details on the derivation, we refer the reader to [4]. We use the same Hodge star for both velocity
components, but allow this to be different from the Hodge star used for the height fields.

Note the difference between these diagnostic metric equations and the defining diagnostic equa-
tion (4.11). The former allow for a free choice of FE spaces that connect the topological equations,
the latter has to be in agreement with the topological equations such that potential vorticity and
enstrophy are Casimirs of the Poisson equations.
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Remark 4.1. The Hodge star operator is discretized via nontrivial Galerkin projections (GP) onto
either the piecewise constant (GP0) or piecewise linear (GP1) space. Therefore, we denote the schemes
as: (i) GP1u– GP1h, (ii) GP0u– GP0h, and (iii) GP1u– GP0h or GP0u– GP1h, respectively, in analogy
to the conventional notation for mixed P1–P1 and P1–P0 schemes, cf. [4] for more details.

Family of split P0-P1 schemes. The introduction of double pairs of compatible FE spaces enriches
the choice of potential schemes. For the low order P0-P1 double pairs, we find the following family of
split low-order (P0-P1) FE schemes, consisting of one set of topological equations and 4 combinations
of metric closure equations:

topological momentum eqn.:
∂

∂t
u1
e + DenB0

n − M̃en(q̃0
n ◦ Fv

n) = 0,
∂

∂t
ṽ1
e + M̃en(q̃0

n ◦ F̃u
n) = 0,

h0
n ∈ Λ0

h⊂ P1
Den

−−−−→ Λ1
h⊂ P0 3 u1

e, ṽ
1
e

GP1h: Mnnh0
n=Pneh̃1

e

y yGP1u: Mnnũ0
n=Pneu1

e & Mnnv0
n=Pneṽ1

e

GP0h: Menh0
n=h̃1

e

y yGP0u: Menũ0
n=u1

e & Menv0
n=ṽ1

e

h̃1
e ∈ Λ̃1

h⊂ P0
Den

←−−−− Λ̃0
h⊂ P1 3 ũ0

n,v
0
n

topological continuity eqn.:
∂

∂t
h̃1
e + DenF̃u

n = 0.

Figure 4.1: Family of split low-order (P0-P1) schemes consisting of one set of topological equations
with original or smoothed fluxes and Bernoulli function as well as four realizations of metric equations:
High accuracy split scheme applies GP1u − GP1h; Medium accuracy split schemes apply GP1u −
GP0h/GP0u −GP1h; Low accuracy split schemes applies GP0u −GP0h, cf. [4].

Crank Nicolson time discretization. We use the Crank Nicolson (CN) time discretization scheme,
which is not fully energy conservation for nonlinear Hamiltonian, such as the one of the RSW equa-
tions. Schemes using CN do usually not show a trend in energy for long integration times, but they
show oscillations around a mean with values significantly larger than machine precision. Theoretically
CN schemes converge at first order with the time step size. For our studies, this behavior is favorable
as it allows us to study and distinguish structure preservation related to either the spatial or the
temporal discretization. For instance, quantities transported by steady states should be conserved
to machine precision also for larger time step sizes, while for non-steady solutions, these quantities
are not conserved to machine precision but their conservation properties should converge to machine
precision with smaller time step size. We will exploit these properties in the numerical analysis section
to thoroughly test the split schemes. An explicit presentation of this time discretization can be found
in [4].

Note that besides this implicit, also explicit time integrators such as Runga-Kutta schemes are
usable, but we will not address such time integrators here.

Remark 4.2. Note that the split FE method leads to standard matrix-vector formulations in the
spatial discretization. As such, they can be implemented straight forwardly to efficient schemes using
standard numerical analysis methods.
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4.2 Properties of the family of schemes

Topological properties. Similarly to Section 3, we distinguish between topological and metric
dependent properties for the family of split schemes. We introduce the invariants of the discrete
equations in matrix-vector form according to the above representation.

The discrete Hamiltonian (4.12) agrees with the total energy E = Ek +Ep consisting of kinetic Ek
and potential energy Ep. According to Proposition 3.4, the total energy E is conserved. According to
Proposition 3.5, the following Casimirs are conserved in time too:

• mass at elements me = (∆x)T h̃1
e or at nodes mn = (∆x)Th0

n,

• mass-weighted potential vorticity: PV := (Pneh̃1
e)
TMnnq̃0

n,

• potential enstrophy: PE := (Pneh̃1
e)
TMnn(q̃0

n)2.

In Section 5 we verify the conservation of these invariants numerically.

Remark 4.3. Note that these definitions of invariants descend directly from the matrix-vector repre-
sentation of the Hamiltonian (3.1) and the corresponding matrix-vector form of the Poisson bracket (3.3),
hence the Hamiltonian framework provides the invariants immediately and avoids ambiguity in their
definitions.

Remark 4.4. Note the splitting of the schemes’ properties associated to topology or metric! The
invariants themselves are defined with respect to a choice of metric, i.e. they carry the metric infor-
mations. The fact that they are conserved is, however, a purely topological consequence, guaranteed
by the Poisson bracket which is defined to be metric independent. This latter property is confirmed
by the fact that the resulting prognostic equations are written in terms of (covariant) 1-forms.

Metric properties. Here, we provide two examples of metric dependent properties in order to
concretize the abstract discussion in Section 3.2:

I.) Consider the dispersion relations of the split schemes for the linearized split RSW model, as
derived in Section C in the limit of f = 0, hence for pure gravity waves. This case agrees with the
models studied in [4] in which the derivations of the dispersion relations can be found. In sum, we
find for the four choices of metric equations three different dispersion relations. When using the pair
of Galerkin projections (GP1u −GP1h) the dispersion relation reads

cd =
ω00

k
= ±

√
gH

sin(k∆x
2 )

k∆x
2

3 cos(k∆x
2 )

(2 + cos(k∆x))
;

when using the projections (GP1u −GP0h or GP0u −GP1h) they read

cd =
ω01

k
= ±

√
gH

sin(k∆x
2 )

k∆x
2

[
3

(2 + cos(k∆x))

] 1
2

;

and finally, when using the projections (GP0u −GP0h ), they are

cd =
ω11

k
= ±

√
gH

tan(k∆x
2 )

k∆x
2

.

Figure 4.2 illustrates the three different dispersion relations for the four split schemes.
This illustrates the metric dependency of the system by the metric closure equations in two ways.

First, the dispersion relations themselves changes with different choices of metric equations. And
second, each dispersion relation itself is metric dependent, clearly visible by its explicit dependency
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Figure 4.2: Dispersion relations: analytic (black) for c =
√
gH, ω00 in green for high accuracy GP1u−

GP1h, ω01 in blue for medium accuracy GP1u − GP0h and GP0u − GP1h, and ω11 in red for low
accuracy GP0u −GP0h .

on the mesh size ∆x. Hence, the metric closure equations impose metric dependent properties on the
system of equations.

II.) Consider the convergence behavior as a second example. As we will show later in the numerical
analysis section, the order of the finite element spaces determine the solutions’ convergence rates;
piecewise constant functions show 1st, and piecewise linear ones 2nd order convergence. Convergence
is relative to the reduction in the size of the mesh cells ∆x, hence clearly a metric dependent property.

Whereas the concrete realizations of the FE spaces is metric dependent in the sense that, with
different FE spaces, properties depending on metric might change, the mutual relations between the
compatible FE pairs – determined by the projection operator and the exterior derivative – does not
change metric dependent properties of the system.

5 Numerical analysis

For the numerical analysis of the split schemes we apply three different test cases to study (i) conver-
gence of the schemes, (ii) the long term behavior of the conserved quantities, and (iii) the representation
of nonlinear effects.

Suit of test cases. The choice of the corresponding three test cases (TC) is motivated as follows.
For TC 1, we use steady state solutions to study the convergence properties of the split schemes because
all deviations of numerical from steady state solutions are caused by numerical errors. However, this
is not a demanding problem to study conservation properties because for steady state solutions the
quantities of interest (QOI) are usually well preserved given the fact that the solutions do not evolve
in time. Therefore, we study the conservation properties of the QOI with TC 2.

In TC 2, we use a flow in (linear) geostrophic balance, i.e. not all terms are fully balanced,
in contrast to TC 1. The terms are linearly balanced while nonlinear effects are comparably small.
Therefore, this case allows for long integration times while the time dependency of the solutions makes
it a more demanding test case for conservation properties than TC 1. We study these quantities for
long integration times (about 10 cycles, see explanation in (5.2)) to illustrate the structure-preserving
nature of the split schemes.

In TC 3, the initial height distribution is only partly linearly balanced; inertial gravity waves
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develop and then travel over the domain. Nonlinearity has a larger effect here such that the simulations
build shocks during relatively short integration times (at about 0.2 cycles). Therefore, this test case
is not suited for long integration times. Instead, we are able to visualize and evaluate the effects of
the nonlinear advection term on the development of wave fronts and small scale waves around them.

Flow regime and spatial and temporal resolutions. We perform all simulations in a 1D domain
[0, L] with L = 5000 km. We apply periodic boundary conditions and a constant Coriolis parameter
of f = 5.3108 days−1 (6.147 · 10−5s−1) which corresponds to a latitude of 25◦. To account for the test
cases’ dimensions and enhance readability, we use in the following units of km and days.

We study flows that are dominated by the geostrophic balance, hence in the geostrophic regime in
which effects caused by rotation are as important as those by gravity. The corresponding length scale

is describes by the Rossby deformation radius LD =
√
gH0

f . Our choice of domain size and spatial
resolutions of ∆x = L/N , for N = 32, ..., 2048 elements, for all simulations ensures that LD is well
resolved and geostrophic effects equally well represented as gravitational ones. To consider fluids in
geostrophic regime in which the flow is dominated by the geostrophic balance, we requires the Rossby
number Ro � 1. For this study, we distinguish further: (i) quasi-geostrophic regime for Bu ≈ 1 and
(ii) incompressible regime for Bu � 1 (cf. [14, 26], for instance). We fix H ′ = 75 m which gives a
Rossby number of Ro ≈ 0.199. Then, the choice of the background depth H0 allows us to model flows
in (i) quasi-geostrophic regime for H0 = 750 m and in (ii) incompressible regime for H0 = 10 km (cf.
[5] for details).

As mentioned in Section (4.1) we use a Crank Nicolson time integrator, which is an implicit time
scheme and is, as such theoretically unconditionally stable. In practice, however, the condition number
of the implicit system decreases with larger time steps until the iterative solver fails to converge. This
imposes an upper bound on the time step also for implicit schemes. In [4], we provided a discussion
on the upper bound for the different (linear) split schemes. For the nonlinear case, the behavior is
similar, but the time step size is a little smaller given the nonlinearities. Here, we will provide only
the time step sizes used for the simulations and refer the reader to [4] for more details on these upper
bounds. In general, we choose on fixed time step per test case which will permit us to distinguish
between error sources related to the spatial and to the temporal discretizations.

Quantities of interest and error measures. The quantities we are interested in are those pre-
sented in Section (4.2), i.e. total energy E(t), mass me(t) and mc(t), potential vorticity pv(t) and
enstrophy pe(t). We expect these quantities to be preserved in time and measure their errors with

respect to the relative error measures εrf(t) := f(t)−f(0)
f(0) for any time dependent function f(t).

The convergence of the schemes will be evaluated with respect to the following relative L2 error
measures for functions f and velocity components u, v. Let I[f ] =

∫
L f(x)dx denote the integral with

Gaussian quadrature over the entire domain. Then,

l2f =

√
I [(f(T )− f(0))2]√

I [f(0)2]
l2u =

√
I [(u(T )− u(0))2] + I [(v(T )− v(0))2]√

I [u(0)2] + I [v(0)2]
(5.1)

in which T denotes the steady state solution at the final time compared to the initial state.

5.1 Case 1: Convergence study with steady state solution

We study the convergence in space of the split schemes with respect to a steady state solution of the
split 1D slice RSW model. Having such steady state solutions, all errors measured are associated to
numerical errors and we study if these errors reduce with smaller grid cell size.
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Initialization. We use the steady state solution for the slice 1D RSW equations:

u(x) = 0, v(x) =
g4π

fL
∆H sin

(
4πx

L

)
, h(x) = H0 −∆H cos

(
4πx

L

)
, (5.2)

with the choice of parameters as introduced above and project them onto the corresponding FE
spaces. This solution is a steady state solution of the 1D RSW equations, cf. Appendix B. We run the
simulations for 1 cycle, meaning that the (analytical) wave solutions have traveled once over the entire
domain. This simulation time is sufficient to study the spatial influence of the discretization while
keeping the errors for the time discretizations low. The initial conditions are indicated in Fig. 5.1 as
dashed lines.

For the time step size we use for (i) the quasi geostrophic regime ∆t = 1.6870 · 10−04 days for
GP1u– GP0h and GP0u– GP1h/GP0h– GP1u and ∆t = 1.6870 · 10−06 days for GP0u– GP0h and for
(ii) the incompressible regime ∆t = 4.6201·10−05 days for GP1u– GP0h and GP0u– GP1h/GP0h– GP1u
and ∆t = 4.6201 · 10−07 days for GP0u– GP0h.

Results. In Fig. 5.1, we show on the example of the GP0u– GP0h scheme the steady state solutions
for velocity and height after 1 cycle: left, for the quasi-geostrophic and middle and right, for the
incompressible flow regimes. As it can be inferred by the figures, the split scheme preserves the
steady state solutions for both flow regimes while the errors decrease with the expected order (shown
in Fig. 5.2) for high mesh resolutions. This property is shared by all split schemes. Only for the
GP0u– GP0h, we see oscillations occurring in the u velocity field at high mesh resolutions (Fig. 5.1,
right) for the original Hamiltonian H. However, when using Hsm this oscillations can be avoided and
convergence can be ensured.
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Figure 5.1: Steady velocity and height fields after 1 cycle for the GP0u– GP0h scheme; left in the
quasi geostrophic regime, middle and right in the incompressible regime for a mesh with 512 elements.
Initial fields are shown in dashed lines. In the middle panel, Hsm is used which avoids oscillations
occurring for the original H at highly resolved meshes (right).

In Fig. 5.2 we show the convergence behavior of all schemes for both flow regimes, left for quasi
geostrophic and right for incompressible flows. All fields show the expected convergence behavior,
namely, P0 fields converge with 1st order, and P1 fields with 2nd order towards the analytical solutions.
Only for the GP0u– GP0h scheme based on the original H, the convergence is not guaranteed for high
resolutions (cf. the outlier at N = 512) given the oscillations in the u field (cf. Fig. 5.1, right).
The GP0u– GP0h scheme based on the smoothed Hsm shows, in contrast, the expected convergence
behavior. Note that the corresponding relative errors of the different split schemes are very close to
each other.

Fig. 5.3 shows the dependency of E and pe from the mesh resolution. As we apply a Crank-Nicolson
rather then a Poisson time integrators, we do not expect that Energy (or PE) is conserved at machine
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Figure 5.2: Convergence for the steady state test case in quasi geostrophic regime (left) and incom-
pressible regime (right) for a simulation time of 1 cycle.

precision, but we expect a better representation of the invariants for higher resolution. As indicated
by the curves, both E and pe converge for high mesh resolutions almost to machine precision in case
of incompressible flows (left) and to the order of 10−12 for the quasi-geostrophic case. Note that these
quantities oscillate with the corresponding order of accuracy around their long term means that do
not shown significant trends (cf. next test case). Here and henceforth, mass and pv are conserved at
machine precision (hence not shown).
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Figure 5.3: Relative errors in energy (E) and potential enstrophy (pe) errors for the steady state test
case in quasi geostrophic regime (left) and incompressible regime (right) for a simulation time of 1
cycle.

5.2 Case 2: Conservation behavior for flow in geostrophic balance

We evaluate the structure preserving nature of the split FE schemes. We illustrate that the split 1d
slice schemes are capable of conserving the geostrophic balance to a high degree for long integration
times while preserving structure, i.e. conservation of E, m, pv and pe. Using the parameter choice
introduced above, this test case provides a scenario of geostrophic relevance, with realistic geophysical
dimensions. Being linearly balanced, the nonlinear terms trigger small disturbances that propagate
over the entire domain. As these nonlinearities are small, we can run the test case for long integration
times (here for 10 cycles) to illustrate the good long-term conservation properties of the split schemes.
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Initialization. We initialize the surface elevation by

h0(x) = H + ∆He
−
(

∆w
2π

sin
(
π
L

(x−xc)
))2

(5.3)

with xc = L/2 denoting the center of the domain. The velocity fields are initialized by enforcing the
(linear) geostrophic balance. To this end, we sample h0(x) for each mesh point (and write h0

n(0) for
the corresponding vector) and enforce the geostrophic balance

Menv0
n(0) =

g

f
Denh0

n(0) and ũ0
n(0) = 0. (5.4)

For the linearized equations in (C.1), these are steady state solutions with ∂
∂t h̃

1
e = ∂

∂tu
1
e = ∂

∂t ṽ
1
e = 0.

We use the same parameters as above, i.e. L = 5000 km, g = 7.32 · 107 km days−2, f = 5.3108 days−1

and apply H = 0.75 km to study the (i) quasi-geostrophic, and H = 10 km the (ii) incompressible
regimes.

We use the same time step sizes as for TC1 and run all simulations for 10 cycles except for the
GP0u– GP0h for only 5 cycles given its the very small time step size.

Results. In Fig. 5.4, we show on the example of the GP1u– GP1h scheme the initial conditions
(dashed lines) and the solutions after an integration of 10 cycles. The results for the other schemes are
very similar, hence not shown. We see that the split schemes conserve the flow in geostrophic balance
for long integration times. However, being only linearly balances, gravity waves (visible in the u fields)
are emitted from the domain center which travel over the entire domain during the simulation.

For the flow in quasi geostrophic (compressible) regime we realize that the differences in the
u velocity field for the initial u(0) = 0 is larger that for the incompressible case. This indicates
that structure preservation is more demanding for compressible flows. This can also be seen from
Fig. 5.5 in which E is more than two orders of magnitudes better preserved for incompressible than
for compressible flows. Similarly, also pe is better preserved in the incompressible case. Note that in
none of the cases the time series show a significant positive nor negative trend and that both m and
pv are preserved at machine precision.
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Figure 5.4: Solutions after 10 cycles of the GP1u– GP1h scheme for (i) quasi geostrophic (left) and (ii)
incompressible regime (right) on a mesh with Ne = 512 elements.

In Fig. (5.6) we illustrate the structure preserving nature of all split schemes for two different mesh
resolutions (left: N = 512; right: N = 1024). When comparing the relative errors in the QOI of
the different schemes for the same mesh resolutions with each other, we deduce that the errors are
more or less independent from the choice of metric equations (compare rows) and that with increasing

20



0 2 4 6 8 10
-1

0

1

ǫ
r  

e
to

t

×10 -10 SPLITv1h1

0 2 4 6 8 10
-5

0

5
ǫ

r m
a

s
s

×10 -15

0 2 4 6 8 10
-5

0

5

ǫ
r p

v

×10 -16

0 2 4 6 8 10

t/T

-5

0

5

ǫ
r p

e

×10 -10

0 2 4 6 8 10
-5

0

5

ǫ
r  

e
to

t

×10 -13 SPLITv1h1

0 2 4 6 8 10
-5

0

5

ǫ
r m

a
s
s

×10 -15

0 2 4 6 8 10
-5

0

5

ǫ
r p

v

×10 -16

0 2 4 6 8 10

t/T

-1

0

1

ǫ
r p

e

×10 -11

Figure 5.5: Time series of the quantities of interest for 10 cycles of the GP1u– GP1h scheme for (i)
quasi geostrophic (left) and (ii) incompressible regime (right) on a mesh with Ne = 512 elements.

resolution (compare left and right columns), the errors in the QOI converge to machine precision,
similarly to Fig. (5.3). We choose to present here only the more demanding compressible case, while
the corresponding QOI in the incompressible case are not shown as they are much better preserved
(all better then about 10−13 for N ≥ 512).

Given its very small CFL number (cf. [4]), we use for the GP0u– GP0h a mesh resolutions of
N = 128 (left) and N = 256 (right) with time step ∆t = 1.6870 · 10−05 days for a simulation time of
5 cycles (shown in the lower row of Fig. (5.6)). Only because of the use of courser resolutions, the
conservation of QOI is not as high as for the other cases. Namely, when using N = 1024 elements, E
and pe are preserved at the order of about 10−11 and 10−10, respectively, and when using N = 512
elements, they are preserved at the order of about 10−10 and 10−09, respectively, (determined via short
term runs). Hence, they behave analogously to the other split schemes. Note that for all cases shown
(and studied), the time series do not show a significant trend verifying the structure preserving nature
of these low order split FE schemes.

5.3 Case 3: Nonlinear advection

By keeping the surface elevation only partly in geostrophic balance while the surface elevation points
here upwards, surface waves with half the magnitude of the initial surface elevation are emitted and
propagate over the domain. In case of quasi geostrophic, hence compressible flows, these waves develop
shock-like structures because of nonlinear effects. We evaluate the schemes’ representation of the
nonlinear processes by studying the wave fronts and the small scale waves that develop around these
fronts in accordance with the discrete dispersion relation.

Initialization. The initialization is equivalent to TC 2 with the exception that the velocity field v
is only partly in geostrophic balance, i.e. we use

Menv0
n(0) =

1

2
· g
f

Denh0
n(0) and ũ0

n(0) = 0 (5.5)

for the initial surface elevation (5.3). We use the same spatial and time resolutions as above but
integrate only for up to 0.2 cycles, as the nonlinear effects lead to shocks that cannot be resolved
properly for much later times.

Results. In Fig. 5.7–5.9 we illustrate that the nonlinearity leads to the building of shocks in case
of compressible flows. For the given parameter choice, the wave fronts pile up around the fronts after
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Figure 5.6: Time series of the quantities of interest for 10 cycles (resp. 5 cycles) of the GP1u– GP1h,
GP1u– GP0h/GP0u– GP1h (resp. GP0u– GP0h) schemes for quasi geostrophic flows on mesh with
Ne = 512 (left) and Ne = 1028 elements (right) (resp. Ne = 128 (left) and Ne = 256 (right)).

a simulation time of about 0.2 cycles. At the wave fronts there develop oscillations that reflect the
corresponding dispersion relation, shown in Fig. 4.2. Namely, for the GP1u– GP1h scheme in Fig. 5.7
the highest wave numbers are not propagated (cf. ω00 in Fig. 4.2), hence the oscillations occur after
the fronts; for GP1u– GP0h/GP0u– GP1h in Fig. 5.9 and 5.10, the highest wave numbers are a little
faster then the analytically expected values (cf. curves for ω10 and ω01), therefore, the oscillations are
a little faster then the fronts; finally for GP0u– GP0h in Fig. 5.8, the highest wave number tends to
infinitely fast wave speed (cf. ω00), hence the oscillations are even much further ahead of the fronts
compared to the GP1u– GP0h/GP0u– GP1h cases. These results agree well with the expected behavior
imposed on the schemes by their discrete dispersion relations (and agree well with the discussion in
[4]). Note that, as the development of shocks is only visible in the height and the u velocity field, we
only show these plots here and skip the illustration of the v fields.

The results in Fig. 5.9 are obtained by using the Hsm from Eqn. (3.31) and in Fig. 5.10 by using
the smoothed Bernoulli function B0

n|sm from Eqn. (4.19). In more detail, whereas the GP1u– GP1h
and the GP0u– GP0h schemes permit to use the original version, the GP0u– GP1h is not stable for the
original Bernoulli function (4.16) and the GP1u– GP0h is not stable for the original flux terms (4.15)
here for this test case. Because these are exactly the cases in which the dispersion relations do not
support spurious modes, we expect the source of these instabilities to be in the kernel projections in the
metric equations between potentially not fully compatible chain complexes of FE spaces. However,
using the suggested smoothed fluxes and Bernoulli functions allows us to stabilize the schemes, as
illustrated. A more profound study on the stability of the schemes will be subject of future work.

For all split schemes, the relative errors of E and pe here for this demanding, strongly nonlinear
test case are at the order of about 10−04, or better, on a mesh with N = 512. We use the same time
step sizes as above. For higher spatial resolutions, the conservation properties get better, analogously
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to Fig. 5.3. Again, mass and potential vorticity are preserved at machine precision for all schemes.

800 1000 1200 1400 1600 1800

km

0.75

0.8

0.85

0.9

0.95

1

k
m

h(x, 0)

h̃
(1)
e (GP 1

u , GP 1
h )

h
(0)
n (GP 1

u , GP 1
h )

0 1000 2000 3000 4000 5000

km

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

k
m

800 1000 1200 1400 1600 1800

km

-1500

-1000

-500

0

k
m

/d
a

y

u(x, 0)

u
(1)
e (GP 1

u , GP 1
h )

ũ
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Figure 5.7: Fields with oscillations at the wave fronts for the GP1u– GP1h scheme in the quasi
geostrophic regime on a mesh with Ne = 512 elements and after a simulation time of t = 0.225T .

800 1000 1200 1400 1600 1800

km

0.75

0.8

0.85

0.9

0.95

1

k
m

h(x, 0)

h̃
(1)
e (GP 0

u , GP 0
h )

h
(0)
n (GP 0

u , GP 0
h )

0 1000 2000 3000 4000 5000

km

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

k
m

800 1000 1200 1400 1600 1800

km

-1500

-1000

-500

0

k
m

/d
a

y

u(x, 0)

u
(1)
e (GP 0

u , GP 0
h )

ũ
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Figure 5.8: Fields with oscillations at the wave fronts for the GP0u– GP0h scheme in the quasi
geostrophic regime on a mesh with Ne = 512 elements and after a simulation time of t = 0.225T .

6 Conclusions

We introduced a split one-dimensional y-independent slice model of the nonlinear rotating shallow
water equations and a corresponding split Hamiltonian form. Using the idea of the split FE method
of [4], we first introduced a general split FE discretization of arbitrary order for which we showed
conservation of energy, mass, potential vorticity and enstrophy. As concrete realization, we derived a
family of low order split P0-P1 schemes and we studied their properties related to topology and metric
for test cases of geophysical relevance.

Analytical calculations and simulations showed that the structure preservation is carried by the
topological equations independently from the metric equations. The latter, in turn, determine the
schemes accuracy, convergence, stability, and discrete dispersion properties. In this vein, we could
control occurring instabilities for a strongly nonlinear test case by using an alternative, smoothed
Hamiltonian. This modification did not negatively impacting on the conservation properties.

Besides these locally conservative discretizations that can easily be extended to higher dimensional
tensor product schemes, the major outcome of the manuscript is the following: by using the split
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Figure 5.9: Fields with oscillations at the wave fronts for the GP1u– GP0h scheme with HsmF in the
quasi geostrophic regime on a mesh with Ne = 512 elements and after a simulation time of t = 0.225T .
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Figure 5.10: Fields with oscillations at the wave fronts for the GP0u– GP1h scheme with B0

n|sm in the
quasi geostrophic regime on a mesh with Ne = 512 elements and after a simulation time of t = 0.225T .

equations and the corresponding split FE discretization method, a pure separation of topological and
metric equations can be translated from the continuous to the discrete level. Moreover, this splitting
accounts also for the schemes’ properties, namely the conservation of invariants descend from the
topological structure of the Poisson bracket while the metric properties relate to a concrete choice of
FE spaces that, in turn, determine the approximation of the Hamiltonian and its metric-dependent
functional derivatives.

Currently, we further extend the split Hamiltonian idea to other sets of equations of GFD, similarly
to [18]. Moreover, we will study higher dimensional tensor product schemes as direct extensions of the
abstract schemes introduced in Section 3 and we will also address general FE spaces on 2D and 3D
meshes. Alongside, alternative approximations of the metric equations will be studied to introduce
various structure-preserving primal-primal or primal-dual split schemes of different order of accuracy.
Here, the split FE approach provides an ideal framework as the structure preservation is not affected
by such modifications in the metric equations.
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A Derivation of the split 1D y-independent slice RSW model

The split covariant RSW equations in 2D read

∂

∂t
u

(1)
2d + q̃h?̃2dũ

(1)
2d + dB(0) = 0,

∂

∂t
h̃

(2)
2d + d (hũ

(1)
2d ) = 0, h̃

(2)
2d = ?̃2dh, ũ

(1)
2d = ?̃2du

(1)
2d (A.1)

with twisted potential vorticity function q̃ defined via q̃ h̃
(2)
2d = du

(1)
2d + fdx ∧ dy with Coriolis param-

eter f and with B(0) := gh+ 1
2(u

(1)
2d )2 the Bernoulli function. Note that bottom topography b can be

easily included in B(0) via g(h−b), but for simplicity, we do not consider it here. Then, the momentum
equations in a 2D coordinate representation read

∂

∂t
u(x, y, t)dx− q̃(x, y, t)h(x, y, t)v(x, y, t)d̃x+

∂

∂x
B(0)(x, y, t)dx = 0, (A.2)

∂

∂t
v(x, y, t)dy + q̃(x, y, t)h(x, y, t)u(x, y, t)d̃y +

∂

∂y
B(0)(x, y, t)dy = 0, (A.3)

where we used the relations −d̃x = ?̃2ddy and d̃y = ?̃2ddx and where x and y denote the spatial, and t
the temporal coordinates. To derive the 1D slice model, assume that all coefficient functions depend
on x and t only. Then,

∂

∂t
u(x, t)dx− q̃(x, t)h(x, t)v(x, t)d̃x+

∂

∂x
B(0)(x, t)dx = 0, (A.4)

while for the momenum equation in v when applying ?̃2d, there follows

∂

∂t
v(x, t)?̃2ddy + q̃(x, t)h(x, t)u(x, t)?̃2dd̃y +

∂

∂y
B(0)(x, t)?̃2ddy = 0, (A.5)

∂

∂t
v(x, t)d̃x+ q̃(x, t)h(x, t)u(x, t)dx = 0. (A.6)

The corresponding 1D continuity equation in coordinate representation reads

∂

∂t
h(x, t)d̃x+

∂

∂x

(
h(x, t)ũ(x, t)

)
dx = 0. (A.7)

To find a covariant representation of these coordinate versions, we note that for the Hodge star
in 1D ?̃1d = ?̃ we have ?̃d̃x = 1 and we introduce the 1-forms u(1) = u(x, t)dx, ṽ(1) = v(x, t)d̃x, and

h̃(1) := h(x, t)d̃x. This yields

∂

∂t
u(1) − ?̃ q̃(0)F (0)

vh
+ dB(0) = 0,

∂

∂t
ṽ(1) + ?̃ q̃(0)F̃ (0)

uh
= 0,

∂

∂t
h̃(1) + d F̃ (0)

uh
= 0, (A.8)

for F
(0)
vh := h

(0)
h v

(0)
h and F̃

(0)
uh := h

(0)
h ũ(0). As usual for the splitting, the metric equations close the set

of equations. Here they read

ũ(0) = ?̃u(1), ṽ(1) = ?̃v(0), h̃(1) = ?̃h(0). (A.9)
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B Standard and Hamiltonian form of the 1D slice RSW model

For the reader unfamiliar with the covariant or split form of the RSW equations, we introduce the 1D
slice model in (I) standard coordinate representation, cf. [27], and (II) in standard Hamiltonian form.

I.) For velocity components u(x, t), v(x, t), and height h(x, t), the 1D slice model in coordinate
representation reads

∂

∂t
u(x) + u(x)

∂

∂x
u(x)− fv(x) + g

∂

∂x
h(x) = 0,

∂

∂t
v(x) + u(x)

∂

∂x
v(x) + fu(x) = 0, (B.1)

∂

∂t
h(x) +

∂

∂x
(h(x)u(x)) = 0. (B.2)

Remark B.1. The derivatives of the steady state solution (independent of time t) of Eqns. (5.2) of
Section 5.1 yield

∂

∂t
v(x) = 0,

∂

∂t
h(x) = 0, and

∂

∂t
u(x) = 0 for fv(x) = g

∂

∂x
h(x). (B.3)

Putting them into (B.1) shows that (5.2) is in fact a steady state solutions of the 1D slice model.

II.) Alternatively to the advection form (B.1), a curl-form of the RSW equations exists (cf. [15]):

∂

∂t
u− qvh+

d

dx
(gh+

1

2
u2 +

1

2
v2) = 0,

∂

∂t
v + quh = 0, (B.4)

∂

∂t
h+

d

dx
(uh) = 0, qh = f +

d

dx
v, (B.5)

using fluid depth h(x, t), velocity u(x, t), v(x, t), Coriolis parameter f , and gravity g. Based on this
curl-form, a standard Hamiltonian form can be introduces as follows. For a Hamiltonian

H =

∫
1

2
h(u2 + v2) +

1

2
gh2dx, (B.6)

the equations of motion for the 1D slice model follow from the structure

∂

∂t

 u
v
h

+

 0 −q d
dx

q 0 0
d

dx 0 0

 δH
δu
δH
δv
δH
δh

 = 0 (B.7)

with the definition of q as given above. The latter formulations can equivalently be written in an
almost Poisson bracket, as done for the split schemes in the main text.

Remark B.2. For a fixed orientation and by substituting the metric into the topological equations,
it is straightforward to show that the split equations, derived in Section A agree with the standard
equations (B.4).

C Linearization of the split RSW equations

We derive the linearization of the split RSW equations from the Hamiltonian, linearized around

background height H and u
(1)
h = ṽ

(1)
h = 0, i.e.

H[u
(1)
h , ṽ

(1)
h , h̃

(1)
h ] = 〈u(1)

h (x), ?̃Hũ
(0)
h 〉+ 〈ṽ(1)

h , ?̃Hv
(0)
h 〉+ 〈h̃(1)

h , ?̃gh
(0)
h 〉,

with metric equations (3.2). This give the functional derivatives:

?̃
δH
δh̃

(1)
h

= (gh
(0)
h ), ?̃

δH
δu

(1)
h

= (Hũ
(0)
h ), ?̃

δH
δṽ

(1)
h

= (Hv
(0)
h ), zero else.
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The dynamics are given by the almost Poisson bracket (3.3) for the linearized q̃
(0)
h = f/H̃ as

d

dt
F = 〈χ(1)

h ,
∂

∂t
u

(1)
h 〉 = −〈χ(1)

h , g dh
(0)
h 〉+ 〈χ(1)

h , ?̃q̃
(0)
h Hv

(0)
h 〉 ∀χ

(1)
h ,

d

dt
F = 〈χ̃(1)

h ,
∂

∂t
ṽ

(1)
h 〉 = −〈χ̃(1)

h , ?̃q̃
(0)
h Hũ

(0)
h 〉 ∀χ̃

(1)
h ,

d

dt
F = 〈χ̃(1)

h ,
∂

∂t
h̃

(1)
h 〉 = −〈χ̃(1)

h , H d ũ
(0)
h 〉 ∀χ̃

(1)
h .

(C.1)
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