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Abstract

In order to predict the behavior of a biological system, one common approach is to perform a simulation on a dynamic model. Boolean networks allow to analyze the qualitative aspects of the model by identifying its steady states and attractors. Each of them, when possible, is associated with a phenotype which conveys a biological interpretation. Phenotypes are characterized by their signatures, provided by domain experts. The number of steady states tends to increase with the network size and the number of simulation conditions, which makes the biological interpretation difficult. As a first step, we explore the use of Formal Concept Analysis as a symbolic bi-clustering technics to classify and sort the steady states of a Boolean network according to biological signatures based on the hierarchy of the roles the network components play in the phenotypes. FCA generates a lattice structure describing the dependencies between proteins in the signature and steady-states of the Boolean network. We use this lattice (i) to enrich the biological signatures according to the dependencies carried by the network dynamics, (ii) to identify variants to the phenotypes and (iii) to characterize hybrid phenotypes. We applied our approach on a T helper lymphocyte (Th) differentiation network with a set of signatures corresponding to the sub-types of Th. Our method generated the same classification as a manual analysis performed by experts in the field, and was also able to work under extended simulation conditions. This led to the identification and prediction of a new hybrid sub-type later confirmed by the literature.
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1. Introduction

Systems biology aims to understand how the interactions between cellular components determine the cell response to environmental perturbation by external stimuli. Historically, two main approaches have been developed to take into account the dynamical behavior of a regulatory network. Inspired by modeling technics used in physics, continuous models based on differential equations are widely used to investigate the role of circuits in regulatory and signaling networks, as well as the fluctuations of concentrations over time. Notice however that model calibrations are difficult and require a large set of quantitative experimental measurements which are hardly available in the context of regulatory interactions [23, 24, 7]. Another weakness of continuous and stochastic modeling technics is that they implicitly assume that reactions follow mass action kinetics, although regulatory interactions have been observed and measured to be rather similar to switches, or at least very sharp in terms of responses [35, 8].

To overcome these limitations, discrete frameworks have been introduced to describe the response of regulatory networks. A first class of synchronous models associate the gene or protein states to binary variables whose values are controlled by the binary values of their regulators [16]. This approximation of regulation appeared to be overly simplistic because it does not take into account the possibly different time-scales occurring in regulatory networks, nor the fact that a component might act differently according to its level of expression or activation. Multi-level and asynchronous logical formalisms, the so-called Thomas models [30, 31], have been proved to be accurate for modeling regulatory systems because they capture the main features of the different time-scales in regulatory processes with asynchronous and non-deterministic formalisms [23, 2].

An output of the study of a logical network by multi-level and asynchronous logical formalisms is the enumeration of its steady states and more generally the study of its attractors [14]. This feature has been widely used to link models of regulations with phenotypes, especially in health-related applications. In [10], it was proved that the attractors of a mammal cell-cycle in several perturbed conditions were in agreement with known phenotypes in the literature. The steady states and attractors of a logical model were also proved to fit with genotyping information in [25]. Finally, in [22, 1], the authors studied a network of T-helper lymphocytes and evidenced that the steady states of the network in several environmental or gene-deletion/activation conditions were in agreement with observed clinical phenotypes. These phenotypes were either generic (proliferation, apoptosis...) or were more specific and described subtle differences in cancer cell-types.

All these studies establish a link between some phenotypes (especially in cancer situations) and the steady states of a logical network. In concrete terms, this link provides a signature for each phenotype, that is, a set of biological markers present in the steady states whose activation is characteristic of the phenotype.

Notice however that the concept of signature is loosely defined in the literature depending on the context. A phenotype signature is generally defined as
the set of master genes or proteins characterizing this phenotype. Signatures can be computed according to gene set enrichment analysis and gathered in databases such as SigDB [18]. They can also be computed to focus on causality effects if logical networks are available [27, 17, 11]. However, most of the time, signatures are refined manually by clinicians or biological experts in order to be more accurate and discriminate cell-types according to a few biomarkers. This is for example the case of CD4 T helper cells (Th cells) for which several cell-types have been identified (Th1, Th2, Th17, Th9, Th22). The heterogeneity of Th cells is closely related to signals from the microenvironment; typically IL-12 is required for the development of Th1 cells; IL-4/IL-2 drive the development of Th2 subtype, and TGFβ induces the differentiation of Th17 cells as well as T regulatory (Treg) cells. Moreover those main Th cells subtypes are associated with very specific biomarkers. Indeed Th1, Th2, Th17 are characterized by the expression of T-bet, Gata3 and RORgt respectively; while Treg cells are characterized by Foxp3 expression. Yet, Th cells present a certain degree of plasticity, and notably they can adopt hybrid phenotypes.

Hybrid phenotypes can appear when the biomarkers of several signatures are measured simultaneously in the same cell-type [9]. For instance the Th1-Th17 subtype expresses both T-bet and RORgt master regulators and produces both INFg and IL-17. Therefore, links between signatures, phenotypes and steady states in logical models become intricate as soon as the network size increases. In this situation, classification methods such as hierarchical clustering [36] highlight the main links between signatures and phenotypes, but fail to describe all the possible variants and hybrids that co-exist with the main clusters.

Our study aims at developing an automatic method to classify the steady states of a logical network according to a given family of phenotypes. These phenotypes are defined by their own signatures that can be either a single master gene or more generally a pattern of activated biological compounds (genes, proteins or markers). Our framework allows a systematic exploration of the links between phenotypes signatures and values of genes in the steady states of a Boolean network.

It relies on a classification of the steady states using a hierarchical structure derived from Formal Concept Analysis (FCA), a data analysis method handling binary matrices [13]. In our case, we focus on the analysis of matrices describing the list of activated compounds in steady states. The FCA method produces a lattice, representing in a hierarchical way associations as bi-clusters of specific nature, named concepts. Each concept is made of a subset of rows (in our cases, steady-states) which exhibit similar characteristics across a subset of columns (in our case, the compounds shared by the steady-states). By studying concepts associated with signatures of phenotypes, thanks to this hierarchical structure, we can perform a systematic characterization of biological compounds which are always paired with the signature’s master genes or proteins according to the Boolean network. Hybrid phenotypes can also be characterized in association with all their possible variants. This is illustrated on several models representing the differentiation of LTh cells [26, 22, 1]. Interestingly, the classification enables the identification of novel hybrid types together with the simulation conditions
that generated them.

2. Organizing the steady states of a Boolean network into a lattice

2.1. Network representation and simulation

R. Thomas has proposed a logical formalism [30, 31] to model regulatory networks. It is based on two directed graphs and a system of logical rules coding for the network dynamics. The interaction network is represented by a regulatory graph (RG), whose nodes stand for the biological compounds of the system, and edges stand for the interactions between these components (transcriptional activation or inhibition). In this work, we distinguish two types of nodes, external nodes (also called input nodes) and internal nodes. External nodes represent the input of the conditions of simulation. These compounds can not be regulated during the dynamics but their values can be fixed. To each internal compound are attached (1) a discrete variable representing the expression of the biological compound qualitatively (its state). We consider here only Boolean variables; (2) a logical function depicting the evolution of the component with respect to the states of its regulators. If the values of the internal compounds are specified at the beginning of the simulation, this state is called an initial state. The State Transition Graph (STG) represents the discrete dynamics; nodes are the states of the system, and transitions link two consecutive states [30]. Hence, the STG encompasses all the possible trajectories with respect to the set of logical functions parametrizing the RG under the asynchronous hypothesis (i.e. only one component differs between two consecutive states). Attractors -i.e. terminal strongly connected components of the STG- are parts of the STG where the system stabilizes, interpreted as the long-term behavior of the system. There are two types of attractors: steady states and cyclic attractors, according to whether they are made up of one or several states.

Once the regulatory graph and its logical rules are defined, it is possible to run simulations specifying (or not) initial conditions using GINsim [14]. This software offers several functions such as the computation of all steady states, the reduction of the model based on a compressed STG, and various simulations according to pre-specified mutations. We have implemented a Python script that generates and extracts all the steady states of a model encoded in GINsim. Steady states are represented as rows of a Boolean matrix, whose columns correspond to the genes/proteins. The (i, j)-th coefficient of the matrix is equal to 1 if and only if the component j is expressed in the steady state i. An example is shown in Fig. 1.

2.2. Formal Concept Analysis (FCA)

Our goal is to compare the steady states of a logical network over multiple simulations with different initial conditions. Moreover we are interested in an exhaustive enumeration of possible clusters of states without a priori. This involves, in particular, managing cluster overlaps.
Figure 1: Small-scale network controlling the differentiation of Lymphocyte T helper (Th) with two input environments (data extracted from [26]).

(a) The network (has 11 internal compounds (gray nodes) and one external compound IL12 (green node)). Yellow labels give the logical function of each compound. Activations are represented by green arrows and inhibition by red arrows.

(b) Input conditions used during simulation. The two values of the external node or input IL12 correspond to the stimulation or not of this gene.

(c) Matrix crossing compounds and steady states with the conditions of stimulation (value 1 for an activated compound in a state, 0 otherwise): the first condition of stimulation (IL12=0) generated the three steady-states $s_1$, $s_2$ and $s_3$ whereas $s_2$ and $s_4$ are the two steady-states which can be accessed with the condition IL12=1. In both cases, the convergence of the dynamics to one or the other steady-states depends on the initial state of the internal nodes.
Figure 2: Example of a concept lattice. Table (a) describes a relation between the set of objects $G = \{g_1, g_2, g_3\}$ and the set of attributes $M = \{m_1, m_2, m_3\}$. Concepts are nodes in the graph (b) labelled with subsets of $G$ and $M$, drawn with LatViz [3]. For instance, the top left is $(\{g_1, g_2\}, \{m_1\})$. Indeed, both $g_1$ and $g_2$ are in relation with $m_1$, and it is not possible to add $g_3$ ($g_3 \times m_1$ is lacking), $m_2$ ($g_1 \times m_2$ is lacking) or $m_3$ ($g_2 \times m_3$ is lacking). Similarly, the seven other formal concepts are $(\{g_1, g_2, g_3\}, \{\}\cdot)$ -top-, $(\{g_2, g_3\}, \{m_2\})$, $(\{g_1, g_3\}, \{m_3\})$, $(\{g_2\}, \{m_1, m_2\})$, $(\{g_1\}, \{m_1, m_3\})$, $(\{g_3\}, \{m_2, m_3\})$ and $(\{\}, \{m_1, m_2, m_3\})$ -bottom-. They are organized in a lattice according to the set inclusion relationship between objects.

Formal Concept Analysis (FCA) is a widely used data analysis technique that can be used for this purpose. In its most simple form, concepts formalize the duality extension and intension by extracting, from a binary relation between a set of objects and a set of attributes, the maximal subsets of objects that share the same subset of attributes [12]. Causality relations can be investigated within a lattice structure (Galois connection) by subconcept-superconcept relations. In bioinformatics, it has been used to derive phylogenetic relations among groups of organisms [19] and to exhibit clusters in large-scale interaction networks [5, 34].

In the following, objects are steady states of a Boolean network, and attributes are activations of biological compounds.

Formally, a data table allows building a context $(G, M, I)$ where $G$ (objects) and $M$ (attributes) are two finite sets and $I \subset G \times M$ describes a relation between $G$ and $M$. The set of attributes shared by all elements of $A \subset G$ is denoted by $A' = \{m \subset M | A \times \{m\} \subset I\}$. Similarly, the set of objects sharing all the elements of $B$ is denoted by $B' = \{g \in G | \{g\} \times B \subset I\}$. The pair $(A, B)$ is called a formal concept if $B = A'$ and $A = B'$, $A$ being the extent and $B$ the intent of the concept. Additionally, the extent and the intent are closed sets, i.e $A = A''$ and $B = B''$. Equivalently and more intuitively, $(A, B)$ is a formal concept precisely when every object in $A$ is in relation with every attribute in $B$ and it is not possible to add an element to $A$ or $B$ without breaking this property. For instance, for the relation shown in Fig.2, the concept lattice is
a Boolean lattice with $2^3$ nodes. The formal concept associated with $m_1$, is \((\{g_1, g_2\}, \{m_1\})\) and none of the elements $g_3$, $m_2$ and $m_3$ can be added to the concept. In this work, formal concepts identify all sets of states that share the same biological elements.

For a set of objects $A \subset G$, we associated to $A$ an attribute concept, that is, the smallest formal concept which contains $A$, that is to be, $(A'', A')$. Dually, for a set of attributes $B \subset G$, the object concept is the largest formal concept which contains $B$, that is to be $(B', B'')$. This allows us to identify either all the steady states sharing the same features, or all the biological elements characterizing a set of steady states. For the relation shown in Fig.2, there are six non-trivial formal concepts.

A partial order is defined over the family of formal concepts by $(A_1, B_1) \leq (A_2, B_2) \iff A_1 \subset A_2$ (or equivalently $B_2 \subset B_1$). The set of concepts forms a lattice. It means that every pair $(A_1, B_1), (A_2, B_2)$ of formal concepts has a greatest common subconcept $(A_1 \cap A_2, B_1 \cup B_2)'''$, the meet and a lowest common superconcept $(A_1 \cup A_2)'', (B_1 \cap B_2)$, the join. The lattice can be represented as a graph. As shown in Fig.2b, formal concept are represented by a node in this graph. The top node is the concept with all objects and the bottom node is the concept with all attributes.

The lattice provides information about the impact of the addition or the deletion of objects or attributes over the classification process. More precisely, the structure of the concept lattice is suitable for capturing causalities through the use of implications and associations rules extracted from the lattice [13]. Without entering into details, we will implicitly use these causalities in the following section to explore the lattice associated with a Boolean network.

### 2.3. Building a lattice from a family of states in a Boolean Network

In the following, the term “compound” encompasses a gene, a protein or a biological compound. All are nodes in the regulatory network. In the following, the term “node” will refer to a formal concept in the lattice.

Let $\phi$ be a Boolean Network (BN) over a set of compounds $V$ with values in \(\{0, 1\}\). Let $S \subset \{0, 1\}^{|V|}$ be a family of steady states of $\phi$ (in general, it could be any subset of states). We define the relation $I$ on $S \times V$ by setting that $(s, v) \in I$ if and only if $v$ is activated in steady state $s$.

From context $(S, V, I)$ we build a lattice of formal concepts. As an example, Fig. 3 shows the formal context associated with 10 states of a BN. As shown in Fig. 3(b), a hierarchical clustering approach applied to the considered table highlights the role of the cluster \(\{s_2, s_3, s_5, s_6, s_7, s_9\}\). A follow-up manual analysis suggests that the system’s states are the states for which the compounds \(\{b, c, g, i, l\}\) are simultaneously activated. On the contrary, the associated formal concept lattice in Fig.3(c) provides an exhaustive view of all existing relations between states and compounds. It contains 26 concepts corresponding to 26 subsets of objects which exhibit similar characteristics across their associated subset of attributes. This enables the reconstruction of associations. For instance, the red concept associated with \{d\} contains states.
Figure 3: 10-states matrix of a Boolean network and comparison between FCA and UGPMA clustering (a) steady states are structured into a matrix where columns are compounds and rows states of the system. A compound is activated in a state if the corresponding cell in the matrix is checked ($\times$). (b) Hierarchical clustering of states based on the Jaccard and symmetric distances. The blue frame characterizes the main common cluster, associated with the signature $\{b, c, g, i, l\}$. (c) Concept lattice derived from the matrix. The concept associated with $\{d\}$ is the red concept with objects $\{s_2, s_5, s_6, s_7, s_8, s_{10}\}$. These are the states for which the compound $d$ is activated according to the table. The dark blue concept is associated with the signature $\{b, c, g, i, l\}$. It describes the family of six states for which the 5 compounds in the signature are activated. We notice that no formal concept contains the family of 4 compounds $\{b, c, i, l\}$. This means that the fifth compound $g$ is always activated whenever the four compounds $b, c, i, l$ are activated. and it should be added to the signature. There are five light blue concepts below the formal concept associated with $\{b, c, g, i, l\}$. They are called variants and can be automatically identified using the lattice structure.
\{s_2, s_5, s_6, s_7, s_8, s_{10}\}$: they are the states for which $d$ is activated according to the table. Similarly, the lattice shows that the formal concept associated with $\{b\}$ (dark blue node in the lattice) has $\{b, i, l, c, g\}$ as set of attributes, which corresponds to the compounds identified above by post-processing the result of the clustering methods. Because there does not exist a formal concept (or node) with only $\{i\}$ or $\{l\}$, this means that $b$, $i$ and $l$ cannot be distinguished according to the relation provided by the table: they have similar columns. In the FCA formalism, we have there attribute equivalences ($b$ is equivalent to $i$ which is equivalent to $l$) and implication rules $b, g, i, l \Rightarrow c$ and $b, c, i, l \Rightarrow g$. Such an information, which is highly valuable for the study of dependencies in a network, cannot be obtained with clustering approaches and will be exploited all along our study.

As shown in this example, the main advantage of the lattice structure is to gather an exhaustive representation of the state families, and their inclusion relations, according to the activated compounds they have in common: instead of using a strong statistical signal it rather explores all dependencies between states and compounds, allowing these dependencies to be propagated along the lattice in order to investigate the role of the deletion or the addition of an activated compound in the clustering process.

3. Exploring the lattice of steady states according to biological signatures of phenotypes

3.1. Refinement of signatures according to phenotype knowledge

As stated in the introduction, it is common to interpret the different attractors of a model through one or several signatures, that is, sets of proteins or genes whose simultaneous activation is interpreted as a characteristic of a particular phenotype. In the following, we will denote by $S_g = \{v_1, ..., v_n\} \subset V$ a phenotype signature, possibly provided by an expert.

A first added-value of FCA is to allow a systematic interpretation of the steady states with respect to a signature $S_g$. As the signature $S_g$ is a set of compounds, it can be associated to a unique nearest concept in the lattice, that is, the formal concept whose set of attributes contains all the biological compounds of $S_g$ and is minimal with respect to this property. As an example, let us assume that a phenotype is characterized by signature $\{b, c, i, l\}$. The lattice depicted in Fig.3(c) highlights that the greatest formal concept which contains these compounds as attributes is $\{s_2, s_3, s_5, s_6, s_7, s_9\} \times \{b, c, g, i, l\}$. This concept conveys two informations. First, it points out to the six states that satisfy the signature. According to the notations introduced in Sec. 2.2, these states correspond to $\{b, c, i, l\}' = \{b, c, g, i, l\}'$. Second, it states that the activation of the compound $g$ occurs whenever the 4 biological compounds in the signature are activated. These compounds correspond to $\{b, c, i, l\}$'. As a matter of interpretation, this suggests that a refined signature, with the family of studied phenotypes (i.e., states), is $\{b, c, g, i, l\}$.

Based on this example, we define a refined signature of $S_g$ according to the set of steady states $s$ to be the minimal set of attributes of the formal
3.2. Variants

As explained above, the signature of a phenotype is the set of master genes or proteins characterizing this phenotype. Clearly, it may appear that several cells share the same master genes - and thus have the same canonical phenotype - although they differ by other “minor” (i.e. not master) components. Thus, the set of cells associated with a phenotype may contain subclasses, characterized by a subset of minor components. They constitute variants of the same canonical class. We extend the notion of refined signature to variants: we formally define the variants of a signature to be sets of attributes associated with concepts that are smaller than the concept associated with the refined signature and contain at least two states (to avoid signatures specific of a single state).

In the example depicted in Fig.3(c) for instance, starting from the biological signature \( \{b,c,i,l\} \), we obtained the refined signature \( \{b,c,g,i,l\} \), and this signature has five variants. The formal concept \( \{b,c,e,g,i,l\} \times \{s_3,s_9\} \) allows stating that \( \{b,c,e,g,i,l\} \) is the variant signature corresponding to the activated compounds shared by the states \( s_3 \) and \( s_9 \). Other variants are provided by concepts \( \{b,c,g,i,k,l\} \times \{s_2,s_3\} \), \( \{b,c,d,g,i,l\} \times \{s_2,s_5,s_6,s_7\} \), \( \{b,c,d,g,h,i,l\} \times \{s_5,s_6\} \) and \( \{b,c,d,f,g,i,j,l\} \times \{s_2,s_5,s_7\} \). This example illustrates that variants defined by the FCA framework correspond to all combinations of minor components shared by several phenotypes which satisfy the signature, and they eventually facilitate the understanding of the role of these additional markers. In Fig.3(b), we computed the supervised classification obtained with UGPMA clustering based on two metrics, Jaccard and symmetric distance for the 10 considered states. As shown in this clustering, the main signature \( \{b,c,e,g,i,l\} \) can be easily identified (blue frame) and is related to one specific node of those hierarchical trees. Variants are the sub-clusters contained in this blue frame depicted by the nodes. We notice that three variants are identified by both approaches: \( \{b,c,e,g,i,l\} \times \{s_3,s_9\} \), \( \{b,c,d,g,i,l\} \times \{s_2,s_5,s_6,s_7\} \), \( \{b,c,d,f,g,i,j,l\} \times \{s_2,s_5,s_7\} \). They are all variants/clusters found in the UGPMA clustering. However, some variants like \( \{b,c,g,i,k,l\} \times \{s_2,s_3\} \) and \( \{b,c,d,g,h,i,l\} \times \{s_5,s_6\} \) can not be recovered in the hierarchical clustering. This illustrates the impact of the metric used in hierarchical clustering in terms of interpretation and classification. FCA uses a combinatorial approach rather than a statistical-based selection and performs a complete enumeration of possible variants for a given phenotype (or signature).

3.3. Identifying hybrids of several phenotypes characterized by their signatures

In this section, we will explain how FCA is suitable also for the analysis of sets of signatures. We assume that the steady states reached from different simulation conditions correspond to different canonical cell types, each associated
Figure 4: Hybrid of two cell-types characterized by their signatures

(a) A Boolean matrix, the activated genes or proteins of the states of a Boolean network. A first phenotype is characterized by the biological signature \(\{b, c, i, l\}\) (blue). Its refined signature is \(\{b, c, g, i, l\}\), shared by states \(\{s_2, s_3, s_5, s_6, s_7, s_9\}\). A second phenotype signature is characterized by \(\{d, j\}\) (red). Its refined signature is \(\{d, f, j\}\), shared by \(\{s_2, s_5, s_7, s_8\}\).

(b) Hierarchical clustering (average linkage) obtained from 2 distance matrices computed from the binary table (Jaccard and symmetric difference distance). The blue frame represents the set of states associated with the first signature and the red frame the set of steady states associated with the second signature. None of the metrics shows the link between \(s_8\) and \(\{s_2, s_5, s_7\}\).

(c) Concept lattice associated with the matrix according to FCA. The concept associated with signature \(\{b, c, i, l\}\) is in dark blue, the concept associated with the second signature \(\{d, j\}\) is in red and the concept associated with the hybrid is in purple.
with a biological signature characterized by master genes or proteins. According to the definitions introduced in the previous sections, each biological signature can be extended to a contextually-refined signature and can be enumerated.

One should notice that the definition of the refined-signature and the variants depend on the simulation conditions of the network. It has been observed in several studies that by modifying inputs (environments) and/or initial conditions, one may obtain steady states with more than one master gene [22], and possibly hybrid steady states for which several master genes associated with different cell-types signatures are activated. This corresponds to the concept of hybrid cell types in the literature [28, 20]. For instance, [28] showed that a subpopulation of dendritic cells shared several surface markers with macrophages and appeared in the tumor microenvironment.

We define hybrid concepts to be concepts which are variants of at least two different cell-type signatures. We create a new hybrid cell type from two cell types $t_1$ and $t_2$ if and only if the meet $C_1 \land C_2$ of concepts $C_1$ and $C_2$, containing the refined signatures of $t_1$ and $t_2$, differs from the smallest concept in the lattice (bottom). The signature of the hybrid cell-type is the set of attributes of $C_1 \land C_2$.

By construction, all genes and proteins in the signature belong to both $t_1$ and $t_2$ signatures. This concept itself may have variants, which are variants common to $t_1$ and $t_2$.

Fig. 4 is an extension of the example shown in Fig. 3. In this case, in addition to the cell-type defined by signature \{b, c, i, l\}, we consider another cell-type characterized by signature \{d, j\}. First, if we look at the UPGMA clustering [4], it appears that \{d, j\} (red frame) is not identified by any of the metrics. Indeed, the steady state $s_8$ is isolated. However, the lattice shows that this second cell type has extended signature \{d, f, j\} (red concept), with one variant, \{b, c, d, f, g, i, j, l\} (purple concept). Importantly, this variant is also a variant of the first cell-type (blue concept). Therefore, both cell-types have an hybrid, with signature \{b, c, d, f, g, i, j, l\}. It differs from cell type \{d, j\} by forcing the activation of \{b, c, g, i, l\} and from cell type \{b, c, i, l\} by forcing the activation of \{d, f, j\}. Interestingly, this cell-type has itself four variants which have no common compound with the hybrid and are called canonical variants to the cell-type \{b, c, i, l\}.

Together, the FCA framework allows the computation of all hybrid signatures for any family of signatures. Note that given a number of cell types $n$, the number of their variants can be exponential in $n$ but the number of hybrids can be at most quadratic in $n$. In biological applications, hybrids are expected to be scarce and therefore may be easily analyzed manually.

### 3.4. Implementation

We implemented a python package Foclass to compute the concept lattice associated with a Boolean Network (available at https://github.com/mwery/Foclass). The Python package takes as input a Boolean Network together with simulation conditions formatted as a GINsim archive and a list of biological signatures provided as a text file. Those signatures are a set of activated genes associated with a biological phenotype as in [22]. The aim of the pipeline is to
automatically classify all the steady states generated from the BN, according to
the signatures and using the FCA.

The \texttt{ginsimToInputFile} command computes steady states for a given Boolean
network. To that goal, the GINsim software (command line interface) computes
all the steady states and the script generates the resulting matrix crossing states
and compounds (genes or proteins). Each cell contains a Boolean value stating
the presence of a compound in a state.

The \texttt{analysisFCA} command performs the FCA on the matrix: steady states
are objects, compounds are attributes, null values are empty cells. The list
of concepts is computed with a dedicated Python package and can be used to
classify steady states. In order to improve the performances of the algorithm, the
computation focuses on the list of concepts and omits the lists of relations within
the lattice. This command analyses the set of formal concepts according to the
classification of signatures. The family of input signatures is extended based
on the network phenotypes provided by the GINSim simulation by selecting
concepts with the smallest set of compounds containing this signature. Concepts
associated with hybrid phenotypes are then listed, allowing for the classification
of all steady states which either satisfy a single canonical signature or belong
to hybrid phenotypes. The full exploration of the set of formal concepts also
enables computing the number of variants – formal concepts that contain, at
least, the signature in their attributes – for canonical and hybrid signatures.
When the numbers of objects is less or equal than 300, the lattice can be drawn
to show canonical and hybrid signatures.

4. Application to Th cells differentiation - Exhaustive and automatic
study of hybrid phenotypes

We evaluate our tool on the Th cell differentiation process. Indeed, this well
studied differentiation process generates a large number of different canonical
cell types characterized by a (set of) master genes, proteins, or markers which
constitute the cell type signatures. The different phenotypes have been proved to
be associated with several conditions of simulations of logical networks of various
complexities. They therefore provide a relevant case-study to demonstrate the
added-value of FCA-based analyses.

4.1. Biological context

T helper cells are lymphocytes that mature in the thymus and play a cen-
tral role in the adaptive immune system. There are several subsets of Th cells;
each type has been shown to express different cytokine profiles driving different
immune response. Three main canonical cell types were first identified [21] :
Th0 the naive form; Th1 a pro-inflammatory type which expresses the specific
transcription factor T-bet and produces IFN-γ; and Th2, involved in allergic
responses, which is induced by GATA3 expression and produces several inter-
leukines (IL4, IL5). Over the last decade, several additional Th subtypes have
been discovered : regulatory T cells (Treg), which depend on FOXP3 expres-
sion, and Th17 cells, induced by RORγT expression [32]. More recently, three
additional subsets have been characterized [15, 6]. Th9 is linked to PU.1 expression and can be differentiated both from Th2 with stimulation of TGFβ and from Th0 with combination of TGFβ and IL-4. Th22 can be induced by stimulation of Th0 with TGF-β and IL-4 which drive STAT3 expression. Finally, T follicular helper cells (TFH) depend on several cytokine stimulations which cause BCL-6 expression.

4.2. Identification of variants in a small case study

![Diagram](image)

**Figure 5:** Concept lattice associated with the small-scale network controlling the differentiation of Lymphocyte T helper (Th). This network was described in Fig. 1 together with the four steady states reachable in two simulation conditions. (a) Definition of the signature for each cell type. Th1 and Th2 are characterized by the expression of a single master regulator. The signature of Th0 is empty since it reflects the absence of expressed protein. (b) Concept lattice generated from the matrix with compounds (attributes) in blue frame and states (objects) in orange frame. The two red hatched rectangles represent the two formal concepts associated with the signatures of Th1 and Th2. The orange hatched rectangle shows the formal concept associated with the variant of Th1.

Different models have been developed aiming at understanding the differentiation into each Th type under microenvironment change, and particularly in Boolean or multilevel framework [26, 22, 1]. As a first approach, [26] introduced a simplified model of the transcriptional regulatory network involved in the differentiation of CD4+ naive T lymphocyte (Th) into Th1 or Th2, two active forms (Fig. 1(a)). Those two differentiated cell-types are triggered by two master genes (transcriptional factors): Tbet for Th1 and GATA3 for Th2 (Fig. 5(a)). This network includes 12 Boolean internal components and one input component, IL12, which represents the cellular environment and is known to induce the differentiation of Th0 into Th1 or Th2 (Fig. 1(a)). Dynamical simulations can be performed for each possible value of input (IL12=0 and IL12=1) (Fig. 1(b)). They lead to that four different steady states, shown in Fig. 1(c) and in the associated concept lattice in Fig. 5(e). According to the lattice and
the definitions introduced in the previous section the original signature of Th1, \( \{ \text{Tbet} \} \), can be extended by the refined signature \( \{ \text{IFN}\gamma, \text{SocS1}, \text{Tbet} \} \). In addition, this cell-type has a single variant, associated with refined signature \( \{ \text{IFN}\gamma, \text{SocS1}, \text{Tbet}, \text{IL12R}, \text{STAT4} \} \). This is in agreement with the biological role of the minor component \( \text{STAT4} \) later confirmed in the literature. For instance, Thieu et al. showed that \( \text{STAT4} \) is required during the differentiation process of Th1 in order to achieve a complete phenotype [29]. On the left side of the lattice, the cell type Th2 (GATA3), associated with a single steady state has the refined signature \( \{ \text{GATA3}, \text{IL4}, \text{IL4R}, \text{STAT6} \} \).

### 4.3. Comparing the impact of different simulation conditions

Let us notice, however, that this network is no longer suitable to study the other subtypes (Treg and Th17). Indeed, the two transcriptional factors that regulate Treg and Th17 (FOXP3 and ROR\(\gamma\)T) are not involved. Also, the network does not take into account the influence of other external stimuli implied in Treg and Th17 regulation. A larger network was defined in order to understand the role of the microenvironment [22]. More precisely, Naldi et al. [22] have integrated transcriptional pathways to enrich the model of Th differentiation. The extended model encompasses 65 components and is controlled by 13 inputs representing external environmental stimuli (see Fig. 6(a)). In their study, the authors tested several input combinations (see Fig. 6(b)) and evidenced that the dynamical simulations generated 38 steady states (see Fig. 6(d) - Condition 1). For each phenotype (cell type) a signature was introduced corresponding to the expression of one master regulator of the network (Tbet, GATA3, FOXP3 or ROR\(\gamma\)T for, respectively, Th1, Th2, Treg and Th17) (Fig. 6(c)). Moreover, the authors set up the initial state which represents the Th0 type. One of the main results of Naldi et al.’s publication was a classification table for the steady states of the system which was derived from the pre-determined signatures. With the table, subtypes of Th cells were introduced and characterized by sub-patterns of expressed proteins.

Our methods and tool allowed us to perform several simulations of Naldi’s network [22]. First, we used the input conditions introduced in [22] (8 environment conditions described in Fig. 6(b)) and generated the 37 steady states that can be reached from the Th0 initial state. The lattice generated by the FCA contained 59 concepts (Fig. 7). Among them, we checked that all hybrids identified in [22] effectively corresponded to a hybrid concept as defined in our formalism. As expected and shown in Fig. 6(e), the 38 steady states could all be automatically characterized to satisfy either a canonical signature (4 steady states for Th0, 12 steady states for Th1, 6 steady states for Th2, 1 steady state for Th17 and 1 steady state for Treg) or a hybrid signature (4 steady states for Th1-Th17, 1 steady state for Th1-Treg, 3 steady states for Th2-Th17, 2 steady states for Th17-Treg, 2 steady states for Th17-Treg and 1 steady state for Th2-Th17-Treg).

In order to study the influence of initial conditions on results, we simulated the network with the same input conditions (8 environmental stimuli) but by
Figure 6: Network controlling the differentiation of Lymphocyte T helper (Th) with the input environments used for the dynamics simulation and the signatures for the classification. Those data were described in [22]. (a) Reduced network of the differentiation of Th (35 components). Gray nodes correspond to internal compounds and green to the 13 inputs components. Activation regulations are represented with green arrows and indirect interactions resulting from the reduction are dotted arrows. Inhibitions are represented with red arrows. (b) Configuration of the input conditions used during simulation. Each row corresponds to one combination of inputs used for the simulation. (c) Initial signature for each cell type. Each row corresponds to one signature with the expression of one master regulators. The signature of Th0 is empty. However, some components in the system might be expressed. (d) Summary for the comparison of different simulation conditions of the network.
Figure 6: Network controlling the differentiation of Lymphocyte T helper (Th) with the input environments used for the dynamics simulation and the signatures for the classification. (e) Comparison between the classified steady states from condition 1 (blue) and condition 2 (purple) of the network controlling the differentiation of Lymphocyte T helper (Th)
relaxing the constrain on the Th0 initial state and allowing any state to be considered as an initial state. This novel simulation condition generated 55 steady states (Fig.6(d) - Condition 2), whose analysis produced the concept lattice shown in Fig. 8. This lattice contained 116 formal concepts, illustrating the strong dependence of this type of study on the conditions of network simulation and the increasing complexity of studying it because the signature compounds are drowned in the entire lattice. Interestingly, in comparison with the previous simulation, almost all 17 additional steady states are associated with an already known hybrid class (Purple lines in Fig. 6(e)): 4 novel steady states are associated with the hybrid cell type Th1-Th17, 2 with the hybrid cell-type Th1-Treg, 2 with the hybrid cell-type Th2-Th17, 5 with the hybrid Th1-Treg-Th17 and finally 4 novel steady states with the hybrid cell-type Th2-Treg-Th17.

In contrast, one steady state could not be classified according to these canonical and hybrid cell-types. Based on our analysis, the hybrid type (Th2-Treg) is required to explain the data whereas there was no steady state associated with this phenotype in Naldi’s work. Our prediction of this new hybrid has been in fact validated in the literature: Wang et al [33] worked on the role of GATA3 in the regulation of Treg function. The authors showed that the deletion of GATA3 expression induced an inflammatory disorder in mice with a decrease in FOXP3 expression. They also described that GATA3 can bind to a specific DNA sequence in the FOXP3 locus in the Treg cells. Our framework enables to understand better when this Th2-like Treg may occur. According to the simulations, this new hybrid phenotype appears only when the microenvironment is defined as pro-Th2, with activated APC, IL6 and IL4 input components.

4.3.1. A robust characterization of phenotypes

Comparing the two former simulation conditions highlights that extending the possibilities of initial states may have a large impact on the number of steady states and therefore on the lattice size, but it is only a low level vision of the cell behaviour. The number of hybrid for the other simulation condition does not change much: it increases only by 1 in our case. To push forward this idea and test the scalability of our method, we relaxed all the environmental conditions of [22] and simulated the network according to any initial state and any value for the environmental variables. This generated a family of 435 steady states (Fig. 6(d) - Condition 3). In this situation, the concept lattice contains 789 formal concepts. The graph is too large for being visualized with the graphviz package used in our method and we do not provide a figure for this lattice. However, our method evidenced that the numbers of canonical and hybrid classes remain the same as in the previous simulation, that is, 5 canonical classes and still 7 hybrid classes. This demonstrates that our method is robust to the study of large environments and it allows to certify that all possible behaviors in terms of variants were described in the previous simulations.

4.4. Classifying variants according to hybrids cell-types

Although the former analysis evidenced that the number of hybrid is relatively constant with respect to the simulation conditions of a Boolean network,
Figure 7: Lattice associated with a simulation of the network depicted in Fig. 6 with Th0 as initial state. The lattice is built with the 37 steady states obtained by simulating 8 different input environments with Th0 as initial state. Each node corresponds to a concept (59 nodes). Each edge represents the inclusion relation between two sets of states or components of the concepts. The five concepts associated with canonical signatures (plain) and the 6 concepts associated with hybrid signatures (gradient) are depicted in bold.
Figure 8: Lattice associated with a simulation of the network depicted in Fig. 6 with all possible values of internal genes or proteins as initial state. The lattice is built according to the 55 steady states obtained by simulating 8 different input environments with all possible values of internal genes or proteins as initial state. It contains 116 nodes. In comparison with the lattice shown in Fig. 7, we notice that the number of concepts has nearly doubled, concepts associated with canonical (plain) and hybrid phenotypes (gradient) are rather stable, since a unique additional hybrid concept is created in the lattice (red frame).
the number of variants depends on the number of formal concepts and therefore may be intractable when either the simulation conditions or the number of components of the network increase. To address this issue, we advocate the use of hybrids as a way to classify variants. Fig. 9 details the classification of steady states for the simulation of Naldi’s network [22] according to 8 stimuli/environmental conditions and Th0 as initial condition. In Fig. 9(a), the different variants are classified according to the few canonical or hybrid concepts they are linked to. For instance, the formal concept associated with Th1 signature (TBET) has 37 variants. Among them, two variants are hybrid nodes associated with Th1-Th17, Th1-Treg and Th1-Th17-TReg. 11 of the Th1 variants are actually Th1-T17 variants. 3 of the variants are Th1-Treg variants. Among them, 3 variants constitute the hybrid Th1-Th17-Treg and its variants. This analysis highlights that canonical concepts and hybrids allow the lattice to be decomposed into classes of variants such that each variant which is neither a hybrid nor a canonical concept belongs to a single class. Fig. 9(b) provides a synthetic representation of the variant classes and the global structure between them.

5. Discussion

Data obtained from “omics” technologies provide a description of cellular compounds (gene, RNA, protein). Systems biology is based on this knowledge in order to analyze the dynamical behavior (phenotype) of the system in different conditions (specific environment or even mutations). When the number of simulation conditions increases, a major bottleneck of these analyses is the classification of the flood of steady states generated during the network simulation. Indeed, the main issue is that the system behavior is modeled by several phenotypes, each characterized by a few master regulators (genes, proteins or markers...). Distinguishing the activation of one or several master regulators in a large family of system’s states is beyond the reach for standard clustering methods which are all subject to bias induced by their clustering metric.

To overcome this limitation, we promote the use of Formal Concept Analysis, a symbolic bi-clustering approach used in knowledge discovery and data mining. Our study suggests that FCA is accurate not only to extend expert-based signature according to the dependencies carried by the network dynamics, but also to automatically identify hybrid phenotypes associated with several signatures, together with initial conditions that may lead to new hybrid phenotypes. In addition, thanks to the hierarchy carried by the lattice structure of formal concepts, all the variants of canonical and hybrid phenotypes can be sorted in order to illustrate, for each phenotype, the role of biological compounds which are involved in signatures although they are not master genes. Such a distinction between master regulator and secondary regulator in signature was especially introduced in [2]; our method may provide a structure to systematically investigate the role of secondary master regulators in variant phenotypes.

To illustrate our approach, we studied several Boolean models for the gene regulatory system controlling the differentiation of LTh [26, 22]. The identifi-
Figure 9: Analysis of the classification and identification of the hybrid classes based on the steady states generated from the condition 1 in Fig. 6(d) (a) Lattice with each canonical class in plain color (Th1 ●, Th2 ●, Th17 ●, Treg ○) and hybrids classes. (b) Relation between each class based on the lattice. Each plain block is the sub-lattice of a canonical class. Each dashed block is the sub-lattice of a hybrid class. The nodes in blocks are the variants associated to the class.

<table>
<thead>
<tr>
<th>Class</th>
<th># Variants</th>
<th># Hybrids</th>
</tr>
</thead>
<tbody>
<tr>
<td>Th1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Th2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Th17</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Treg</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Th1-Th17</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Th2-Th17</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Th1-Th17-Treg</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Th2-Th17-Treg</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>
cation of proteins involved in the transition from one phenotype to another are fully studied in cell plasticity or development of target therapy. In [22], the authors have specified one initial state for each simulation, the Th0 type because it is the naive, inactivated form of LTh. Several input sets have been used showing the microenvironment implication in the choice of sub-type differentiation. Our method resulted in the same association of steady states according to the different subtypes of LTh as in [26, 22]. The classification in [26, 22] was done manually which needed to classify one steady state at a time. But in our approach, all steady states are taken in one time. Moreover, by relaxing the constraints of the stimuli conditions and the simulation initiation, we have rationalized and systematized the study of phenotypes and evidenced that a new hybrid should be added to the family of considered phenotypes to complete the set of possible subtypes of the system.

The first limitation of our method is related to performance when the Boolean Network’s size increases. In terms of complexity, the number of formal concepts increases exponentially with respect to the number of objects (here, model steady-states) or attributes (model nodes). The computation of the lattice structure (subconcept-superconcept relation) is also computationally demanding, but we use this information only at the very last step of our workflow when computing the subgraphs associated with each signature. Thanks to this strategy of strictly limiting the computation of the lattice structure, our approach scaled to the study of all steady states on the full network from [22] (65 nodes with 24,267 steady states). Anyway, when too large, the number of steady-states or nodes of the model is a limitation for this method. Some specialized tools such as In-close\(^1\) are helpful to handle a larger amounts of concepts.

Another level of complexity is related to the reachability properties. Dynamical simulations are performed given an initial state and some inputs, in order to identify reachable steady states and attractors. For instance, in [22], the initial configuration is required to study the plasticity of Th cell types after the classification of all steady states according to phenotypes’ signatures. It provides a very useful information about which combinations of initial states and input components lead to a specific phenotype. With our method, the Th2-Treg hybrid class shown in Fig.6(e), was not identified in the seminal paper because it is generated only when the initial input is pro-Th2 and the initial state is different from Th0, which was not tested in [22]. However, our method is only able to store this information if the search space is constrained enough, as in [22]. Addressing this issue will require for instance to develop technics based on model-checking for the identification of initial configurations leading to any steady states. When the initial state information is not needed, the sole identification of steady-states is less computationally demanding.

A second limitation of this method is to define the signature considering only the presence (activation) of biological components. Clearly, signatures of

\(^{1}\text{https://sourceforge.net/projects/inclose/}\)
phenotypes may also consist in the inactivation of some biological components, always missing in the concepts associated to canonical signatures. For instance, in [2], the Th1 signature is defined by the inactivation of all the master regulators but the secreted cytokines (IL4 and IL17). The reason of limiting signatures definition to activated components is the fact that FCA generates the concepts according to the presence of attributes shared by objects. A strategy to overcome this issue is to expand the matrix used as input for FCA by duplicating each attribute (compound) $v$ in $v$, $not v$ with the implicit constraint that exactly one of them is present at a time: $v + not v = 1$. A complementary enrichment of the method could be to take into account continuous – or at least multiple – values, either derived from differential equations modelling, or corresponding to biological data with samples as object and the gene/protein as attribute. This extension could be done by relying on FCA tools that handle numerical tables.

Our method has been developed for the analysis of steady states. As described in Sec. 2.1, Boolean Networks also generate cyclic attractors, describing oscillations through several states of the system. An interesting extension is to consider these cyclic attractors, and associate to them one or several signatures. The identification of cyclic attractors is not an easy task. Moreover, they are composed of a -possibly very large- set of states, and it is not always obvious to express them in a compact way. To cope with these difficulties, some strategies are possible. Usually, we try to express the cyclic attractors by one or several "schemes". They are defined with abstract states with constant components (meaning that all the states gathered in the scheme have this component fixed to the same value, 0 or 1), and cycling components. If the stabilized components match a signature, we may associate this signature to the attractor.

Finally, this method provides a way to measure to what extent a perturbation of the model (i.e. a mutation simulated by blocking a node to value 0 or 1) affects the system. Indeed, we can compare the signatures of the stable states obtained in the wild-type and a mutant model. Considering the mutation of a node of the network, its impact may be measured through a sort of robustness, depending on if the attractors obtained in the mutant model are assigned to the same phenotypes/signatures as the attractors of the wild-type (although different). Hence, a mutation may affect the dynamics in terms of loss or gain of phenotypes, loss or gain of reachability, etc... (e.g., loss of tumors suppressor in cancer cells. The impact of mutations on biological systems represented with logical networks was highlighted for instance in [25, 2]). Intuitively, we expect that the mutation of a master gene regulator in the signature of a phenotype will strongly impact the model. The definition of signatures in the context of gene deletion or ectopic still deserves to be further studied. A perspective is to formally model the effect of a perturbation as an operation over the concept lattice. The approach would require to compute the steady-states for the wild-type model and all the perturbed models to consider (for instance, models perturbed with at most two knock-out or ectopic perturbations). The modelling issue would then be to figure out how signature and hybrid can be defined on
formal concepts of this extended set of steady-states, by taking into account
the type of perturbations that was performed to generate the considered steady
states.
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