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# IMPROVING THE COMPLEXITY OF BLOCK LOW-RANK FACTORIZATIONS WITH FAST MATRIX ARITHMETIC* 
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#### Abstract

We consider the LU factorization of an $n \times n$ matrix $A$ represented as a block low-rank (BLR) matrix: most of its off-diagonal blocks are approximated by matrices of small rank $r$, which reduces the asymptotic complexity of computing the LU factorization of $A$ down to $\mathcal{O}\left(n^{2} r\right)$. Even though lower complexities can be achieved with hierarchical matrices, the BLR format allows for a very simple and efficient implementation. In this article, our aim is to further reduce the BLR complexity without losing its non hierarchical nature by exploiting fast matrix arithmetic, that is, the ability to multiply two $n \times n$ full-rank matrices together for $\mathcal{O}\left(n^{\omega}\right)$ flops, where $\omega<3$. This is not straightforward: simply accelerating the intermediate operations performed in the standard BLR factorization algorithm does not suffice to reduce the quadratic complexity in $n$, because these operations are performed on matrices whose size is too small. To overcome this obstacle, we devise a new BLR factorization algorithm that, by recasting the operations so as to work on intermediate matrices of larger size, can exploit more efficiently fast matrix arithmetic. This new algorithm achieves an asymptotic complexity of $\mathcal{O}\left(n^{(\omega+1) / 2} r^{(\omega-1) / 2}\right)$, which represents an asymptotic improvement compared to the standard BLR factorization as soon as $\omega<3$. In particular, for Strassen's algorithm, $\omega \approx 2.81$ yields a complexity of $\mathcal{O}\left(n^{1.904} r^{0.904}\right)$. Our numerical experiments are in good agreement with this analysis.
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1. Introduction. Efficiently computing the solution of linear systems of equations is a fundamental part of many scientific computing applications. Let us refer to such a system as

$$
\begin{equation*}
A x=y \tag{1.1}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times n}$ is a dense matrix, $x \in \mathbb{R}^{n}$ is the unknown vector, and $y \in \mathbb{R}^{n}$ is the right-hand side vector. This article focuses on solving (1.1) with direct approaches based on Gaussian elimination, which seek to factorize the matrix under the form $A=L U$. Throughout the article, we assume that $A$ is generic enough so that its LU factorization exists and that numerical pivoting is not needed for stability. The asymptotic complexity of the traditional LU factorization algorithm is $\mathcal{O}\left(n^{3}\right)$ floating-point operations (flops), which makes computing the LU factorization the computational bottleneck of solving (1.1).

In many applications (e.g., Schur complements arising from the discretization of elliptic partial differential equations), the matrix $A$ has been shown to have a low-rank property: most of its off-diagonal blocks can be approximated by low-rank matrices [9]. This property can be exploited to reduce the asymptotic complexity of LU factorization. A particularly simple low-rank matrix format is a flat, 2D blocking of the matrix known as block low-rank format (BLR) [2]. As proved in [3], the asymptotic complexity of the LU factorization of a BLR matrix with off-diagonal blocks of rank $r$ is reduced down to $\mathcal{O}\left(n^{2} r\right)$. More complex formats based on a hierarchical partitioning of the matrix have been proposed to achieve a (quasi-)linear complexity in $n$. For example, the $\mathcal{H}$ format [21] leads to a factorization with complexity $\mathcal{O}\left(n r^{2} \log ^{2} \frac{n}{r}\right)$. The logarithmic factor can be avoided by using a so-called nested basis structure, which corresponds to the $\mathcal{H}^{2}$ and HSS formats [21, 39].

On the other hand, LU factorization algorithms based on fast matrix multiplication have been devised to reduce the $\mathcal{O}\left(n^{3}\right)$ complexity down to $\mathcal{O}\left(n^{\omega}\right)$, with $\omega<3$. For example, Strassen's

[^0]algorithm [38] leads to $\omega=\log _{2} 7 \approx 2.81$, while the algorithm currently achieving the lowest complexity is that of Le Gall [30] ( $\omega \approx 2.37$ ).

Even though the BLR format achieves a higher theoretical complexity than hierarchical formats, its simplicity and flexibility make it easy to use in the context of a general purpose, algebraic solver $[6,33,4,36]$. Due to its non-hierarchical nature, the BLR format is particularly efficient on parallel computers $[6,35,14,1]$. An important question is therefore how to further reduce the $\mathcal{O}\left(n^{2} r\right)$ BLR complexity without sacrificing its simplicity and parallelism. For example, a possible idea is to extend the BLR format to use a small number of levels of hierarchy (MBLR format [5]), therefore losing as little parallelism as possible while achieving an asymptotic complexity reduction. In this work, we are rather interested in reducing the BLR factorization complexity without changing its non-hierarchical nature. To this aim, we seek to exploit fast matrix arithmetic within the BLR factorization. We investigate whether this is possible and what asymptotic gain can be expected.

Pernet and Storjohann [32] investigate the use of fast matrix arithmetic within the weaklyadmissible $\mathcal{H}$ format (commonly referred to as HODLR, or RRR in their paper), analyzing various fast $\mathcal{H}$-matrix operations, among which the solution of linear systems (via matrix inversion). Since the standard $\mathcal{H}$ complexity is already linear in $n$, their goal is to reduce the asymptotic dependence on $r$. They show that exploiting fast matrix arithmetic to accelerate each intermediate product in the $\mathcal{H}$ factorization can reduce its asymptotic complexity to $\mathcal{O}\left(n r^{\omega-1} \log ^{2} \frac{n}{r}\right)$.

In the BLR case, however, the complexity $\mathcal{O}\left(n^{2} r\right)$ is linear in $r$; it is its quadratic dependence on $n$ that we seek to reduce. As we will show, accelerating each intermediate product separately as in [32] does not yield a satisfying result in the BLR case: it does not reduce the asymptotic dependence on $n$, but only on $r$. To overcome this obstacle, we devise a new BLR factorization algorithm that successfully exploits fast matrix arithmetic to reduce the asymptotic complexity of the BLR factorization. The main idea is to recast the operations so as to work on intermediate matrices of larger size, which can exploit more efficiently fast matrix arithmetic.

The rest of this article is organized as follows. We first provide some preliminary material in section 2 , which covers some definitions and tools that we use in the following sections. Then, we describe in section 3 the standard BLR factorization algorithm and show that by incorporating fast matrix arithmetic its asymptotic complexity is only reduced from $\mathcal{O}\left(n^{2} r\right)$ to $\mathcal{O}\left(n^{2} r^{\omega-2}\right)$. To achieve a better asymptotic reduction, we propose a new BLR factorization algorithm in section 4 that makes a more efficient use of fast matrix arithmetic; we prove that its asymptotic complexity is $\mathcal{O}\left(n^{(\omega+1) / 2} r^{(\omega-1) / 2}\right)$, which is subquadratic in $n$ as soon as $\omega<3$. We support this theoretical complexity analysis with some numerical experiments in section 5. Our concluding remarks are provided in section 6 .

Throughout this article, the rank of a matrix may refer either to its exact rank, or its numerical rank at some given accuracy $\varepsilon$, depending on the application at hand. The numerical rank of matrix $A$ at accuracy $\varepsilon$ is defined as the smallest integer $r_{\varepsilon}$ such that there exists a rank- $r_{\varepsilon}$ matrix $\widetilde{A}$ such that $\|A-\widetilde{A}\| \leq \varepsilon\|A\|$.

Throughout the article, $n, r, b, p$ are positive integers such that $r \leq b \leq n$ and $p=n / b$. Specifically, $n$ is the number of rows and columns of $A, r$ is the maximal value of the rank of the low-rank blocks of the LU factors of $A, b$ is the block size, and $p$ is the number of blocks per row and column. We can think of $n$ and $r$ as being fixed, while $b$ (and thus also $p$ ) can be adjusted. Note that, even though we assume that the matrices are over the real field $\mathbb{R}$, our results carry over to the complex field $\mathbb{C}$ or to any other arbitrary field.

## 2. Preliminaries.

2.1. Definitions: FR, LR, and BLR matrices. We shall denote any $b \times b$ matrix as full-rank (FR) if it has rank larger than $r$ and as low-rank (LR) otherwise. Note that a matrix of rank $k$ such that $r<k<b$ is therefore considered FR even though it does not have full rank. This is because it is treated as if it had full-rank, and thus, as far as complexity is concerned, we need not distinguish rank- $b$ and rank- $k$ matrices when $r<k<b$. A LR matrix can be represented in the compressed form $X Y^{T}$ for some $X, Y \in \mathbb{R}^{b \times r}$, and can thus be stored using only $2 b r$ entries (instead of the usual $b^{2}$ ); we refer to this quantity as the size of the matrix.


Fig. 2.1: Different types of product with FR (full-rank) and LR (low-rank) blocks.

Let $A \in \mathbb{R}^{n \times n}$ be partitioned into $p^{2}$ blocks $A_{i j}$ of dimensions $b \times b$. Then $A$ is said to be a $B L R$ matrix if all its blocks are LR, except for $\mathcal{O}(1) \mathrm{FR}$ blocks in each block-row and blockcolumn. (Formally, we should say that $A$ is an $(n, b, r)$-BLR matrix, but this will in general be clear from the context.) The LR blocks are given in their compressed form $A_{i j}=X_{i j} Y_{i j}^{T}$.

A BLR matrix $A$ therefore consists of $\mathcal{O}(p)$ FR blocks and no more than $p^{2}$ LR blocks. Hence its size is bounded by $\mathcal{O}\left(p b^{2}+p^{2} b r\right)$, that is, recalling that $p=n / b$,

$$
\operatorname{size}(A)=\mathcal{O}\left(n b+n^{2} r / b\right)
$$

For $1 \leq \beta \leq n$, the function $f_{n, r}(\beta):=n \beta+n^{2} r / \beta$ is minimum when $f_{n, r}^{\prime}(\beta)=n-n^{2} r / \beta^{2}=0$, or, equivalently, when $\beta^{2}=n r$. Therefore, a choice of block size which minimizes the size bound of BLR matrices is about $\sqrt{n r}$ :

$$
b=\Theta(\sqrt{n r}) \quad \Rightarrow \quad \operatorname{size}(A)=\mathcal{O}\left(n^{3 / 2} r^{1 / 2}\right)
$$

BLR matrices typically arise in applications such as the resolution of discretized partial differential equations. In this context, a block represents the interaction between two physical subdomains $\sigma$ and $\tau$ : diagonal blocks correspond to self interactions and are FR; off-diagonal blocks may be FR or LR depending on whether they correspond to near-field or far-field interactions (that is, on how far away the subdomains are from each other). This is formalized by the so-called admissibility condition [21, sec. 4.2.3]:

$$
\begin{equation*}
\text { The block } \sigma \times \tau \text { is admissible } \quad \Leftrightarrow \quad \eta \operatorname{dist}(\sigma, \tau) \geq \min (\operatorname{diam}(\sigma), \operatorname{diam}(\tau)) \text {, } \tag{2.1}
\end{equation*}
$$

where $\eta>0$ is some fixed parameter and where an "admissible" block means it can be represented by a LR matrix. A consequence of this geometric admissibility definition is that the union of several admissible blocks remains admissible. In algebraic terms, this means that independent LR blocks can be agglomerated in a single block that is also LR. Throughout the paper, we assume this algebraic property to hold. We point out that a sufficient (though not necessary) condition for this assumption to hold is that the matrix is quasiseparable [19].
2.2. Fast matrix arithmetic with FR and LR blocks. Figure 2.1 illustrates the four possible matrix products between FR and LR blocks. The product of two FR blocks yields in general a FR block and costs $\mathcal{O}\left(b^{\omega}\right)$ flops. The product of a FR and a LR block yields a LR block and costs $\mathcal{O}\left(b^{2} r^{\omega-2}\right)$ flops. Finally, the product of two LR blocks yields a LR block and costs $\mathcal{O}\left(b r^{\omega-1}\right)$ flops.

Figure 2.2 illustrates the case of addition. Two FR blocks can be added together for $\mathcal{O}\left(b^{2}\right)$ flops, yielding a FR block. Adding a LR block with a FR block requires to decompress the LR one, that is, to convert it back to its dense representation, thus requiring $\mathcal{O}\left(b^{2} r^{\omega-2}\right)$ flops and yielding a FR block. Finally, the addition of two LR blocks can be computed simply by concatening their (transposed) low-rank factors $X$ and $Y$ together. However, the resulting representation is not

(a) FR-FR addition.

(b) LR-FR addition (FR-LR case is similar).

(c) LR-LR addition.

Fig. 2.2: Different types of addition with FR (full-rank) and LR (low-rank) blocks.

Table 2.1: Cost of each type of product and addition.

|  | FR-FR | LR-FR | FR-LR | LR-LR |
| :--- | :--- | :--- | :--- | :--- |
| Product | $\mathcal{O}\left(b^{\omega}\right)$ | $\mathcal{O}\left(b^{2} r^{\omega-2}\right)$ | $\mathcal{O}\left(b^{2} r^{\omega-2}\right)$ | $\mathcal{O}\left(b r^{\omega-1}\right)$ |
| Addition | $\mathcal{O}\left(b^{2}\right)$ | $\mathcal{O}\left(b^{2} r^{\omega-2}\right)$ | $\mathcal{O}\left(b^{2} r^{\omega-2}\right)$ | $\mathcal{O}\left(b r^{\omega-1}\right)$ |

LR anymore, since it is a rank- $2 r$ representation. As mentioned in the previous section, in our context the result of the addition of two LR blocks is assumed to be a LR matrix; in this case, it must then be recompressed so as to compute a rank- $r$ representation. This recompression can be done by any rank-revealing factorization.

Throughout the paper, we assume that the cost of computing a rank-revealing factorization of an $m \times n$ matrix of rank $r$ is in $\mathcal{O}\left(m n r^{\omega-2}\right)$ (which, for a $b \times r$ matrix, yields a cost in $\mathcal{O}\left(b r^{\omega-1}\right)$ ). Such algorithms are well-known in the context of exact linear algebra [37, 28]. On the other hand, to the best of our knowledge, there does not exist any article discussing this specific question in the numerical linear algebra case. This can however be achieved with randomized algorithms [22], which are able to compute LR representations using only matrix-matrix multiplication and non rank-revealing QR factorization, of which fast versions are known (such as the one described in [16, sec. 4.1]). Since, to our knowledge, such an algorithm is not described anywhere in the literature, let us briefly sketch it. Given an $m \times n$ matrix $A$ and a target rank $r$, a LR approximation of $A$ can be computed in the following three steps [22].

1. Sample the columns of $A: S \leftarrow A \Omega$, where $\Omega$ is an $n \times r$ random Gaussian matrix.
2. Orthogonalize $S$, e.g. via QR factorization: $Q \leftarrow \operatorname{orth}(S)$. $Q$ approximates the range of $A$, that is, $A \approx Q Q^{T} A$.
3. Compute $Y \leftarrow A^{T} Q$ and set $X \leftarrow Q$.

Then $X Y^{T}$ is a LR approximation of $A$. We do not delve into finer algorithmic details such as the choice of $\Omega$, the oversampling, the choice of orthogonalization method, or how to adapt this fixed-rank algorithm to the fixed-accuracy case. We believe that further investigating fast numerical rank-revealing factorizations and comparing the performance and accuracy of different algorithms would be of interest, but is outside the scope of this article.

The costs of the different types of product and addition are summarized in Table 2.1.

Table 3.1: Total number of each type of product and subtraction in the Update kernel.

|  | FR-FR | LR-FR | FR-LR | LR-LR |
| :--- | :--- | :--- | :--- | :--- |
| Products | $\mathcal{O}(p)$ | $\mathcal{O}\left(p^{2}\right)$ | $\mathcal{O}\left(p^{2}\right)$ | $\mathcal{O}\left(p^{3}\right)$ |
| Subtractions | $\mathcal{O}(p)$ | $\mathcal{O}(p)$ | $\mathcal{O}\left(p^{2}\right)$ | $\mathcal{O}\left(p^{3}\right)$ |

## 3. The standard BLR factorization algorithm.

3.1. Algorithm description. We describe in Algorithm 3.1 the standard BLR factorization algorithm. It is simply a blocked LU algorithm where the off-diagonal blocks of the matrix may be either FR or LR.

```
Algorithm 3.1 Standard BLR factorization.
Input: a BLR matrix \(A \in \mathbb{R}^{n \times n}\) partitioned into \(p^{2}\) blocks \(A_{i j}\).
Output: \(A\) overwritten by its BLR LU factors.
    for \(k=1\) to \(p\) do
        Factor: \(A_{k k}=L_{k} U_{k} \quad\left\{A_{k k}\right.\) is FR \(\}\)
        for \(i=k+1\) to \(p\) do
            Solve: \(A_{k i} \leftarrow L_{k}^{-1} A_{k i}\) and \(A_{i k} \leftarrow A_{i k} U_{k}^{-1} \quad\left\{A_{k i}\right.\) and \(A_{i k}\) can be FR or LR \(\}\)
        end for
        for \(i=k+1\) to \(p\) do
            for \(j=k+1\) to \(p\) do
                    Update: \(A_{i j} \leftarrow A_{i j}-A_{i k} A_{k j} \quad\left\{A_{i j}, A_{i k}\right.\), and \(A_{k j}\) can be FR or LR \(\}\)
            end for
        end for
    end for
```

The algorithm consists of three main kernels. First, at each step $k$, we compute the LU factorization of the diagonal block $A_{k k}$ (Factor kernel, line 2). Then, we perform a triangular solve with these $L_{k} U_{k}$ factors (Solve kernel, line 4) for all $i>k$. If $A_{k i}$ is a FR block, we compute $A_{k i} \leftarrow L_{k}^{-1} A_{k i}$. However, if $A_{k i}$ is LR, we replace it by its LR representation $X_{k i} Y_{k i}^{T}$, which amounts to computing $X_{k i} \leftarrow L_{k}^{-1} X_{k i}$. Thus only $X_{k i}$ needs to be updated. Similarly, $A_{i k} \leftarrow A_{i k} U_{k}^{-1}$ becomes $Y_{i k} \leftarrow U_{k}^{-T} Y_{i k}$ if $A_{i k}$ is LR. Finally, we update the blocks $A_{i j}$ of the trailing submatrix (Update kernel, line 8). We first compute the product $A_{i k} A_{k j}$, which takes one of the four possible forms described in Figure 2.1, and then subtract the result from $A_{i j}$, which can also take one of four possible forms, as described in Figure 2.2.
3.2. Complexity analysis with fast matrix arithmetic. We now derive the asymptotic complexity of Algorithm 3.1 by analyzing each kernel separately.

The Factor kernel costs $\mathcal{O}\left(b^{\omega}\right)$ per step, and thus in total

$$
\begin{equation*}
\operatorname{cost}(\text { Factor })=\mathcal{O}\left(p b^{\omega}\right) \tag{3.1}
\end{equation*}
$$

The cost of the Solve kernel depends on whether $A_{i k}$ is a FR or LR block: it is $\mathcal{O}\left(b^{\omega}\right)$ if $A_{i k}$ is FR and $\mathcal{O}\left(b^{2} r^{\omega-2}\right)$ if $A_{i k}$ is LR. Since there are only $\mathcal{O}(1)$ FR blocks per block-row and block-column, the total cost of the Solve kernel is

$$
\begin{equation*}
\operatorname{cost}(\text { Solve })=\mathcal{O}\left(p b^{\omega}+p^{2} b^{2} r^{\omega-2}\right) \tag{3.2}
\end{equation*}
$$

Finally, the Update kernel consists in products and differences of matrices that can be either FR or LR. At each step $k$, since there are only $\mathcal{O}(1)$ FR blocks in each block-column and block-row, there are $\mathcal{O}\left(p^{2}\right)$ LR-LR products, $\mathcal{O}(p)$ LR-FR or FR-LR products, and $\mathcal{O}(1)$ FR-FR products. The FR-FR products yield a FR result and therefore lead to $\mathcal{O}(1) \mathrm{LR}-\mathrm{FR}$ and FR-FR subtractions. The other three types of products yield a LR result; since there are only $\mathcal{O}(p)$

FR blocks in the trailing submatrix, this leads to $\mathcal{O}(p)$ FR-LR subtractions and $\mathcal{O}\left(p^{2}\right)$ LR-LR subtractions. Each of these numbers must be multiplied by the number of steps $p$, yielding the numbers summarized in Table 3.1. Summing the cost of each type of operation, we obtain the total cost of the Update kernel:

$$
\begin{equation*}
\operatorname{cost}(\text { Update })=\mathcal{O}\left(p b^{\omega}+p^{2} b^{2} r^{\omega-2}+p^{3} b r^{\omega-1}\right) \tag{3.3}
\end{equation*}
$$

Note that it is assumed that each intermediate LR-LR subtraction yields an intermediate LR matrix, that is, a matrix which can be recompressed into a rank- $r$ representation. This is a very common and reasonable assumption, which can be theoretically proved for some application domains such as integral equations or discretized partial differential equations [9, 3]. Indeed, for these applications the BLR property is preserved through inversion and LU factorization, that is, the final ranks of the blocks of the LU factors are known to be at most $r$.

The following theorem summarizes this complexity analysis, which generalizes the result of [3] by incorporating the exponent $\omega$ of fast matrix arithmetic.

Theorem 3.1 (Complexity of fast BLR factorization: standard algorithm). Let $A \in \mathbb{R}^{n \times n}$ be a BLR matrix partitioned into $p^{2}$ blocks of order $b$. For a choice of block size $b \in\left[\Theta\left(b_{\min }\right), \Theta\left(b_{\max }\right)\right]$ where $b_{\min }=\sqrt{n r}$ and $b_{\max }=n^{1 /(\omega-1)} r^{(\omega-2) /(\omega-1)}$, the asymptotic complexity of factorizing $A$ via Algorithm 3.1 is

$$
\operatorname{cost}(\text { Alg. 3.1 })=\mathcal{O}\left(n^{2} r^{\omega-2}\right)
$$

Proof. Summing the costs of the Factor, Solve, and Update kernels in (3.1), (3.2), and (3.3), we obtain

$$
\mathcal{O}\left(p b^{\omega}+p^{2} b^{2} r^{\omega-2}+p^{3} b r^{\omega-1}\right) \subset \mathcal{O}\left(n b^{\omega-1}+n^{2} r^{\omega-2}+n^{3} r^{\omega-1} / b^{2}\right)
$$

In the last sum, the second term dominates the first if $b \leq b_{\max }=n^{1 /(\omega-1)} r^{(\omega-2) /(\omega-1)}$, whereas it dominates the third if $b \geq b_{\text {min }}=\sqrt{n r}$. Since $b_{\text {min }} \leq b_{\max }$ holds because $r \leq n$ and $\omega \leq 3$, the interval $\left[b_{\min }, b_{\max }\right]$ is not empty, and any choice of block size lying in $\left[\Theta\left(b_{\min }\right), \Theta\left(b_{\max }\right)\right]$ makes the second term dominant and yields the result.

Exploiting fast matrix arithmetic can thus reduce the asymptotic complexity of the standard BLR factorization algorithm from $\mathcal{O}\left(n^{2} r\right)$ to $\mathcal{O}\left(n^{2} r^{\omega-2}\right)$. With $\omega=3$, we recover the $\mathcal{O}\left(n^{2} r\right)$ complexity proved in [3]; with $\omega=2$, we obtain $\mathcal{O}\left(n^{2}\right)$. This result is underwhelming, because we have only achieved an asymptotic reduction of the dependence on $r$, but not on $n$. Since the rank $r$ is in general much smaller than $n$, this approach fails to significantly improve the complexity of the factorization.

Our aim is now to devise a new BLR factorization algorithm which can exploit more efficiently fast matrix arithmetic, and in particular which achieves a subquadratic complexity in $n$. More precisely, in the next section, we design a new algorithm whose complexity is $\mathcal{O}\left(n^{(\omega+1) / 2} r^{(\omega-1) / 2}\right)$.

Note that, if the compressed representation of the blocks of the input matrix is not readily available and has to be explicitly computed, there will be an overhead cost of $\mathcal{O}\left(b^{2} r^{\omega-2}\right)$ flops for each block and thus $\mathcal{O}\left(n^{2} r^{\omega-2}\right)$ flops in total. The asymptotic cost of the compression is therefore the same as that of the standard BLR factorization, which means that no further improvement can be expected. However, in many applications the compressed form of the blocks can be directly obtained or cheaply computed (for example via a fast matrix-vector product [22]) and can therefore be considered to be of negligible cost.
4. A new BLR factorization algorithm. The main drawback of the standard BLR algorithm is that the products involving LR matrices are of too small granularity so as to make an efficient use of fast matrix arithmetic. The goal of this section is to reformulate the algorithm so that these products are performed on matrices of larger granularity. This new algorithm achieves an improved complexity of $\mathcal{O}\left(n^{(\omega+1) / 2} r^{(\omega-1) / 2}\right)$ for a block size $b$ in $\Theta(\sqrt{n r})$.

The key idea is to accumulate independent operations together to increase their granularity. We proceed kernel by kernel, proposing accumulation schemes for the solve, product, and subtraction operations. The first two are new, whereas the last has already been proposed in [6] under the name "low-rank updates accumulation" (LUA). The key difficulty is that we must combine all these accumulation schemes together in a single algorithm in order to achieve subquadratic


Fig. 4.1: Illustration of the accumulated Solve defined in (4.1), with $k=1$ and $p=5$, and assuming $A_{12}, A_{13}$, and $A_{15}$ are LR whereas $A_{14}$ is FR.
complexity - in particular, we emphasize that the LUA strategy alone would not improve the complexity.

The cost of the Factor kernel is $O\left(p b^{\omega}\right)$ [13] which, for $b=\Theta(\sqrt{n r})$, gives the target complexity $\mathcal{O}\left(n^{(\omega+1) / 2} r^{(\omega-1) / 2}\right)$.

We analyze the Solve kernel in section 4.1, and then consider the Update kernel in sections 4.2 (products) and 4.3 (subtractions). The new algorithm that results from the changes proposed in this section is described in Algorithm 4.1. We explain all the changes made to the standard BLR algorithm step by step in the next three subsections. Then, we analyze the asymptotic complexity of this new algorithm in section 4.4. Finally, we discuss some implementation aspects in section 4.5 .
4.1. Accumulated Solve kernel. At step $k$, we must perform the triangular solves $A_{k i} \leftarrow$ $L_{k}^{-1} A_{k i}$ for all FR blocks $A_{k i}$ and $X_{k i} \leftarrow L_{k}^{-1} X_{k i}$ for all LR blocks $A_{k i}=X_{k i} Y_{k i}^{T}$.

Rather than performing these solves separately, we can perform them all together on the accumulated matrices $A_{k i}$ and $X_{k i}$. We compute

$$
\left[\begin{array}{lll}
W_{k+1}^{(k)} & \cdots & W_{p}^{(k)}
\end{array}\right] \leftarrow L_{k}^{-1}\left[\begin{array}{lll}
W_{k+1}^{(k)} & \cdots & W_{p}^{(k)} \tag{4.1}
\end{array}\right]
$$

where $W_{i}^{(k)}=A_{k i}$ if $A_{k i}$ is FR, and $W_{i}^{(k)}=X_{k i}$ otherwise. Similarly, we also accumulate the matrices $Y_{i k}$ to compute

$$
\left[\begin{array}{c}
V_{k+1}^{(k)}  \tag{4.2}\\
\vdots \\
V_{p}^{(k)}
\end{array}\right] \leftarrow\left[\begin{array}{c}
V_{k+1}^{(k)} \\
\vdots \\
V_{p}^{(k)}
\end{array}\right] U_{k}^{-1}
$$

where $V_{i}^{(k)}=A_{i k}$ if $A_{i k}$ is FR, and $V_{i}^{(k)}=Y_{i k}^{T}$ otherwise. This accumulated Solve is illustrated in Figure 4.1 and used at line 4 of Algorithm 4.1.

We now analyze the asymptotic cost of this new kernel. At each step $k$ we must perform a triangular solve with a $b \times b$ block on a matrix of dimensions $b \times \mathcal{O}(b+p r)$, which therefore costs $\mathcal{O}\left(b^{\omega-1}(b+p r)\right)$. Summing over the $p$ steps, we obtain a total cost of

$$
\begin{equation*}
\operatorname{cost}(\text { Accumulated Solve })=\mathcal{O}\left(p b^{\omega}+p^{2} b^{\omega-1} r\right) \tag{4.3}
\end{equation*}
$$

Compared with the second term in the cost (3.2) of the standard Solve kernel, the second term in (4.3) is smaller by a factor $(b / r)^{3-\omega}$. Thus, if $\omega=3$, the asymptotic cost of the Solve kernel is naturally unchanged, since the computations being performed have not been modified but only rearranged. In contrast, with $\omega<3$, the accumulated Solve kernel leads to an improved asymptotic complexity thanks to the increased granularity of the operations.
4.2. Accumulated LR-FR, FR-LR, and LR-LR products. Now, we devise a new Update kernel. In this section, we first focus on the product operations $P_{i j}^{(k)}=A_{i k} A_{k j}$. We then turn to the subtractions $A_{i j} \leftarrow A_{i j}-P_{i j}^{(k)}$ in the next section.


Fig. 4.2: Illustration of the accumulated product defined in (4.4), with $k=1$ and $p=5$, and assuming $A_{14}$ and $A_{51}$ are FR blocks.

At step $k$, we must compute the products $P_{i j}^{(k)}=A_{i k} A_{k j}$ for $i, j=k+1: p$. Instead of computing each of these $\mathcal{O}\left(p^{2}\right)$ products separately, we can accumulate them as follows. We begin by computing

$$
\left[\begin{array}{ccc}
Z_{k+1, k+1}^{(k)} & \cdots & Z_{k+1, p}^{(k)}  \tag{4.4}\\
\vdots & \ddots & \vdots \\
Z_{p, k+1}^{(k)} & \cdots & Z_{p p}^{(k)}
\end{array}\right] \leftarrow\left[\begin{array}{c}
V_{k+1}^{(k)} \\
\vdots \\
V_{p}^{(k)}
\end{array}\right]\left[\begin{array}{lll}
W_{k+1}^{(k)} & \cdots & W_{p}^{(k)}
\end{array}\right]
$$

where $V_{i}^{(k)}=A_{i k}$ if $A_{i k}$ is FR , and $V_{i}^{(k)}=Y_{i k}^{T}$ otherwise, and $W_{j}^{(k)}=A_{k j}$ if $A_{k j}$ is FR , and $W_{j}^{(k)}=X_{k j}$ otherwise. Then, we deduce $P_{i j}^{(k)}$ from $Z_{i j}^{(k)}$ as follows: if $A_{i k}$ and $A_{k j}$ are both FR, then $P_{i j}^{(k)}$ is FR and equal to $Z_{i j}^{(k)}$; otherwise, $P_{i j}^{(k)}$ is LR and its LR representation is given by $X_{i k} Z_{i j}^{(k)}$ if only $A_{i k}$ is LR, by $Z_{i j}^{(k)} Y_{k j}^{T}$ if only $A_{k j}$ is LR, and by $X_{i k} Z_{i j}^{(k)} Y_{k j}^{T}$ if both $A_{i k}$ and $A_{k j}$ are LR. This accumulated product is illustrated in Figure 4.2 and used at line 5 of Algorithm 4.1.

Let us now analyze the asymptotic cost of this accumulated product. Each product (4.4) has dimensions $\mathcal{O}(p r+b) \times b \times \mathcal{O}(p r+b)$, and therefore costs $\mathcal{O}\left((p r+b)^{2} b^{\omega-2}\right)$. Summing over the $p$ steps, we obtain a total cost of

$$
\begin{equation*}
\operatorname{cost}(\text { Accumulated Product })=\mathcal{O}\left(p^{3} b^{\omega-2} r^{2}+p^{2} b^{\omega-1} r+p b^{\omega}\right) \tag{4.5}
\end{equation*}
$$

The cost of the FR-FR products remains unchanged and equal to $\mathcal{O}\left(p b^{\omega}\right)$. The cost of the FR-LR and LR-FR products is reduced from $\mathcal{O}\left(p^{2} b^{2} r^{\omega-2}\right)$ to $\mathcal{O}\left(p^{2} b^{\omega-1} r\right)$, that is, by a factor $(b / r)^{3-\omega}$, just like for the new Solve cost (4.3). Similarly, the cost of the LR-LR products is reduced from $\mathcal{O}\left(p^{3} b r^{\omega-1}\right)$ to $\mathcal{O}\left(p^{3} b^{\omega-2} r^{2}\right)$, by again the same factor. Thus, just as for the new Solve kernel, if $\omega=3$, the asymptotic cost of the products is unchanged, but with $\omega<3$, an asymptotic improvement is achieved.
4.3. Accumulated FR-LR and LR-LR subtractions. From Tables 2.1 and 3.1, it is clear that the total cost of the FR-FR and LR-FR subtractions, namely in $\mathcal{O}\left(p b^{2} r^{\omega-2}\right)$, is small enough so that we do not have to worry about them. We can therefore simply perform these subtractions separately, as in the standard BLR algorithm. This corresponds to lines 10 (FR-FR) and 12 (LR-FR) of Algorithm 4.1.

We must, however, work on the FR-LR and LR-LR subtractions, which, in the standard BLR algorithm, cost $\mathcal{O}\left(p^{2} b^{2} r^{\omega-2}\right)$ and $\mathcal{O}\left(p^{3} b r^{\omega-1}\right)$, respectively. In both situations, we have a


Fig. 4.3: Illustration of the accumulated sum of products $P_{i j}^{(k)}$ defined in (4.6), with $i=j=5$, and assuming that $K_{i j}^{L R}=\{1,2,4\}$.

LR matrix $P_{i j}^{(k)}$ which we seek to subtract to matrix $A_{i j}$, which is either FR or LR. We recall that $P_{i j}^{(k)}$ is of the form $X_{i k} Z_{i j}^{(k)}, Z_{i j}^{(k)} Y_{k j}^{T}$, or $X_{i k} Z_{i j}^{(k)} Y_{k j}^{T}$, depending on whether it is the result of a LRFR, FR-LR, or LR-LR product, respectively. We define $K_{i j}^{L R}$ as the set of indices $k<\min (i, j)$ such that $P_{i j}^{(k)}$ is the result of a LR-LR product and $K_{i j}^{F R}$ as the set of indices $k<\min (i, j)$ such that $P_{i j}^{(k)}$ is the result of a LR-FR or FR-LR product.

Let us first analyze the cost associated with the products $P_{i j}^{(k)}$ such that $k \in K_{i j}^{F R}$. Since there can only be $\mathcal{O}(1)$ FR blocks on the $i$ th block-row and $j$ th block-column, the $K_{i j}^{F R}$ set has only $\mathcal{O}(1)$ elements. Therefore, there are $\mathcal{O}(p)$ FR-LR and $\mathcal{O}\left(p^{2}\right)$ LR-LR subtractions associated with these products, which cost $\mathcal{O}\left(p b^{2} r^{\omega-2}+p^{2} b r^{\omega-1}\right)$ flops. These two terms are respectively dominated by $\mathcal{O}\left(p b^{w}\right)$ and $\mathcal{O}\left(p^{2} b^{\omega-1} r\right.$ ) (which appear in (4.5), for example); we conclude that the operations associated with the products $P_{i j}^{(k)}$ such that $k \in K_{i j}^{F R}$ are of negligible cost, and can be performed separately as in the standard BLR algorithm. This corresponds to lines 14 through 25 of Algorithm 4.1.

We can therefore focus on the products $P_{i j}^{(k)}$ such that $k \in K_{i j}^{L R}$. The key to improving the asymptotic cost of the subtractions is to accumulate all these $P_{i j}^{(k)}$ matrices together over $k$, that is, to compute

$$
P_{i j}=\sum_{k \in K_{i j}^{L R}} P_{i j}^{(k)} .
$$

All $P_{i j}^{(k)}$ such that $k \in K_{i j}^{L R}$ are of the form $X_{i k} Z_{i j}^{(k)} Y_{k j}^{T}$. Consequently,

$$
P_{i j}=\left[\begin{array}{lll}
X_{i 1} & \cdots & X_{i m}
\end{array}\right]\left[\begin{array}{lll}
Z_{i j}^{(1)} & &  \tag{4.6}\\
& \ddots & \\
& & Z_{i j}^{(m)}
\end{array}\right]\left[\begin{array}{lll}
Y_{1 j} & \cdots & Y_{m j}
\end{array}\right]^{T},
$$

where we have assumed for readability that indices 1 and $m=\min (i, j)-1$ belong to the set $K_{i j}^{L R}$.

This accumulated sum, which is illustrated in Figure 4.3, corresponds to the LUA strategy introduced in [6] to improve the performance of the BLR factorization by increasing the granularity of the BLAS operations.

Let us now analyze the cost of the subtractions associated with this accumulated sum of products $P_{i j}$. There are $\mathcal{O}(p)$ FR blocks $A_{i j}$ from which we must subtract $P_{i j}$ (FR-LR subtractions); they require to decompress $P_{i j}$. Each decompression first requires multiplying the $r \times r$ matrices $Z_{i j}^{(k)}$ to either side of (4.6). Defining $q_{i j} \leq p$ as the cardinality of $K_{i j}^{L R}$, these products cost $\mathcal{O}\left(q_{i j} b r^{\omega-1}\right) \subset \mathcal{O}\left(p b r^{\omega-1}\right)$ flops. This yields a LR matrix $P_{i j}$ expressed as a product of dimensions $b \times \mathcal{O}(p r) \times b$, and whose decompression costs $\mathcal{O}\left(p b^{\omega-1} r\right)$ flops if $b \leq p r$, and
$\mathcal{O}\left(p^{\omega-2} b^{2} r^{\omega-2}\right)$ otherwise. Since $r \leq b$, the $\operatorname{cost} \mathcal{O}\left(p b r^{\omega-1}\right)$ is dominated by the other costs. Finally, subtracting the decompressed $P_{i j}$ to $A_{i j}$ costs a negligible $\mathcal{O}\left(b^{2}\right)$ flops, and the total cost of the FR-LR subtractions is therefore

$$
\begin{equation*}
\operatorname{cost}(\mathrm{FR}-\mathrm{LR} \text { subtractions })=\mathcal{O}\left(\max \left(p^{2} b^{\omega-1} r, p^{\omega-1} b^{2} r^{\omega-2}\right)\right) \tag{4.7}
\end{equation*}
$$

When $\omega<3$, we have thus reduced the standard $\operatorname{cost} \mathcal{O}\left(p^{2} b^{2} r^{w-2}\right)$ of the FR-LR subtractions. These accumulated FR-LR subtractions correspond to line 31 of Algorithm 4.1. Note that, to ensure that we have accumulated all possible matrices to be subtracted, $A_{i j}$ is only updated if it belongs to the next panel, that is, if $i=k+1$ or $j=k+1$. This is known as a Crout factorization [34].

The other $\mathcal{O}\left(p^{2}\right) A_{i j}$ blocks are LR and require a LR-LR subtraction with $P_{i j}$; in this case, we must recompress $P_{i j}$. Because $P_{i j}$ is an accumulated sum of products, many different recompression strategies are possible; several of them are described and analyzed in [31, Chap. 3]. A thorough discussion of these strategies is outside our scope; our focus is to derive an algorithm that efficiently exploits fast matrix arithmetic. There are two key ingredients to achieve a low recompression cost. The first is to exploit the fact that, by assumption (see section 2.1), the outer matrices in (4.6) are LR. The second ingredient is to compute the LR representation of these outer matrices incrementally rather than from scratch at each step. Indeed, assume that a LR basis $V W^{T}$ of $\left[X_{i 1} \cdots X_{i m}\right]$ is known, where $i>j$. Then, writing $m^{\prime}=m+1$ (note that we actually have $m^{\prime}=j$ ), the matrix $\left[\begin{array}{lll}X_{i 1} & \cdots & X_{i m^{\prime}}\end{array}\right]$ is given by

$$
\left[\begin{array}{ll}
V & X_{i m^{\prime}}
\end{array}\right]\left[\begin{array}{cc}
W^{T} & 0  \tag{4.8}\\
0 & I
\end{array}\right]
$$

and a LR representation can thus be obtained simply by recompressing [ $V X_{i m^{\prime}}$ ] for $\mathcal{O}\left(b r^{w-1}\right)$ flops. Overall the outer matrices in (4.6) can thus be recompressed for $\mathcal{O}\left(p^{2} b r^{\omega-1}\right)$ flops. Defining $V W^{T}=\left[\begin{array}{lll}X_{i 1} & \cdots & X_{i m}\end{array}\right]$ and $V^{\prime} W^{T}=\left[\begin{array}{lll}Y_{1 j} & \cdots & Y_{j m}\end{array}\right]$ their LR bases, it remains to multiply the middle $Z_{i j}^{(k)}$ matrices to either side of the expression

$$
P_{i j}=V W^{T}\left[\begin{array}{ccc}
Z_{i j}^{(1)} & & \\
& \ddots & \\
& & Z_{i j}^{(m)}
\end{array}\right] V^{\prime} W^{\prime T}
$$

which costs $O\left(p r^{\omega}+b r^{w-1}\right)$ flops per block and thus $O\left(p^{3} r^{\omega}+p^{2} b r^{\omega-1}\right)$ in total. Having thus computed a LR representation of $P_{i j}=X_{P_{i j}} Y_{P_{i j}}^{T}$, we thus obtain a rank- $2 r$ representation of $A_{i j}-P_{i j}$ by accumulating $X_{P_{i j}}$ with $X_{i j}$ and $-Y_{P_{i j}}$ with $Y_{i j}$, as performed at line 33 of Algorithm 4.1. We must finally recompress this representation to obtain a rank- $r$ representation (line 34), requiring again $\mathcal{O}\left(p^{2} b r^{\omega-1}\right)$ flops. In the end, the total cost the LR-LR subtractions is thus

$$
\begin{equation*}
\operatorname{cost}(\text { LR-LR subtractions })=\mathcal{O}\left(p^{3} r^{\omega}+p^{2} b r^{\omega-1}\right) \tag{4.9}
\end{equation*}
$$

4.4. New algorithm and its complexity. Now that we have devised new kernels for each of the operations performed in the factorization, we can bring together all these improvements. Algorithm 4.1 summarizes the final form of the new algorithm. Note that the computation of the products (section 4.2) is done in a right-looking fashion, whereas the recompressions associated with the subtractions (section 4.3) are performed in a left-looking fashion.

The following theorem analyzes the asymptotic complexity of Algorithm 4.1.
Theorem 4.1 (Complexity of fast BLR matrix multiplication: new algorithm). Let $A \in$ $\mathbb{R}^{n \times n}$ be a BLR matrix partitioned into $p^{2}$ blocks of order $b$. For the choice of block size $b=$ $\Theta(\sqrt{n r})$, the asymptotic complexity of factorizing A via Algorithm 4.1 is

$$
\operatorname{cost}(\operatorname{Alg} .4 .1)=\mathcal{O}\left(n^{(\omega+1) / 2} r^{(\omega-1) / 2}\right)
$$

Proof. The total cost is obtained by summing the previously computed costs (4.3), (4.5), (4.7), and (4.9). Using $p=n / b, r \leq b$, and $2 \leq \omega$, the term $\mathcal{O}\left(p^{2} b r^{\omega-1}\right)$ in (4.9) is dominated by the term $\mathcal{O}\left(p^{2} b^{\omega-1} r\right)$ in all the other costs. Similarly, the term $\mathcal{O}\left(p^{3} r^{\omega}\right)$ in (4.9) is dominated by the term $\mathcal{O}\left(p^{3} b^{\omega-2} r^{2}\right)$ in (4.5). In the end, we are left with the four terms

$$
\mathcal{O}\left(p b^{w}\right)+\mathcal{O}\left(p^{2} b^{\omega-1} r\right)+\mathcal{O}\left(p^{\omega-1} b^{2} r^{\omega-2}\right)+\mathcal{O}\left(p^{3} b^{\omega-2} r^{2}\right)
$$

For $b=\Theta(\sqrt{n r})$, each of these terms is in $\mathcal{O}\left(n^{(\omega+1) / 2} r^{(\omega-1) / 2}\right)$.
For $\omega=3$ (classical matrix multiplication), we recover the standard $\mathcal{O}\left(n^{2} r\right)$ complexity from [3]. For smaller $\omega$, the asymptotic complexity of the BLR factorization is reduced. In particular, for Strassen's exponent $\omega=\log _{2} 7$, we obtain a complexity of $\mathcal{O}\left(n^{1.904} r^{0.904}\right)$.

For $\omega=2$, the complexity matches its lower bound given by $\operatorname{size}(A)=\mathcal{O}\left(n^{3 / 2} r^{1 / 2}\right)$. For this reason, we believe the complexity achieved by Algorithm 4.1 to be satisfying.
4.5. Practical considerations. Even though the high performance implementation of Algorithm 4.1 is outside our scope, we nevertheless discuss some practical aspects regarding it. These concern the potential for parallelism, the volume of data copies, and the storage overhead of the algorithm.

To achieve the highest performance on multicore architectures, the standard BLR algorithm performs individual operations concurrently, as described in [6]. In contrast, in the new algorithm, we sacrifice this concurrency in order to accumulate these separate operations together; this however significantly increases the granularity of the operations, and it is thus quite likely that the new algorithm would be faster than the standard one, even without considering the use of fast matrix arithmetic.

One drawback of accumulating the operations together is that it sometimes requires some data copies. The accumulated Solve kernel requires to copy the entire current panel, unless the LR representations of the blocks are directly built in the required accumulated format (see Figure 4.1). Fortunately, the accumulated product can then be performed without any extra copy, because the accumulated result of the Solve kernel can be directly reused under this format. Finally, the result of the product must sometimes be copied back to the appropriate location depending on the situation. The result of FR-FR products must always be immediately added and thus copied; the LR-FR and FR-LR products also require a copy to accumulate the result to the LR representation of the target block $A_{i j}$, unless $A_{i j}$ is FR (in this case, the result is decompressed and this can be done in place). Finally, the result of LR-LR products never needs to be copied, since it is then compressed, which can be done in place. Since the number of LR-LR products is asymptotically dominant, we expect the volume of data copies required by the new algorithm to remain limited.

Finally, another drawback of the new algorithm is its storage overhead. Indeed, the result of LR-LR, FR-LR, and LR-FR products is computed and then accumulated, but not immediately consumed. For large matrices, the dimensions of the accumulated matrices, which are $b \times p r$, may become too important to be stored. When this happens, it suffices to process the already accumulated results (by recompressing or decompressing them, depending on whether $A_{i j}$ is LR or FR, respectively) and then start accumulating new product results again. From a practical point of view, we only require a reasonably large enough storage overhead to obtain large enough granularities to efficiently exploit fast matrix arithmetic.

In conclusion, even though the high performance, parallel implementation of Algorithm 4.1 is a complex matter that is outside our scope and that will require further research, we believe that the reasons described above give reasonable hope that the new algorithm could achieve actual time gains for large enough matrices.
5. Numerical experiments. In this section we measure experimentally the number of flops required to factorize a sequence of matrices of increasing size, with the standard and new BLR factorization algorithms (Algorithms 3.1 and 4.1), both with and without the use of fast matrix arithmetic.
5.1. Experimental setting. We have developed a MATLAB code that implements both Algorithms 3.1 and 4.1. All the experiments were performed on the brunch computer from the

```
Algorithm 4.1 New BLR factorization.
Input: a BLR matrix \(A \in \mathbb{R}^{n \times n}\) partitioned into \(p^{2}\) blocks \(A_{i j}\).
Output: \(A\) overwritten by its BLR LU factors.
    Initialize empty matrices \(X_{P_{i j}}\) and \(Y_{P_{i j}}\) for all \(i, j\)
    for \(k=1\) to \(p\) do
        Factor: \(A_{k k}=L_{k} U_{k}\)
        Solve: Perform the accumulated solves (4.1) and (4.2)
        Product: Compute \(Z_{i j}^{(k)}\) via the accumulated product (4.4)
        for \(i=k+1\) to \(p\) do
            for \(j=k+1\) to \(p\) do
            if \(A_{i k}\) and \(A_{k j}\) are FR then
                    if \(A_{i j}\) is FR then
                        \(A_{i j} \leftarrow A_{i j}-Z_{i j}^{(k)}\)
                    else
                        \(A_{i j} \leftarrow X_{i j} Y_{i j}^{T}-Z_{i j}^{(k)}\)
                            end if
            else if \(A_{i k}\) is LR and \(A_{k j}\) is FR then
                    if \(A_{i j}\) is FR then
                        \(A_{i j} \leftarrow A_{i j}-X_{i k} Z_{i j}^{(k)}\)
                    else
                    \(X_{i j} \leftarrow\left[\begin{array}{ll}X_{i j} & X_{i k}\end{array}\right]\) and \(Y_{i j} \leftarrow\left[\begin{array}{ll}Y_{i j} & -\left(Z_{i j}^{(k)}\right)^{T}\end{array}\right]\)
                    end if
            else if \(A_{i k}\) is FR and \(A_{k j}\) is LR then
                    if \(A_{i j}\) is FR then
                    \(A_{i j} \leftarrow A_{i j}-Z_{i j}^{(k)} Y_{k j}^{T}\)
                    else
                    \(X_{i j} \leftarrow\left[\begin{array}{ll}X_{i j} & Z_{i j}^{(k)}\end{array}\right]\) and \(Y_{i j} \leftarrow\left[\begin{array}{ll}Y_{i j} & -Y_{k j}\end{array}\right]\)
                    end if
            else
                    Update the LR representation \(X_{P_{i j}} Y_{P_{i j}}^{T}\) of \(P_{i j}\) as described in (4.8)
            end if
            if \(i=k+1\) or \(j=k+1\) then
                    if \(A_{i j}\) is FR then
                        \(A_{i j} \leftarrow A_{i j}-X_{P_{i j}} Y_{P_{i j}}^{T}\)
                    else
                    \(X_{i j} \leftarrow\left[\begin{array}{ll}X_{i j} & X_{P_{i j}}\end{array}\right]\) and \(Y_{i j} \leftarrow\left[\begin{array}{ll}Y_{i j} & -Y_{P_{i j}}\end{array}\right]\)
                        \(X_{i j} Y_{i j}^{T} \leftarrow \operatorname{Recompress}\left(X_{i j} Y_{i j}^{T}\right)\)
                    end if
            end if
            end for
        end for
    end for
```

LIP laboratory (ENS Lyon).
To compute the low-rank form of the blocks, we perform a truncated QR factorization with column pivoting (that is, a truncated version of LAPACK's _geqp3 routine [7]). We stop the factorization after an accuracy of $\varepsilon$ has been achieved. In the following experiments, we have set $\varepsilon=10^{-14}$, which yields a residual of the same order.

To validate our theoretical complexity results, we use a Poisson problem, which is a classical choice to analyze the complexity of low-rank solvers. Matrix $A$ is symmetric positive definite and


Fig. 5.1: Experimentally computed complexities for the standard and new BLR factorization algorithms, depending on whether classical or fast matrix arithmetic is used.
generated from a 7 -point finite-difference discretization of equation

$$
\Delta u=f
$$

on a 3D domain of size $N=k \times k \times k$ with Dirichlet boundary conditions, with $k$ varying from 64 to 224 . We compute the BLR factorization of the matrices corresponding to the root separator of the nested dissection partitioning [20], which are dense matrices of order $n=k^{2}$. Thus, $n$ varies from $64^{2}=4096$ to $224^{2}=50176$. For the Poisson problem, it is proved in [10] that $r=\mathcal{O}(1)$; therefore, in the following, we aim at validating the asymptotic behavior in $n$, which should be subquadratic for our new algorithm.

To do so, we experimentally estimate the asymptotic complexities by means of the leastsquares estimation of the coefficients $\left\{\beta_{i}\right\}_{i}$ of a regression function $f$ such that $X_{f i t}=f\left(n,\left\{\beta_{i}\right\}_{i}\right)$ fits the observed data $X_{o b s}$, where $X_{o b s}$ denotes the measured flop count for the BLR factorization. We use the following regression function:

$$
X_{f i t}=e^{\beta_{1}^{*}} n^{\beta_{2}^{*}} \quad \text { with } \quad \beta_{1}^{*}, \beta_{2}^{*}=\arg \min _{\beta_{1}, \beta_{2}}\left\|\log X_{o b s}-\beta_{1}-\beta_{2} \log n\right\|^{2} .
$$

5.2. Complexity experimental analysis. We report in Figure 5.1 the computed complexities for the standard and new BLR factorization algorithms, depending on whether classical or fast matrix arithmetic is used. In the case of fast matrix arithmetic, we use Strassen's algorithm, for which $\omega=\log _{2} 7 \approx 2.81$.

For classical matrix arithmetic, both algorithms achieve the same complexity $\mathcal{O}\left(n^{1.8}\right)$ (blue triangle curve). With fast matrix arithmetic (using Strassen's algorithm), the standard algorithm (yellow circle curve) fails to reduce the asymptotic complexity of the factorization, achieving only a constant gain. In contrast, the new algorithm (green square curve) achieves a reduced asymptotic complexity of $\mathcal{O}\left(n^{1.7}\right)$. For the largest problem, using Strassen's matrix arithmetic with the standard algorithm yields a $23 \%$ gain (with respect to classical matrix arithmetic) and a $38 \%$ gain with the new algorithm.

In all three cases, the complexities computed experimentally are better than their respective theoretical bounds $\left(\mathcal{O}\left(n^{2}\right)\right.$ for the first two curves and $\mathcal{O}\left(n^{1.9}\right)$ for the third) by a factor of the order of $n^{0.2}$.

These numerical results confirm that the new BLR factorization algorithm exploits fast matrix arithmetic more efficiently and achieves a better asymptotic complexity than the standard algorithm.

Table 5.1: Backward error $\|A x-y\| /(\|A\|\|x\|+\|y\|)$ for solving the linear system $A x=y$, where $x$ is the all-ones vector and $A$ is a BLR matrix corresponding to the root separator of a Poisson problem of size $64^{2}$.

|  | $\varepsilon=10^{-14}$ |  | $\varepsilon=10^{-8}$ |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Classical | Strassen | Classical | Strassen |
| Algorithm 3.1 | $4.61 e-15$ | $4.64 e-15$ | $1.56 e-08$ | $1.56 e-08$ |
| Algorithm 4.1 | $4.55 e-15$ | $4.44 e-15$ | $1.56 e-08$ | $1.56 e-08$ |

These experiments only consider the reduction of the BLR factorization cost in terms of flops. Investigating how to translate this theoretical reduction into gains in computing time is outside our scope. We note recent advances on the high performance implementation of Strassen's algorithm $[15,8,12,18,27,26]$, as well as on reducing the constant hidden in the $\mathcal{O}$ of the complexity of fast matrix algorithms [29, 11], which allow for significant time gains even for moderately large $n$.
5.3. Numerical error analysis. We now analyze experimentally the accuracy of the BLR factorization by measuring the numerical error produced depending on the choice of factorization algorithm, matrix arithmetic, and low-rank truncation threshold $\varepsilon$.

We measure the backward error

$$
\|A x-y\| /(\|A\|\|x\|+\|y\|)
$$

for solving the linear system $A x=y$, where $x$ is the all-ones vector and $A$ is the BLR matrix corresponding to the $64^{2}$ Poisson problem. IEEE double precision (fp64) is used.

We report in Table 5.1 the backward error for both Algorithms 3.1 and 4.1 using either classical or Strassen matrix arithmetic, for two choices of low-rank truncation threshold, $\varepsilon=10^{-14}$ and $\varepsilon=10^{-8}$.

It is clear from the results that the error is strongly correlated to $\varepsilon$ and almost does not depend on the choice of factorization algorithm or matrix arithmetic. Intuitively, this is not surprising: while the overall error for the BLR factorization depends on both the floating-point precision and the low-rank truncation threshold, we can expect the truncation errors to dominate the floating-point ones if $\varepsilon$ is large enough. Note that a rigorous proof of this intuition is the subject of ongoing research [25].

## 6. Conclusion.

6.1. Summary. Block low-rank (BLR) dense matrices of order $n$ with blocks of rank at most $r$ can be factorized classically in $\mathcal{O}\left(n^{2} r\right)$ flops. Even though lower complexities can be achieved with hierarchical formats, the BLR format allows for a particularly simple and efficient implementation within a parallel, general-purpose, algebraic solver. For this reason, in this article, we have investigated how to exploit fast matrix arithmetic within the BLR factorization in order to reduce its asymptotic complexity without losing its non-hierarchical nature and thus all the benefits associated with it.

The standard BLR factorization algorithm involves many intermediate operations on matrices of small rank $r \ll n$. If each of these operations is accelerated with fast matrix arithmetic separately, the quadratic dependence on $n$ remains: the complexity is only reduced from $\mathcal{O}\left(n^{2} r\right)$ to $\mathcal{O}\left(n^{2} r^{\omega-2}\right)$, where $\omega<3$ corresponds to the complexity $\mathcal{O}\left(n^{\omega}\right)$ of multiplying two $n \times n$ matrices.

To improve upon this first underwhelming result, we have proposed a new BLR factorization algorithm that accumulates these low-rank intermediate matrices together so as to perform operations on matrices of larger granularity. This allows for a more efficient use of fast matrix arithmetic and reduces the asymptotic complexity to $\mathcal{O}\left(n^{(\omega+1) / 2} r^{(\omega-1) / 2}\right)$. This gives a theoretical bound of $\mathcal{O}\left(n^{3 / 2} r^{1 / 2}\right)$ for $\omega=2$ which corresponds to the complexity of storing a BLR
matrix, and is thus linear in the size of the input. Moreover, this complexity already represents a significant improvement for practical values of $\omega$, such as $\omega=\log _{2} 7$ (Strassen's algorithm), for which the complexity is $\mathcal{O}\left(n^{1.904} r^{0.904}\right)$.

Recall that the complexity of the $\mathcal{H}$-matrix factorization is reduced from $\mathcal{O}\left(n r^{2}\right)$ to $\mathcal{O}\left(n r^{\omega-1}\right)$ thanks to the use of fast matrix arithmetic (ignoring logarithmic factors for simplicity). Interestingly, the ratio between the BLR and $\mathcal{H}$ complexities is thus also reduced with the use of fast matrix arithmetic, from $\mathcal{O}(n / r)$ to $\mathcal{O}\left((n / r)^{(\omega-1) / 2}\right)$. Therefore, fast matrix arithmetic can partially bridge the asymptotic complexity gap between flat and hierarchical low-rank matrix formats.
6.2. Perspectives. A possible drawback of fast matrix arithmetic is its larger error bounds in floating-point arithmetic [23], [24, sec. 23.2]. Interestingly, this problem may be less important in the BLR setting. Indeed, as experimentally observed in section 5.3 , the accuracy of the BLR factorization depends on both floating-point and low-rank truncation errors, but the latter appear to dominate the former when the low-rank truncation threshold $\varepsilon$ is large enough. Since the use of fast matrix arithmetic only concerns floating-point errors, its impact on the numerical behavior of the BLR factorization may be limited. A rigorous error analysis proving this valuable property is the subject of ongoing research [25].

As mentioned in the introduction, the MBLR format [5] is a multilevel extension of the BLR matrices. The idea is to recursively partition the full-rank blocks of the matrix into BLR matrices, up to a fixed number of levels $\ell$. Investigating whether and by how much the $\mathcal{O}\left(n^{(\ell+3) /(\ell+1)} r^{2 \ell /(\ell+1)}\right)$ asymptotic complexity of the MBLR factorization can be reduced with fast matrix arithmetic could be the subject of future work. However, one difficulty lies with the size of the blocks which becomes smaller and smaller at lower levels of the hierarchy, thus making it more challenging to efficiently exploit fast matrix arithmetic.

Finally, the ideas behind the new algorithm presented in section 4 raise interesting perspectives independently of the use of fast matrix arithmetic. As mentioned in section 4.5, the accumulated kernels are likely to improve the performance of the BLR factorization by increasing the granularity of its BLAS operations, in the same spirit as the LUA strategy proposed in [6], or, more generally, as batched BLAS computations [17]. This could be of particular interest when targeting architectures benefitting from large granularities of computations, such as GPU accelerators.
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