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Technical report on: Multi-Robot Symmetric
Formations for Gradient and Hessian Estimation

with Application to Source Seeking
Lara Briñón-Arranz1, Alessandro Renzaglia2, and Luca Schenato3

This technical report provides the details and extended mathematical derivations of the results presented in the paper ”Multi-
Robot Symmetric Formations for Gradient and Hessian Estimation with Application to Source Seeking”, published in the IEEE
Transactions on Robotics, 2019.

I. PROBLEM FORMULATION

Let us define the signal distribution σ(r) as a 3-dimensional spatial function representing the scalar field at location r
achieving its maximum at position r∗ where the source is located and smoothly decreasing to zero far from the source.
Formally speaking, we will consider the following assumptions on this signal, where we denote its gradient and Hessian at a
location r as ∇σ(r) and Hσ(r) respectively:

Assumption 1 The function σ : R3 → R+, is three times continuously differentiable, i.e. σ ∈ C3, and all its partial derivatives
up to order three are globally bounded. Moreover, ∇σ(r∗) = 0, ∇σ(r) 6= 0, ∀r 6= r∗, and Hσ(r∗) < −aI3, where a > 0 and
I3 ∈ R3×3 denotes the identity matrix.

The previous assumption implies that there exist scalar L and M such that

|σ(r)− σ(c)−∇σ(c)T (r− c)︸ ︷︷ ︸
=:ϕ∇(r,c)

| ≤ L‖r− c‖2

|ϕ∇(r, c)− 1

2
(r− c)THσ(c)(r− c)︸ ︷︷ ︸
=:ϕH(r,c)

| ≤M‖r− c‖3

where ϕ∇(r, c) and ϕH(r, c) correspond to the first and second order remainders of the Taylor expansion about the point c,
respectively.

II. 3-D ESTIMATION

A. Robots’ formation

Consider a group of N = 2n, n ∈ N agents forming a symmetric configuration composed of two parallel circular formations
whose centers are aligned with the z−axis. The center point c ∈ R3 is located between the two circles at distance D sin θF
from each one. One half of the agents is uniformly distributed in the upper circular formation, the other half is uniformly
distributed in the lower circular formation and thus, their relative vectors with respect to the center point c are also evenly
spaced. The robots’ positions in such configuration are expressed in spherical coordinates as follows:

ri = c +D [sθicφi , sθisφi , cθi ]
T

θi =

{
θF , if i = 2k − 1
π − θF , if i = 2k,

k = 1, . . . , n
(1)

where ri ∈ R3 denotes the position of agent i, φi = 2πi/N is the azimuthal angle, cφ and sφ represent the cosine and sine of
angle φ respectively, D is the radial distance to the center c, θi is the polar angle and θF is defined such that sθF =

√
2/3.
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3L. Schenato is with the Department of Information Engineering, University of Padova, 35122 Padova, Italy.
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Note that this symmetric formation has two interesting and convenient properties. First of all, it is easy to see that all the
agents are placed at the same distance from the center, i.e., ‖ri−c‖ = D,∀i. Moreover, the sum of the relative position vectors
of all agents with respect to the center is equal to zero for N = 2n, n ≥ 2, as proven in the sequel:

N∑
i=1

(ri − c) = D

N∑
i=1

sθicφisθisφi
cθi

 = D

 sθF
∑N
i=1 cφi

sθF
∑N
i=1 sφi∑

i=2k−1 cθF −
∑
i=2k cθF

 = 0

since
∑N
i=1 cos(2πi/N) =

∑N
i=1 sin(2πi/N) = 0.

B. Gradient estimation

Consider the symmetric formation of agents given by (1) collecting measurements of a 3-D signal distribution σ(r). The
following theorem is proposed:

Theorem 1 Assume that σ(r) : R3 → R satisfies Assumption 1 and the agents’ formation is given by (1). Considering a fleet
of N = 2n agents with n ≥ 2 and define

∇̂σ(c) := 3

ND2

N∑
i=1

σ(ri)(ri − c) (2)

then it holds
‖∇̂σ(c)−∇σ(c)‖ ≤ 3LD. (3)

Proof: Using the first-order Taylor expansion of each measurement σ(ri) about the point c and recalling that ‖r̃i‖ = D
where r̃i := ri − c, then the following equation holds for all i = 1, . . . , N :

σ(ri)− σ(c) = ∇σ(c)T r̃i + ϕ∇(ri, c),

where ϕ∇(ri, c) denotes the remainder of the Taylor expansion. Multiplying the previous equation by 3r̃i/(ND2) and summing
over i = 1, . . . , N , we obtain

3

ND2

N∑
i=1

σ(ri)r̃i −
3σ(c)
ND2

N∑
i=1

r̃i =

3

ND2

N∑
i=1

∇σ(c)T r̃ir̃i +
3

ND2

N∑
i=1

ϕ∇(ri, c)r̃i.

Due to the symmetric properties of the formation, we have
∑N
i=1 r̃i = 0 and thus

∇̂σ(c) = 3∇σ(c)
ND2

N∑
i=1

r̃ir̃
T
i + Ψ∇(D, c), (4)

where Ψ∇(D, c) = 3
ND2

∑N
i=1 ϕ

∇(ri, c)r̃i. We analyze the second term of the previous equation using (1) to express the
position of the agents ri to obtain

N∑
i=1

r̃ir̃
T
i = D2

N∑
i=1

[
s2θi

c2φi
? ?

s2θi
cφisφi s2θi

s2φi
?

sθicφicθi sθisφicθi c
2
θi

]
= D2

N∑
i=1

[
s2θF

c2φi
? ?

s2θF
cφisφi s2θF

s2φi
?

sθF cφicθi sθF sφicθi c
2
θi

]
.

The elements depending on the polar angle θi must be decomposed to consider the agents with even index i = 2k and the
rest with i = 2k − 1, k = 1, . . . , n, then for n ≥ 2 we have

N∑
i=1

cφicθi = cθF

(
n∑

i=2k−1

cφi −
n∑

i=2k

cφi

)
= 0

and the same results holds for the sine. Considering the properties of the proposed formation (1) for which s2θF = 2/3, and
applying trigonometric properties, the following equality holds:

N∑
i=1

r̃ir̃
T
i = D2

[ N
2 s

2
θF

? ?

0 N
2 s

2
θF

?

0 0 Nc2θF

]
=
ND2

3
I3,
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consequently ∇̂σ(c) = ∇σ(c) + Ψ∇(D, c). According to Assumption 1 the term Ψ∇(D, c) satisfies the inequality

‖Ψ∇(D, c)‖ ≤ 3

ND2

N∑
i=1

|ϕ∇(ri, c)|‖ri − c‖ ≤ 3LD.

which concludes the proof.

Corollary 1 Let σ(r) : R3 → R be a quadratic function, i.e. σ(r) = rTSr+bT r+d, where S is negative definite, and consider
the agents’ formation given by (1), then for a fleet of N = 2n agents with n ≥ 3 we have ∇̂σ(c) = ∇σ(c).

Proof: Since σ(r) is quadratic the Taylor’s reminder can be computed explicitly as

ϕ∇(ri, c) = r̃Ti S r̃i.

Consequently, the error term in (4) becomes

Ψ∇(D, c) =
3

ND2

N∑
i=1

ϕ∇(ri, c)r̃i =
3

ND2

N∑
i=1

r̃ir̃
T
i S r̃i

According to (1), we obtain

Ψ∇(D, c) =
3D

N

N∑
i=1

 s2θic
2
φi

? ?

s2θicφisφi s2θis
2
φi

?

sθicφicθi sθisφicθi c2θi

S11sθicφi + S12sθisφi + S13cθi
S12sθicφi + S22sθisφi + S23cθi
S13sθicφi + S23sθisφi + S33cθi


=
3D

N

N∑
i=1

 s2θF c
2
φi

? ?

s2θF cφisφi s2θF s
2
φi

?

sθF cφicθi sθF sφicθi c2θi

S11sθF cφi + S12sθF sφi + S13cθi
S12sθF cφi + S22sθF sφi + S23cθi
S13sθF cφi + S23sθF sφi + S33cθi


=
3D

N

N∑
i=1

[
ax ay az

]T
where S =

S11 ? ?
S12 S22 ?
S13 S23 S33

 and

ax =S11s
3
θF c

3
φi + 2S12s

3
θF c

2
φisφi + 2S13s

2
θF cθic

2
φi

+ S22s
3
θF cφis

2
φi + 2S23s

2
θF cθicφisφi + S33sθF c

2
θicφi ,

ay =S11s
3
θF c

2
φisφi + 2S12s

3
θF cφis

2
φi + 2S13s

2
θF cθicφisφi

+ S22s
3
θF s

3
φi + 2S23s

2
θF cθis

2
φi + S33sθF c

2
θisφi ,

az =S11s
2
θF cθic

2
φi + 2S13sθF c

2
θicφi + 2S12s

2
θF cθicφisφi

+ S22s
2
θF cθis

2
φi + 2S23sθF c

2
θisφi + S33c

3
θi .

Decomposing the terms depending on cθi in agents with even and odd index respectively we note that all terms involve a
third-order polynomial in sine and cosine and applying trigonometric properties (see Appendix), we obtain that for n ≥ 3,
ax = ay = az = 0, and consequently Ψ∇(D, c) = 0.

C. Hessian matrix estimation

Consider the symmetric formation of agents given by (1) taking measurements of a signal distribution σ(r). In order to
estimate the Hessian matrix of the signal σ(r), three additional agents are required, two placed along the z−axis of the previous
symmetric formation, such that the agents positions are given by (1) with θN+1 = 0 and θN+2 = π and another one placed
at the center c of the formation. The following theorem is proposed:

Theorem 2 Assume that σ(r) : R3 → R satisfies Assumption 1. Let N = 2n agents deployed as in (1), two additional agents
are defined also by (1) with θN+1 = 0 and θN+2 = π respectively, and the agent N + 3 is placed at the center c of the
formation. If n ≥ 4 then the quantity

Kσ(c) :=
18

ND4

N+2∑
i=1

(σ(ri)−σ(c))(ri−c)(ri−c)T (5)
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satisfies ∥∥∥Kσ(c) −

 d1 ? ?
H12 d2 ?
2H13 2H23 d3


︸ ︷︷ ︸

=:L(Hσ(c))

∥∥∥
F
≤ 18(N + 2)DM

N
(6)

with

d1 =
3

2
H11 +

1

2
H22 +H33

d2 =
1

2
H11 +

3

2
H22 +H33

d3 =H11 +H22 +H33 +
18

N
H33

(7)

where the Hessian matrix at the center of the formation is denoted by Hσ(c) =

[
H11 ? ?
H12 H22 ?
H13 H23 H33

]
and ‖·‖F indicates the Frobenius

Norm.

Proof: Using the first-order Taylor expansion of each measurement σ(ri) about the point c and recalling that ‖r̃i‖ = D,
where r̃i := ri − c then the following equation holds for all i = 1, . . . , N + 2:

σ(ri)− σ(c) =∇σ(c)T r̃i +
1

2
r̃Ti Hσ(c)r̃i + ϕH(ri, c),

where ϕH(ri, c) denotes the remainder of the Taylor expansion. Pre-multiplying the previous equation by 18r̃i/(ND4) and
post-multiplying by r̃Ti , and then summing over i = 1, . . . , N + 2, we obtain

Kσ(c) =
18

ND4

N+2∑
i=1

r̃i∇σ(c)T r̃ir̃
T
i +

+
9

ND4

N+2∑
i=1

r̃ir̃
T
i Hσ(c)r̃ir̃

T
i +

18

ND4

N+2∑
i=1

r̃iϕH(ri, c)r̃
T
i

(8)

To analyze this equation, we decompose the summation in two parts, first, consider the N agents of the cylindrical formation
and second, the two additional ones:

N+2∑
i=1

r̃i∇σ(c)T r̃ir̃
T
i =

N∑
i=1

r̃i∇σ(c)T r̃ir̃
T
i + r̃N+1∇σ(c)T r̃N+1 r̃TN+1 + r̃N+2∇σ(c)T r̃N+2 r̃TN+2

=

N∑
i=1

r̃i∇σ(c)T r̃ir̃
T
i +D3

0 ? ?
0 0 ?
0 0 ∇σz(c)

+D3

0 ? ?
0 0 ?
0 0 −∇σz(c)


=D3

N∑
i=1

sθicφi∇σx(c) sθicφi∇σy(c) sθicφi∇σz(c)
sθisφi∇σx(c) sθisφi∇σy(c) sθisφi∇σz(c)
cθi∇σx(c) cθi∇σy(c) cθi∇σz(c)

 s2θic
2
φi

? ?

s2θicφisφi s2θis
2
φi

?

sθicθicφi sθicθisφi c2θi


=D3

N∑
i=1

sθF cφi∇σx(c) sθF cφi∇σy(c) sθF cφi∇σz(c)
sθF sφi∇σx(c) sθF sφi∇σy(c) sθF sφi∇σz(c)
cθi∇σx(c) cθi∇σy(c) cθi∇σz(c)

 s2θF c
2
φi

? ?

s2θF cφisφi s2θF s
2
φi

?

sθF cθicφi sθF cθisφi c2θi


=D3

N∑
i=1

[
B1 B2

B3 B4

]
,

where

B1 =∇σx(c)s3θF

[
c3φi ?

c2φisφi cφis
2
φi

]
+∇σy(c)s3θF

[
c2φisφi ?

cφis
2
φi

s3φi

]
+∇σz(c)s2θF

[
c2φicθi ?

cφisφicθi s2φicθi

]
B2 =∇σx(c)s2θF

[
c2φicθi

c2φisφicθi

]
+∇σy(c)s2θF

[
cφisφicθi
s2φicθi

]
+∇σz(c)sθF c2θF

[
cφi
sφi

]
B3 =BT2

B4 =∇σx(c)sθF c2θicφi +∇σy(c)sθF c
2
θisφi +∇σz(c)c

3
θF .
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Following the same steps that in previous cases, applying trigonometric properties and considering robots with even and odd
index we obtain that for n ≥ 4:

N∑
i=1

B1 = 0,

N∑
i=1

B2 = 0,

N∑
i=1

B3 = 0,

N∑
i=1

B4 = 0,

and consequently for n ≥ 4 the following equation holds:
N+2∑
i=1

r̃i∇σ(c)T r̃ir̃
T
i = 0.

In order to analyze the second term of the right-side of equation (8) we decompose again the summation in two parts,
considering first the N robots of the cylindrical formation and second, the two additional ones:

N+2∑
i=1

r̃ir̃
T
i Hσ(c)r̃ir̃

T
i =

N∑
i=1

r̃ir̃
T
i Hσ(c)r̃ir̃

T
i + r̃N+1 r̃TN+1 Hσ(c) r̃N+1 r̃TN+1 + r̃N+2 r̃TN+2 Hσ(c) r̃N+2 r̃TN+2

=

N∑
i=1

r̃ir̃
T
i Hσ(c)r̃ir̃

T
i +D4

0 ? ?
0 0 ?
0 0 H33

+D4

0 ? ?
0 0 ?
0 0 H33


=D4

N∑
i=1

 s2θic
2
φi

? ?

s2θicφisφi s2θis
2
φi

?

sθicθicφi sθicθisφi c2θi

H11 ? ?
H12 H22 ?
H13 H23 H33

 s2θic
2
φi

? ?

s2θicφisφi s2θis
2
φi

?

sθicθicφi sθicθisφi c2θi


+D4

0 ? ?
0 0 ?
0 0 2H33


=D4

N∑
i=1

[
C1 C2

C3 C4

]
+D4

0 ? ?
0 0 ?
0 0 2H33

 ,
where

C1 =s4θi

[
H11c

4
φi

+ 2H12c
3
φi
sφi +H22c

2
φi
s2φi ?

H11c
3
φi
sφi + 2H12c

2
φi
s2φi +H22cφis

3
φi

H11c
2
φi
s2φi + 2H12cφis

3
φi

+H22s
4
φi

]
+ 2H13s

3
θi

[
c3φicθi ?

c2φisφicθi cφis
2
φi

]
+ 2H23s

3
θi

[
c2φisφicθi ?

cφis
2
φi
cθi s3φicθi

]
+H33s

2
θic

2
θi

[
c2φi ?

cφisφi s2φi

]
C2 =s3θicθi

[
H11c

3
φi

+ 2H12c
2
φi
sφi +H22cφis

2
φi

H11c
2
φi
sφi + 2H12cφis

2
φi

+H22s
3
φi

]
+ 2s2θic

2
θi

[
H13c

2
φi

+H23cφisφi
H13cφisφi +H23s

2
φi

]
+H33sθic

3
θi

[
cφi
sφi

]
C3 =CT2

C4 =s2θic
2
θi(H11c

2
φi + 2H12cφisφi +H22s

2
φi) + sθic

3
θi(H13cφi +H23sφi) +H33c

4
θi .

Applying trigonometric properties, the fact that sθF =
√
2/3 and considering robots with even and odd index we obtain that

for n ≥ 4:

9

ND4

N+2∑
i=1

r̃ir̃
T
i Hσ(c)r̃ir̃

T
i =

 3
2H11 +

1
2H22 +H33 ? ?
H12

1
2H11 +

3
2H22 +H33 ?

2H13 2H23 H11 +H22 +H33 +
18
NH33

 .
The error term defined by

ΨH(D, c) =
18

ND4

N+2∑
i=1

r̃iϕH(ri, c)r̃
T
i

satisfies

‖ΨH(D, c)‖F ≤
18

ND4

N+2∑
i=1

|ϕH(ri, c)|‖r̃i‖2≤
18(N+2)DM

N

which concludes the proof.
Note that once Kσ(c) is computed, an estimate Ĥσ(c) for the true Hessian Hσ(c) is given by the unique solution of the linear

system
L(Ĥσ(c)) = Kσ(c) (9)
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which can be obtained by inverting the operator L.

Corollary 2 Let σ(r) : R3 → R be a quadratic function, i.e. σ(r) = rTSr+ bT r+a, where S is negative definite. Considering
N = 2n robots deployed as in (1), two additional robots are defined also by (1) with θN+1 = 0 and θN+2 = π respectively,
and the robot N + 3 is placed at the center c of the formation. Then for n ≥ 4 the matrix Kσ(c) defined in (5) satisfies
Kσ(c) = L(Hσ(c)) and therefore Ĥσ(c) = Hσ(c).

Proof: The results directly follow from Theorem 2, since in the case of quadratic functions the Taylor’s remainders are
zero, i.e. ϕH(ri, c) = 0,∀i = 1, . . . , N , therefore ΨH(D, c) = 0.

III. NOISE AND APPROXIMATION ERROR ANALYSIS

In this section we address the problem of noisy measurements and their effect on the gradient and Hessian estimation, and
we compare it with the approximation errors of equations (3) and (6). We limit the analysis to the 3-D scenario. We assume
that the measurements are corrupted by Gaussian zero-mean white noise which models possible small scale spatial variations
due to turbulence or local perturbation:

y(ri) = σ(ri) + vi(ri), vi(ri) ∼ N (0, υ2)

where υ2 represents the variance of the noise. We further assume that the noise is independent in each robot measurement, i.e.
E[vi(ri)vj(rj)] = 0, i 6= j which is a realistic assumption if ‖ri − rj‖ > Dmin where Dmin represents the spatial correlation
distance of the disturbance. We start by considering the effect on the gradient estimation. Since the noise is additive in the
measurement, the gradient estimate becomes

∇̂σ(c) := 3

ND2

N∑
i=1

σ(ri)(ri − c) +
3

ND2

N∑
i=1

vi(ri − c)︸ ︷︷ ︸
Ψ∇v (D,c)

The term Ψ∇v (D, c) represents the effect of noise. It has clearly zero mean, i.e. E[Ψ∇v (D, c)] = 0 and its expected standard
deviation is given by:

s∇(D) :=
√
E[‖Ψ∇v (D, c)‖2] =

3

ND2
(E[

(
N∑
i=1

vir̃i

)T ( N∑
i=1

vir̃i

)
])

1
2 =

3

ND2
(E[

N∑
i=1

N∑
j=1

υiυj r̃
T
i r̃j ])

1
2

=
3υ

ND2

(
N∑
i=1

r̃Ti r̃i

) 1
2

=
3υ

N
1
2D

,

where we used the results from the proof of Theorem 1. Note that this term is a monotonically decreasing function of the
formation radius and the number of robots. This term has to be compared with the approximation error provided in (3) which
is monotonically increasing with the formation radius. This observation shows a clear trade-off when deciding the formation
radius in order to balance the effect of approximation error and the noise error. As a rule of thumb we can try to design the
formation radius D∗∇ to exactly balance these two errors:

s∇(D
∗
∇) = 3LD∗∇ =⇒ D∗∇ =

υ
1
2

L
1
2N

1
4

, s∇(D
∗
∇) =

3(υL)
1
2

N
1
4

which provide a rule-of-thumb to chose the formation radius if L, υ and N are known. The previous expression shows that both
the minimal estimation error and the optimal formation radius decrease as the number of robots increases, however it is important
to keep in mind that we must have ‖ri − rj‖ > Dmin for the previous equation to be realistic. Considering the cylindrical
formation (1) we have that the minimal distance between two robots in the formation is min‖ri − rj‖ = 2

√
2/3D∗∇ sin(π/n)

and then D∗∇ > Dmin/(2
√

2/3 sin(π/n)) for the previous equation to be realistic.
We now consider the effect on the Hessian estimation. Since even in this case the noise is additive in the estimate of the

Hessian, it is straightforward to see that to the estimate Ĥσ(c) there is the additional term:

ΨH
v (D, c) =

18

ND4

N+2∑
i=1

(vi−vc)(ri−c)(ri−c)T
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Such matrix has clearly zero mean, while the expected the expected squared Frobenius norm is given by:

E[‖ΨH
v (D, c)‖2F ] = E

[
trace(ΨH

v (D, c)(ΨH
v (D, c))T )

]
=

182

N2D8
E

trace
(N+2∑

i=1

(vi − vc)r̃ir̃Ti

)(
N+2∑
i=1

(vi − vc)r̃ir̃Ti

)T
=

182

N2D8
E

trace
N+2∑
i=1

N+2∑
j=1

(vi − vc)(vj − vc)r̃ir̃Ti r̃j r̃
T
j


=

182

N2D8
E

N+2∑
i=1

N+2∑
j=1

(vi − vc)(vj − vc)trace
(

r̃Ti r̃j r̃
T
j r̃i
)

=
182

N2D8
E

N+2∑
i=1

N+2∑
j=1

(vi − vc)(vj − vc)(r̃Ti r̃j)2


=
182

N2D8

N+2∑
i=1

E[v2i ]‖r̃i‖4 +
N+2∑
i=1

N+2∑
j=1

E[v2c ](r̃
T
i r̃j)2

 =
182v2

N2D8

D4(N + 2) +

N+2∑
i=1

N+2∑
j=1

(r̃Ti r̃j)2


=
182v2

N2D8

D4(N + 2) +D4
N+2∑
i=1

N+2∑
j=1

(cφicφjsθisθj + sφisφjsθisθj + cθicθj )
2


=

182v2

N2D4

(N + 2) + 4 + 4Nc2θF +

N∑
i=1

N∑
j=1

(c(φi−φj)sθisθj + cθicθj )
2


=

182v2

N2D4

(N + 2) + 4 + 4Nc2θF +

N∑
i=1

N∑
j=1

(c2(φi−φj)s
4
θF + c4θF )

2


=

182υ2

N2D4

(
N + 2 + (

N

3
+ 2)2

)
Thus, the expected standard deviation is can be expressed as follows:

sH(D) := (E[‖ΨH
v (D, c)‖2F ])

1
2

=
18υ

ND2

(
N + 2 + (

N

3
+ 2)2

) 1
2 ≈ 6υ

D2

where the last approximation is obtained for N � 1. As compared to the effect of noise in the gradient estimation s∇(D),
the standard deviation sH(D) does not decrease to zero as the number of robots increases, and it is also more sensitive to
the formation radius since it is inversely proportional to the square of the radius. This last fact is to be expected since we
are estimating second order derivatives via finite differences and therefore measurement noise is amplified more than when
computing first derivatives.

Similar consideration can be derived for the Hessian in terms of finding the optimal radius D∗H to balance the approximation
error and the noise error in the scenario N � 1:

sH(D∗∇)=18MD∗H=⇒ D∗H=
( υ

3M

) 1
3

, sH(D∗H)=
18(υM)

1
3

3
1
3

From a practical perspective, the choice of the optimal radius formation should be chosen to balance all approximation errors
and noise effects in both the gradient and the Hessian. Since the noise error increases rapidly for decreasing formation radius
a sensible choice for the radius is the largest between D∗∇ and D∗H .

APPENDIX

This appendix presents several relations and trigonometric properties used to prove the lemmas and corollaries proposed in this
paper. An important property of the uniformly distributed circular formation exploited in this paper is that

∑N
i=1 cos(

m2π
N ) =∑N

i=1 sin(
m2π
N ) = 0, for N > m. To prove this result, consider the well known geometric series property

∑N
i=1 r

i =
r(1−rN )

1−r , r 6= 1. If we take r = e
m2π
N j where j2 = −1 and N > m to avoid the situation in which r = 1, then

N∑
i=1

e
m2π
N ij =

e
m2π
N j(1− em2πj)

1− em2π
N j

= 0



8

since em2πj = cos(m2π) + j sin(m2π) = 1, ∀m. Combining this result with trigonometric properties we obtain the following
useful equations:

c2φ = (1 + c(2φ))/2, c2φsφ = sφ − s3φ cφs
2
φ = cφ − c3φ,

c3φ = (3cφ + c(3φ))/4, c3φsφ = 3s(2φ)/8 + (s(4φ) − s(2φ))/8,
s3φ = (3sφ − s(3φ))/4, cφs

3
φ = 3s(2φ)/8− (s(4φ) + s(2φ))/8,

c4φ = 3/8 + c(2φ)/2 + c(4φ)/8, cφsφ = sφ/2,

s4φ = c4φ − c(2φ), c2φs
2
φ = 1/2 + c(2φ)/2− c4φ.


