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ABSTRACT
Dichotomous inference is the classification of statistical evidence as either sufficient or insufficient. It
is most commonly done through null hypothesis significance testing (NHST). Although predominant,
dichotomous inferences have proven to cause countless problems. Thus, an increasing number of
methodologists have been urging researchers to recognize the continuous nature of statistical evidence
and to ban dichotomous inferences. We wanted to see whether they have had any influence on CHI.
Our analysis of CHI proceedings from the past eight years suggests that they have not.
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INTRODUCTION
By dichotomous inference we refer to the classification of statistical evidence as either sufficient or
insufficient, typically through the use of conventional cutoffs. Although dichotomous inference can be
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carried out using a variety of statistical methods (e.g., Bayes factors [18], posterior probabilities [2],...),
the most popular procedure is by far null hypothesis significance testing (NHST). Using NHST, one
first computes “the probability (p) of an effect of a certain size or larger being observed if there were
no true effect” [3]. The p-value is then compared to a conventional cutoff α (typically α=.05). If p is
smaller than α , then the null hypothesis of no effect can be rejected, which means there is sufficient
evidence to conclude that there is an effect. Otherwise, the null hypothesis cannot be rejected—the
evidence is insufficient to conclude.
Although advocated in many textbooks and broadly applied in HCI, NHST is a loose mix of two

incompatible philosophies of statistical inference—the computation and reporting of exact p-values
follows Ronald Fisher, while the use of an α cutoff to guide decision making is taken from Neyman
and Pearson [13]. Although the Neyman-Pearson approach is thought to be well suited for automated
decision-making (e.g., for deciding which batches to reject in a factory production line), Fisher and
many others after him have rejected it as entirely inappropriate for carrying out scientific research [13].
Fisher wanted researchers to see p-values as a continuous measure of strength of evidence against
the null hypothesis and stated that “no scientific worker has a fixed level of significance at which
from year to year, and in all circumstances, he rejects hypotheses” [10].
While dichotomous inference through NHST has been used for decades and is still in use today,

many have recognized that the ritualistic application of a cut-off leads to a number of problems. First,
it promotes dichotomous thinking, i.e., thinking about evidence as black and white [8]. This often
results in researchers putting too much trust on results having a p-value less than the conventional
α = .05 threshold, irrespective of how far it is from that threshold [25]. This in turn typically results
in conclusions being overstated, or in sample means being interpreted as accurate, ignoring their
uncertainty [10]. At the same time, researchers tend to distrust p-values that are above the threshold,
even if they just missed the mark [25]. An extreme version of this, the fallacy of “accepting the null”,
consists in taking a non-significant p-value (even p = .06) as a sign that there is no effect. A related
reasoning error is considering that a significant effect and a non-significant effect are statistically
different [11, 12], or that a stream of studies with significant and non-significant results is necessarily
inconsistent or controversial [8]. Finally, dichotomous inference with NHST encourages practices
that distort the scientific literature, such as publication bias (studies that do not achieve statistical
significance are never published), outcome reporting bias (results that do not achieve statistical
significance are not reported in published studies), and significance chasing (researchers try many
different analysis methods until they obtain a significant result) [27]. All of these issues contribute to
making published studies less trustworthy and less likely to replicate.
Consequently, the practice of NHST-based dichotomous inference has been strongly discouraged

by countless statisticians and methodologists, especially in the past few years [2, 3, 8–10, 14, 22,
27]. In 2016, the executive director of the American Statistical Association stated that “in the post



p<0.05 era, scientific argumentation is not based on whether a p-value is small enough or not. [...]
Evidence is thought of as being continuous rather than some sort of dichotomy.” [21]. Recently, Gerd
Gigerenzer, a prominent psychologist and methodologist, suggested that “editors should no longer
accept manuscripts that report results as "significant" or "not significant"” [14], while others went as
far as qualifying NHST-based dichotomous inference as “scientifically destructive behavior” [2].

A commonly advocated alternative is to focus on effect sizes and their interval estimates rather than
on p-values [2, 8, 10]. However, interval estimates do not offer a sure protection against dichotomous
inference, as researchers still tend to classify results as statistically significant or not, depending on
whether an interval estimate contains zero [2, 7]. Other methodologists argue that p-values should still
be used, but only exact p-values should be reported and no mention of statistical significance should
ever be made [1, 2, 14]. This stands in contrast to many guidelines and textbooks which recommend
reporting exact p-values but without discouraging dichotomous inference [29]. Irrespective of the
statistical tools used, many modern methodologists urge researchers to think of evidence as gradual
rather than binary when interpreting their results [2, 8, 11, 22]. Peter Dixon introduced the “graded
evidence” principle, according to which “similar results should lead to similar interpretations. In
other words, if the results change a little bit, the evidence afforded by those results should only
change a little bit” [9]. He added that “describing results in terms of a catalogue of significant and
nonsignificant effects fails to satisfy this principle” and that “classifying results as either significant
or nonsignificant is an impoverished, potentially misleading way to describe evidence” [9]. Similarly,
it has been suggested that in HCI “a statistical analysis should [...] be designed so that similar
experimental outcomes yield similar results and conclusions” [10]. Nevertheless, some methodologists
believe that α cutoffs still have a place, and suggest for example that the issues of overconfident claims
and irreplicable findings can be alleviated by switching to a more stringent cutoff of α = .005 [5].

Although there is still an ongoing debate on whether dichotomous inferences should be banned from
the researcher’s toolbox, the past few years have seen a prolific literature and solid arguments against
their use. Since HCI (like many other disciplines) has traditionally been dominated by NHST-based
dichotomous inference, we wanted to examine whether the recent literature against dichotomous
inferences has had any influence on CHI authors in the past few years. To this end, we analyzed all
articles from the CHI proceedings between 2010 and 2018, using p-value inequalities (e.g., p<.01) and
statistical significance language as indicators of dichotomous inferences.

CHI PROCEEDINGS ANALYSIS
We collected the CHI conference proceedings from 2010 to 2018 (4234 articles in total), and converted
all the PDF files to text files using pdfminer1. We then analyzed the text files and extracted sentences1github.com/euske/pdfminer
using NLTK 2. All scripts, results and plots are available as supplementary material3.2github.com/nltk/nltk

3www.aviz.fr/dichotomous
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We were interested both in how inferential statistics are reported, and in the use of significance
language. For the former, we examined how often p-values were reported in the form of inequalities
(e.g., p < .05, p < .01, p > .05), and how often they were reported as exact values (e.g., p = .0412). Although
p-value inequalities are indicative of the use of NHST cutoffs, most guidelines that recommend
reporting exact p-values also recommend reporting an inequality when the p-value is very small (e.g.,
p < .001 [29] or p < .0001). Therefore, we classified those cases as ambiguous. In addition, we looked at
the reporting of confidence intervals, which are by far the most common interval estimates [8].

We therefore used the following search strings:

• To find p-value inequalities we looked for "p <", "p ", "p<", and "p>".
• To find exact p-values we looked for "p =" and "p=".
• To identify ambiguous cases we looked for occurrences of "p <X" and "p<X", with X < 0.01.
These occurrences were eliminated from the list of p-value inequalities.

• To identify the reporting of confidence intervals we looked for "confidence interval", "% ci",
and "%ci". All string searches were case-insensitive.

The use of significance language is more difficult to detect. Although the phrase “statistically
significant” is univocal, many authors use the term “significant” without the qualifier “statistically”,
rendering the word ambiguous. For example, “a significant decrease” can be used to express effect
magnitude, while occurrences of “a significant contribution” or “significant others” are unlikely to be
related to statistical inference. Nevertheless, phrases such as “no significant effect” or “a significant
interaction” are reasonably likely to refer to statistical significance. In order to gather a list of use
cases of "significant" and "significantly" that are likely to refer to statistical significance, we
listed all trigrams (sequence of three words) that contained either of these two words in the middle.
We obtained a list of 10,334 trigrams, which we pruned by removing all trigrams occurring less than
three times (the most common trigram was “a significant effect”, with 1151 occurrences). This left
us with 1250 trigrams to consider. Two coders (authors of this article) separately coded whether
they considered that each of the 1250 trigrams was likely to refer to statistical significance. The two
coders reached an agreement of Cohen’s κ = 0.74. We considered that a trigram was likely to refer to
statistical significance when both coders agreed it was. This was the case for 676 trigrams out of the
1250. Each of these 676 trigrams was then used as a search term.

In addition to looking for likely uses of significant language using the 676 trigrams, we searched
the term "statistically significant" to identify sure occurrences of significance language.

REPORTING HABITS AND DICHOTOMOUS INFERENCES ACROSS YEARS
The results of our analysis across conference years (2010–2018) are reported in Fig. 1 to Fig. 3.



Fig. 1 shows the proportion of CHI papers that only report p-value inequalities (dark blue, bottom)
and the proportion of papers that only report exact p-values (light blue, top). Both categories can
contain ambiguous p-value formats (e.g., p<.0001), but all other p-values have to be in the same
format. The category “other” (hatched bars, middle) represents papers with p-values that either mix
the two formats, or whose status is undetermined because they only contain ambiguous p-value
formats. While the proportion of papers reporting p-values seems stable (around 50% of all CHI
papers, irrespective of whether they include a user study), the proportion of papers that exclusively
report p-value inequalities seems to have decreased from 2010 to 2018. Meanwhile, the proportion of
papers that exclusively report exact p-values seems to have slightly increased. This suggests that the
recommendation to report exact p-values [29] is being increasingly endorsed at CHI, although the
trend is rather modest and most papers report a mix of both.
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Figure 1: Report of p-values in CHI pro-
ceedings from 2010 to 2018.
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Figure 2: Report of confidence intervals in
CHI proceedings from 2010 to 2018.
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Figure 3: Use of significance language in
CHI proceedings from 2010 to 2018.

Fig. 2 shows the proportion of CHI papers reporting confidence intervals, which has also seen an
increase from 2010 to 2018 (from 6% to 15%). Thus, while p-values remain largely dominant, there is
an increasing attention paid to effect sizes and the uncertainty around their estimates [2, 8, 10].

Fig. 3 paints a less optimistic picture about the prevalence of dichotomous inferences. The bottom
bars (dark red) show the proportion of papers using the term “statistically significant”, while the top
bars (red) show the proportion of papers that are likely to employ other forms of significance language.
Overall, the use of significance language is highly common (about 50% of papers) and has remained
stable from 2010 to 2018. Nevertheless, the relative proportion of papers using “statistically significant”
has been slightly increasing. Methodologists have often deplored that the term “significant” is easily
confused with “important”, and thus it has been recommended not to omit the term “statistically”. It
seems that CHI authors have been increasingly following this advice.

Overall, our results suggest that more and more CHI authors are embracing best reporting practices
(i.e., reporting exact p-values, reporting interval estimates, and avoiding the term “significant” without
the qualifier “statistically”). However, the trends are rather modest, and despite these slow changes
in reporting habits, the prevalence of dichotomous inferences as captured by the use of significance
language shows no sign of diminishing. It is then fair to assume that the numerous criticisms of
dichotomous inference by prominent methodologists have had virtually no influence on CHI.

RELATIONSHIPS BETWEEN REPORTING HABITS AND DICHOTOMOUS INFERENCES
We wanted to examine whether reporting habits (i.e., p-value inequalities, exact p-values, and confi-
dence intervals) have an influence on the use of significant language in CHI papers.

The area-proportional Euler diagram in Fig. 4 shows the relationships between the use of significant
language and p-value reporting format. The red ellipse shows the total number of CHI papers that
likely employ significance language4, all years confounded (2010–2018). The bottom hatched ellipse4Contrary to the top red bars in Fig. 3, papers

containing the phrase “statistically significant”
are not excluded here. In fact, many of the tri-
grams we retained during the coding process
contained that phrase. However, since trigrams
occurring less than 3 times were not coded, a
few papers using the term “statistically signifi-
cant” (about 6%) were not captured.

shows the total number of CHI papers that report p-value inequalities, while the top hatched ellipse
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Figure 4: Euler diagram showing the relationship between p-value reporting style and use of signif-
icance language in the CHI proceedings from 2010 to 2018. The paper count is provided for each of
the 8 mutually exclusive regions in the diagram. Made with EulerAPE [23].

shows the number of CHI papers that report exact p-values. Papers at the intersection report both.
Papers that only report p-values whose format is ambiguous (e.g., p < .0001) are not shown.
This diagram confirms what Fig. 1 has already showed, that is, there are about as many papers

reporting p inequalities as exact p-values, while the majority of papers report a mix of both. Crucially,
most papers we found to be likely to use significance language report p-values, and conversely, the
vast majority of papers reporting p-values likely use significance language. Specifically, the likely
presence of significant language was found in 88% of papers which only report p-value inequalities, in
80% of papers which only report exact p-values, and in 95% of papers which report both. It would
thus seems that the reporting of exact p-values does not help to reduce dichotomous inferences.

Fig. 5 shows a similar Euler diagram that includes data on confidence intervals. The blue hatched
ellipse shows all CHI papers that report p-values in any form, while the green ellipse (top) shows all
CHI papers that report confidence intervals. Again, significance language seems to be used across the
board. However, out of the 22+40=62 papers that exclusively report confidence intervals, only 22 (35%)
likely use significant language. Although few papers exlusively report confidence intervals, this trend
stands in stark contrast with papers that only report p-values (87% of which likely employ significance
language) and papers that report both (94%). It therefore seems that CHI authors who only report
confidence intervals are less likely to use dichotomous inferences in their communication, perhaps
because they follow reporting principles from estimation statistics (sometimes dubbed “the new
statistics”) [8, 17], which require to focus on interval estimates and avoid dichotomous interpretations.
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Figure 5: Euler diagram showing the relationship between the reporting of p-values vs. confidence in-
tervals and the use of significance language in theCHI proceedings from2010 to 2018. The paper count
is provided for each of the 8 mutually exclusive regions in the diagram. Made with EulerAPE [23].

To get a sense of why some articles appear to use significance language without reporting statistics,
we randomly sampled 10 articles from the uniform pink region in the Euler diagram of Fig. 4 (499
articles). Of the 10 articles, 4 were significance language false positives (“significant” was used
colloquially), and 1 was a p-value false negative (it stated a “p-value of 0.0000984 << 0.05”). Of the
remaining 5 that were correctly classified, 2 used ambiguous p formatting in that they only reported
small p-values (e.g., “p < 0.0005”, “p < 0.001”), 2 reported statistical significance without p-values (one
reported “statistically significant (α = 0.05)”, and the other one reported no numerical information),
and 1 employed statistical significance language when discussing related work.

We again randomly sampled 10 articles from the uniform pink region in the second Euler diagram
from Fig. 5, which only contains articles for which we found no p-value whatsoever (irrespective of
the format) and no confidence interval (360 articles). Of the 10 articles sampled, 4 were significance
language false positives, while there was no p-value or CI false negative. Of the remaining 6 that
were correctly classified, 1 reported statistical significance without any numerical information, and 5
employed statistical significance language when discussing related work.

DISCUSSION, LIMITATIONS, FUTUREWORK
This work is only a quick investigation of the prevalence of dichotomous inferences at CHI, and it has
of course a number of limitations. First of all, our classification of CHI papers into articles that use



or do not use significance language is imperfect. Some of the trigrams we rated as likely to refer to
statistical significance might lead to correct classifications in some papers, but to false positives in
others. For example, we rated “is significant for” as likely to refer to statistical significance, but it led
to one of the 4 false positives we identified in the diagram of Fig. 4. At the same time, we erred on
the side of caution while classifying trigrams, and we ignored many infrequent trigrams (88% of all
10,334 trigrams, which account for 35% of all occurrences), so our dataset is also likely to contain false
negatives. At this point we cannot easily assess the number of false positives and false negatives, and
which are the most common. Nevertheless, the remarkable overlap between likely use of statistical
language and reporting of p-values shown in Fig. 5 suggests that our classification is reasonably
accurate overall. Thus there are reasons to think that the trends we have seen are not overly affected
by the presence of false negatives and false positives.

Similarly, a few false positives and false negatives might have occurred in our analysis of statistical
reporting formats. In particular, because we analyze only the text of the PDFs, we could not capture
statistics that were reported in figures. However, probably few papers report p-values or confidence
intervals in figures without ever mentioning them in the text. As for tables, the conversion to text
seemed to have preserved table content in most cases, but we cannot ascertain that all tables were
correctly converted. Other p-values or confidence intervals might have been missed because they were
reported in a non-standard fashion (see, e.g., our previous example of an article reporting “p-value of
0.0000984 << 0.05”). Conversely, paper authors may discuss confidence intervals or p-values without
reporting them, for example in methodological articles. However, due to the prevalence of studies at
CHI and the very standardized way of presenting their results, we believe that false positives and
false negatives in our analysis of statistical reporting were rather uncommon.

We did not try to distinguish between papers with a user study and papers without: our analyses
include all CHI papers without distinction. Depending on the year and on the source, it has been
estimated that between 78% and 91% of CHI papers report a user study [4, 6, 16]. Some of these papers
focus on reporting qualitative observations and/or descriptive statistics (and are thus beyond the
scope of this article), while others report inferential statistics. Our experience is that the overwhelming
majority of the latter use frequentist inference (and thus report p-values and/or confidence intervals),
while papers employing other methods (e.g., Bayesian inference [15] or likelihood inference) represent
a tiny minority. Therefore, there are good reasons to believe that the union of the hatched blue and
green regions in Fig. 5 (about 50% of all papers) is indicative of the proportion of CHI papers between
2010 and 2018 reporting user studies with inferential statistics.
Overall, we found that the vast majority of CHI papers reporting inferential statistics make di-

chotomous inferences. Despite modest improvements in reporting habits (e.g., exact p-values are
more frequently reported), the prevalence of NHST-based dichotomous inferences appears to have



shown no sign of evolution since 2010. Thus the calls for avoiding dichotomous inferences [2, 3, 8–
10, 14, 22, 27] seem to have had virtually no effect on the CHI community. Perhaps this is because the
crisis of confidence that affected psychology and medicine and led these disciplines to reconsider
their methodology has not (yet) happened in HCI. Reassuringly, a small but increasing minority of
papers focus their inferences on confidence intervals, and among these, dichotomous inferences seem
less prevalent. However, among papers reporting both confidence intervals and p-values, dichotomous
inferences are remarkably common. We also found that significance language is sometimes used to
summarize previously published studies. Thus, it is possible that the overreliance on dichotomous
inferences at CHI also has the effect of oversimplifying and distorting the HCI literature [19].

We have only looked at the presence of significance language by searching the terms “significant"
and “significantly", but dichotomous conclusions can be made in many other ways, such as with
statements like “we found that task has an effect on performance, but not technique”. By presenting
statistically signiciant results as sure findings or by implicitly accepting the null hypothesis, such
statements are also diagnostic of dichotomous inference. Conversely, hedges and terms such as “likely”,
”possibly”, and “evidence” could be indicative of nuanced conclusions, which are recommended to
faithfully communicate scientific findings [20, 26, 28, 30] and to give readers the freedom to evaluate
evidence and reach conclusions by themselves [24]. Though interesting to study as future work, the
extent to which conclusions are binary or nuanced is likely hard to analyze using automated text
processing tools.
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