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Abstract

Despite the obvious similarities between the metrics used in topological
data analysis and those of optimal transport, an optimal-transport based
formalism to study persistence diagrams and similar topological descriptors
has yet to come. In this article, by considering the space of persistence
diagrams as a space of discrete measures, and by observing that its metrics
can be expressed as optimal partial transport problems, we introduce a
generalization of persistence diagrams, namely Radon measures supported
on the upper half plane. Such measures naturally appear in topological
data analysis when considering continuous representations of persistence
diagrams (e.g. persistence surfaces) but also as limits for laws of large num-
bers on persistence diagrams or as expectations of probability distributions
on the persistence diagrams space. We explore topological properties of
this new space, which will also hold for the closed subspace of persistence
diagrams. New results include a characterization of convergence with
respect to Wasserstein metrics, a geometric description of barycenters
(Fréchet means) for any distribution of diagrams, and an exhaustive de-
scription of continuous linear representations of persistence diagrams. We
also showcase the strength of this framework to study random persistence
diagrams by providing several statistical results made meaningful thanks
to this new formalism.

1 Introduction

1.1 Framework and motivations

Topological Data Analysis (TDA) is an emerging field in data analysis that
has found applications in computer vision [47], material science [34, 41], shape
analysis [14, 61], to name a few. The aim of TDA is to provide interpretable
descriptors of the underlying topology of a given object. One of the most
used (and theoretically studied) descriptors in TDA is the persistence diagram.
This descriptor consists in a locally finite multiset of points in the upper half
plane Q := {(t1,t2) € R2,ty > t1}, each point in the diagram corresponding
informally to the presence of a topological feature (connected component, loop,



hole, etc.) appearing at some scale in the filtration of an object X. A complete
description of the persistent homology machinery is not necessary for this work
and the interested reader can refer to [26] for an introduction. The space of
persistence diagrams, denoted by D in the following, is usually equipped with
partial matching extended metrics d,, (i.e. it can happen that d,(u,v) = 400 for
some pu,v € D), sometimes called Wasserstein distances [26, Chapter VIIL.2]: for
p € [1,4+00) and a,b in D, define

dp(a,b) == ( inf Z d(x,ﬂ(a:))p> : ) (1)

el'(a,b
mel(a )anan

where d(-,-) denotes the g-norm on R? for some 1 < q < 0o, I'(a, b) is the set of
partial matchings between a and b, i.e. bijections between a U 02 and b U 912,
and 9 := {(t,t), t € R} is the boundary of €, namely the diagonal (see Figure
1). When p — oo, we recover the so-called bottleneck distance:

de(a,b) ;== inf  sup d(z,n(z)). (2)
m€T(a,b) zeaudf

e 00

v

Figure 1: An example of optimal partial matching between two diagrams. The
bottleneck distance between these two diagrams is the length of the longest edge
in this matching, while their Wasserstein distance d,, is the p-th root of the sum
of all edge lengths to the power p.

An equivalent viewpoint, developed in [16, Chapter 3], is to define a persis-
tence diagram as a measure of the form a = )y n,6,, where X C Q is locally
finite and n, € N for all x € X, so that a is a locally finite measure supported on
Q with integer mass on each point of its support. This measure-based perspective
suggests to consider more general Radon measures' supported on the upper
half-plane ). Besides this theoretical motivation, considering such measures
allows us to address statistical and learning problems that appear in different
applications of TDA:

(Al) Continuity of representations. When given a sample of persistence
diagrams ay,...,ay, a common way to perform machine learning is to
first map the diagrams into a vector space thanks to a representation (or

1A Radon measure supported on  is a (Borel) measure that gives a finite mass to any
compact subset K C €. See Appendix A for a short reminder about measure theory.



feature map) ® : D — B, where B is a Banach space. In order to ensure
the meaningfulness of the machine learning procedure, the stability of the
representations with respect to the d, distances is usually required. One
of our contribution to the matter is to formulate an equivalence between
d,-convergence and convergence in terms of measures (Theorem 3.4). This
result allows us to characterize a large class of continuous representations
(Prop. 5.1) that includes some standard tools used in TDA such as the
Betti curve [62], the persistence surface [1] and the persistence silhouette
[18].

(A2) Law of large numbers for diagrams generated by random point
clouds. A popular problem that generates random persistence diagrams
is given by filtrations built on top of large random point clouds: if X,, is a
n-sample of i.i.d. points on, say, the cube [0, 1], recents articles [32, 25]
have investigated the asymptotic behavior of the persistence diagram a,, of
the Cech (or Rips) filtration built on top of the rescaled point cloud nt/dX,,.
In particular, it has been shown in [32] that the sequence of measures
n~ta, converges vaguely to some limit measure y supported on Q (that is
not a persistence diagram), and in [25] that the moments of n~1a,, also
converge to the moments of . An interesting problem is to build a metric
which generalizes d,, and for which the convergence of n=1a, to u holds.

(A3) Stability of the expected diagrams. Of particular interest in the
literature are linear representations, that is of the form ®(a) := a(f), the
integral of a function f : Q — B against a persistence diagram a (seen as a
measure). Given N i.i.d. diagrams ai,...,ay following some law P, and a
linear representation ®, a natural object to consider is the sample mean
N=H®(a1) + -+ ®(an)) = (N~ 1(a; +--- + an)). By the law of large
numbers, this quantity converges to Ep[a](f), where Ep[a] is the expected
persistence diagram of the process, introduced in [24]. Understanding
how the object Ep[a] depends on the underlying process P generating a
invites one to define a notion of distance between Epla] and Ep/[a] for
P, P’ two distributions on the space of persistence diagrams, and relate
this distance to a similarity measure between P and P’. In the same way
that the expected value of an integer-valued random variable may not be
an integer, the objects Ep[a] are not persistence diagrams in general, but
Radon measures on §2. Therefore, extending the distances d, to Radon
measures in a consistent way will allow us to assess the closeness between
those quantities.

Remark 1.1. Note that, throughout this article, we consider persistence di-
agrams with possibly infinitely many points (although locally finite). This is
motivated from a statistical perspective. Indeed, the space of finite persistence
diagram is lacking completeness, as highlighted in [48, Definition 2/, so that,
for instance, the expectation of a probability distribution of diagrams with finite
numbers of points may have an infinite mass. An alternative approach to recover
a complete space is to study the space of persistence diagrams with total mass less
than or equal to some fixred m > 0. However, this might be unsatisfactory as the
number of points of a persistence diagram is known to be an unstable quantity
with respect to perturbations of the input data. Note that infinite persistence
diagrams may also help to model the topology of standard objects: for instance,



the (random) persistence diagram built on the sub-level sets of a Brownian motion
has infinitely many points (see [24, Section 6]). However, numerical applications
generally involve finite sets of finite diagrams, which are studied in Section 3.2.

Remark 1.2. In general, persistence diagrams may contain points with coor-
dinates of the form (t,+00), called the essential points of the diagram. The
distance between two persistence diagrams is then defined as the sum of two
independent terms: the cost d,, that handle points with finite coordinates and the
cost of a simple one-dimensional optimal matching between the first coordinates
of the essential points (set to be +oo if the cardinalities of the essential parts
differ). We focus on persistence diagrams with only points with finite coordinates
for the sake of simplicity, but all the results stated in this work may easily be
adapted to the more general case including points with infinite coordinates.

1.2 Outline and main contributions

Examples (A2) and (A3) motivate the introduction of metrics on the space M of
Radon measures supported on €2, which generalize the distances d, on D: these
are presented in Section 2. For finite p > 1 (the case p = oo is studied in Section
3.3), we define the persistence of ;€ M as

Pers, (1) ::/Qd(x,aQ)pdu(x), (3)

where d(z,0Q) := infycon d(z,y) is the distance from a point z € Q to (its
orthogonal projection onto) the diagonal 99, and we define

Pi={p e M, Persy(p) < oo}. (4)

We equip MP with metrics OT), (see Definition 2.1), originally introduced
in a work of Figalli and Gigli [28]. We show in Proposition 3.2 that OT,, and
d, coincide on DP := D N MP, making OT, a good candidate to address the
questions raised in (A2) and (A3). To emphasize that we equip the space of
Radon measures with a specific metric designed for our purpose, we will refer to
elements of the metric space (MP,OT,,) as persistence measures in the following.
As DP is closed in MP (Corollary 3.1), most properties of MP hold for DP too
(e.g. being Polish, Proposition 3.3).

A sequence of Radon measures (u,, )y, is said to converge vaguely to a measure
i, denoted by g, — pu, if for any continuous compactly supported function
[:Q =R, po(f) = p(f) (where the notation p(f) := [ fdu stands for the
integration of the function f against ). We prove the following equivalence
between convergence for the metric OT,, and the vague convergence:

Theorem 3.4. Let 1 <p < oco. Let i, p1, pio, ... be measures in MP. Then,

fin = [,
OT,(tn, ) = 0= 5
p{ftn; 1) {Persp(un) — Pers, (). 5)

This equivalence gives a positive answer to the issues raised by (A2), as
detailed in Section 5. Note also that this characterization in particular holds for
persistence diagrams in DP, and can thus be helpful to show the convergence



or the tightness of a sequence of diagrams. This theorem is analogous to
the characterization of convergence of probability measures with respect to
Wasserstein distances (see [64, Theorem 6.9]). A proof for Radon measures
supported on a common bounded set can be found in [28, Proposition 2.7]. Our
contribution consists in extending this result to non-bounded sets, in particular
to the upper half plane €.

Section 3.2 is dedicated to sets of measures with finite masses, appearing
naturally in numerical applications. We show in particular that computing the
OT, metric between two measures of finite mass can be turned into the known
problem of computing a Wasserstein distance (see Section 2) between two mea-
sures with the same mass (Prop. 3.7), a result having practical implications for
the computation of OT), distances between persistence measures (and diagrams).

Section 3.3 studies the case p = oo, which is somewhat ill-behaved from
a statistical analysis point of view (for instance, the space of persistence di-
agrams endowed with the bottleneck metric is not separable, as observed in
[10, Theorem 5]), but is also of crucial interest in TDA as it is motivated by
algebraic considerations [50] and satisfies stronger stability results [21] than its
p < oo counterparts [22]. In particular, we give in Propositions 3.11 and 3.13
a characterization of bottleneck convergence (in the vein of Theorem 3.4) for
persistence diagrams satisfying some finiteness assumptions (namely, for each
r > 0, the number of points with persistence greater than r must be finite).

Section 4 studies Fréchet means (i.e. barycenters, see Definition 4.1) for prob-
ability distributions of persistence measures. In the specific case of persistence
diagrams, the study of Fréchet means was initiated in [48, 60], where authors
prove their existence for certain types of distributions [48, Theorem 28]. Using
the framework of persistence measures, we show that this existence result is
actually true for any distribution of persistence diagrams (and measures) with
finite moment. Namely, we prove the following results:

Theorem 4.3. Assume that 1 < p < co and that d(-,-) denotes the g-norm for
1 < g < oo. For any probability distribution P supported on MP with finite p-th
moment, the set of p-Fréchet means of P is a non-empty compact convex subset

of MP.

Theorem 4.4. Assume that 1 < p < oo and that d(-,-) denotes the g-norm for
1 < g < oco. For any probability distribution P supported on DP with finite p-th
moment, the set of p-Fréchet means of P, which is a subset of MP contains an
element in DP. Furthermore, if P is supported on a finite set of finite persistence
diagrams, then the set of the p-Fréchet means of P is a convex set whose extreme
points are in DP.

Section 5 applies the formalism we developed to address the questions raised
in (A1)—(A3). In Section 5.1, we prove a strong characterization of continuous
linear representations of persistence measures (and diagrams), which answers to
the issue raised by (A1) for the class of linear representations (see Figure 2).

nach space B (e.g. R%). The representation ® : MP — B defined by ®(u) =
fQ f(x)du(x) is continuous with respect to OT, if and only if f is of the form
f(z) = g(x)d(x,00)?, where g : Q — B is a continuous bounded map.

Proposition 5.1 Let p € [1,40), d > 1, and f : Q@ — B for some Ba-

This new result can be compared to the recent work [36, Theorem 13], which
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Figure 2: Some common linear representations of persistence diagrams. From left
to right: A persistence diagram. Its persistence surface [1], which is a persistence
measure. The corresponding persistence silhouette [18]. The corresponding Betti
Curve [62]. See Section 5.1 for details.

gives a similar result in the case B = R on the space of finite persistence diagrams
Dy), or the works [42, Proposition 8] and [25, Theorem 3|, which show that
linear representations can have more regularity (e.g. Lipschitz or Holder) under
additional assumptions.

Section 5.2 states a very concise law of large for persistence diagrams. Namely,
building on the previous works [35, 25] along with Theorem 3.4, we prove the
following:

Proposition 5.3 Let X,, = {X1,..., X} be a sample of n points on the d-
dimensional cube [0,1]%, sampled from a density bounded from below and from
above by positive constants, and let p, = %ng(nl/dxn), where Dgm(n'/?X,,)

is either the Rips or Cech complex built on the point cloud n'/?X,,. Then, there
exists a measure p € MP such that OT,(py,, ) — 0.

Finally, Section 5.3 considers the problem (A3), that is the stability of the
expected persistence diagrams. In particular, we prove a stability result between

an input point cloud X,, in a random setting and its expected (Cech) diagrams
E(Dgm(X,)):

Proposition 5.5 Let £,&' be two probability measures supported on R?®. Let X,
(resp. X!,) be a n-sample of law & (resp. &'). Then, for any k > d, and any
p>k+1,

OT(E[Dgm(X,,)], EDgm(X},)]) < Cra - n- Wy (€,€) (6)

where C, 4 1= Cdiam(X)k*dﬁ for some constant C depending only on X.

In particular, letting p — oo, we obtain a bottleneck stability result:

OTw (E[Dgm(X,,)], E[Dgm(X;,)]) < W (£,£). (7)

2 Elements of optimal partial transport

In this section, (X, d) denotes a Polish metric space.



2.1 Optimal transport between probability measures and
Wasserstein distances

In its standard formulation, optimal transport is a widely developed theory
providing tools to study and compare probability measures supported on X
[63, 64, 54], that is—up to a renormalization factor—non-negative measures of
the same mass. Given two probability measures p, v supported on (X, d), the
p- Wasserstein distance (p > 1) induced by the metric d between p and v is
defined as

Wy.a(p,v) == (Wegbfm //Xxxd(w’y)pdﬂ(%y))p, (8)

where II(u, v) denotes the set of transport plans between p and v, that is the set
of measures on X x X which have respective marginals p, and v. When there
is no ambiguity on the distance d used, we simply write W), instead of W), 4.
In order to have W, finite, ;1 and v are required to have a finite p-th moment,
that is there exists zg € X such that [, d(z,zo)Pdu(x) (resp. dv) is finite. The
set of such probability measures, endowed with the metric W, is referred to as
WP(X).

Wasserstein distances and d, metrics defined in Eq. (1) share the key idea
of defining a distance by minimizing a cost over some matchings. However, the
set of transport plans IT(u, v) between two measures is non-empty if and only if
the two measures have the same mass, while persistence diagrams with different
masses can be compared, making a crucial difference betwen the W), and d,
metrics.

2.2 Extension to Radon measures supported on a bounded
space

Extending optimal transport to measures of different masses, generally referred to
as optimal partial transport, has been addressed by different authors [27, 20, 40].
As it handles the case of measures with infinite masses, the work of Figalli
and Gigli [28], is of particular interest for us. The athors propose to extend
Wasserstein distances to Radon measures supported on a bounded open proper
subset X of RY, whose boundary is denoted by X (and X := X U JX).

Definition 2.1. /28, Problem 1.1] Let p € [1,4+00). Let u,v be two Radon
measures supported on X satisfying

/ d(x,0X)Pdp(z) < 400, / d(xz,0X)Pdv(x) < +00.
X X

The set of admissible transport plans (or couplings) Adm(u,v) is defined as the
set of Radon measures m on X X X satisfying for all Borel sets A, B C X,

7(Ax X)=u(A) and 7(X x B)=uv(B).

The cost of m € Adm(u,v) is defined as

G = [ dtw.yrantan). (9)



Figure 3: A transport map f must satisfy that the mass v(B) (light blue) is
the sum of the mass u(f~1(B) N &) given by u that is transported by f onto B
(light red) and the mass v(B N f(OX)) coming from 0X and transported by f
onto B.

The Optimal Transport (with boundary) distance OT,(u,v) is then defined as

OT, (1, v) ::( inf cp(w)>1/p. (10)

meAdm(p,v)

Plans m € Adm(p, v) realizing the infimum in (10) are called optimal. The set of
optimal transport plans between 1 and v for the cost (x,y) — d(z,y)? is denoted

by Opt,, (1, V).

We introduce the following definition, which shows how to build an element
of Adm(u,v) given a map f : X — X satisfying some balance condition (see
Figure 3).

Definition 2.2. Let p,v € M. Consider f : X — X a measurable function
satisfying for all Borel set B C X

n(F~(B)NX) + (B N f(9X)) = v(B). (11)
Define for all Borel sets A,B C X,
T(Ax B)=p(f"Y(B)NXNA) +v(XNBNfANIX)). (12)
7 is called the transport plan induced by the transport map f.

One can easily check that we have indeed 7(A x X') = pu(A) and 7(X x B) =
v(B) for any Borel sets A, B C X, so that 7 € Adm(u,v) (see Figure 3).

Remark 2.1. Since we have no constraints on w(0X x 0X), one may always
assume that a plan m satisfies m(0X x 0X) =0, so that measures m € Adm(u, v)
are supported on

Ey = (X x X)\(0X x 0X). (13)



3 Structure of the persistence measures and di-
agrams spaces

This section is dedicated to general properties of MP. Results in Section 3.1
are inspired from the ones of Figalli and Gigli in [28], which are stated for a
bounded subset X of R?. Our goal is to state properties over the space €,
which is of course not bounded. Adapting the results of [28] to our purpose is
sometimes straightforward, in which case the proofs are delayed to Appendix B,
and sometimes more involving, in which case the proofs are exposed in the main
part of this article. Following Sections 3.2 and 3.3 are respectively dedicated to
finite measures (involved in applications) and the case p = oo (of major interest
in topological data analysis).

Remark 3.1. The results exposed in this section would remain true in a more
general setting, namely for any locally compact Polish metric space X that is
partitioned into X = AU B, where A is open and B is closed (here, A =Q and
B =0Q).

3.1 General properties of MP?

It is assumed for now that 1 < p < co. The case p = oo is studied in Section
3.3. Consider the space MP defined in (4). First, we observe that the quantities
introduced in Definition 2.1, in particular the metric OT,, are still well-defined
when X = ) is not bounded.

Proposition 3.1. Let u,v € M. The set of transport plans Adm(u,v) is
sequentially compact for the vague topology on Eq 1= Q x Q\0Q x 0Q. Moreover,
if p,v € MP for this topology,

o m € Adm(u,v) — Cy(rm) is lower semi-continuous.
. Optp(u, V) is a non-empty sequentially compact set.

e OT, is lower semi-continuous, in the sense that for sequences (ftn)n, (Vn)n
in MP satisfying p, — p and v, ~ v, we have

OTp(p,v) < liminf OTy(pn, vn).
n—oo

Moreover, OT), is a metric on MP.

These properties are mentioned in [28, pages 4-5] in the bounded case, and
corresponding proofs adapt straightforwardly to our framework. For the sake of
completeness, we provide a detailed proof in Appendix B.

Remark 3.2. If a (Borel) measure pu satisfies Pers,(u) < oo, then for any Borel
set A C Q satisfying d(A,0Q) := inf,c 4 d(z,00Q) > 0, we have:
d(x,00)Pdu(x) < / d(z, 0Q)Pdu(x) = Pers,(u) < oo,

H(A)(A, D) < / [
(14)

A

so that p(A) < oo. In particular, v is automatically a Radon measure.



The following lemma gives a simple way to approximate a persistence measure
(resp. diagram) with ones of finite masses.

Lemma 3.1. Let p € MP. Fizr > 0, and let A, := {z € Q,d(x,00) < r}.
Let ") be the restriction of u to Q\A,. Then OT,(u"), 1) — 0 when r — 0.
Similarly, if a € DP, we have dp(a(r)7 a) — 0.

Proof. Let m € Adm(u, (") be the transport plan induced by the identity map
on O\ A, and the projection onto 9 on A,. As 7 is sub-optimal, one has:

OTﬁ(u,u(")) < Cp(m) = /A d(x, 0Q)Pdpu(x) = Persy (1) — Pers, (u").

Thus, by the monotone convergence theorem applied to g with the functions
fria e d(z,0Q)P - 1g\a, (z), OT,(1, ™) — 0 as 7 — 0. Similar arguments
show that d,(a,a) — 0 as 7 — 0. O

The following proposition is central in our work: it shows that the metrics
OT, are extensions of the metrics dp.

Proposition 3.2. For a,b € DP, OTy(a,b) = dy(a,b).

Proof. Let a,b € DP be two persistence diagrams. The case where a,b have a
finite number of points is already treated in [45, Proposition 1].

In the general case, let > 0. Due to (14), the diagrams a(") and b(") defined
in Lemma 3.1 have a finite mass (thus finite number of points). Therefore,
dp(a™, b)) = OT,(a™,b™). By Lemma 3.1, the former converges to d,(a, b)
while the latter converges to OTy(a,b), giving the conclusion. O

As a consequence of this proposition, we will use OT,, to denote the distance
between two elements of DP from now on.

Proposition 3.3. The space (MP,0T)) is a Polish space.

As for Proposition 3.1, this proposition appears in [28, Proposition 2.7] in
the bounded case, and its proof is straightforwardly adapted to our framework.
For the sake of completeness, we provide a detailed proof in Appendix B.

We now state one of our main result: a characterization of convergence in

(MP,0T)).
Theorem 3.4. Let p, i1, fio, ... be measures in MP. Then,

[ = [1,

Pers,, (pin) — Pers,(1). (15)

OTp(pin, ) = 0 & {

This result is analog to the characterization of convergence of probability
measures in the Wasserstein space (see [64, Theorem 6.9]) and can be found in
[28, Proposition 2.7] in the case where the ground space is bounded. While the
proof of the direct implication can be easily adapted from [28] (it can be found
in Appendix B), a new proof is needed for the converse implication.

Proof of the converse implication. For a given compact set K C €2, we denote
its complementary set in 2 by K€, its interior set by K, and its boundary

10



by OK. Let u,p1, ... be elements of MP and assume that p, — p and
Pers, () — Pers, (). Since

OTp(ptn, 1) < OTp(pin, 0) + OTy(p, 0) = Persp(,un)l/p + Persp(#)l/pa

the sequence (OT,(fn, 1t))n is bounded. Thus, if we show that (OT,(pn, i4))n
admits 0 as an unique accumulation point, then the convergence holds. Up to
extracting a subsequence, we may assume that (OTp(un, t))n converges to some
limit. Let (m,)n € Opt(in, )Y be corresponding optimal transport plans. Let
K be a compact subset of Q. Recall (Prop. A.1 in Appendix A) that relative
compactness for the vague convergence of a sequence (fiy), is equivalent to
sup,, {¢n(K)} < oo for every compact K C . Therefore, for any compact
K cQ,and n €N,

T (K X Q) U (Q x K)) < pn(K) 4 p(K) < sgpuk(K) + uK) < oo.

As any compact of Eq = (Q x Q)\(9Q x 99) is included is some set of the form
(K xQ)U(Qx K), for K C Q any compact subset, using Proposition A.1l again,
it follows that (), is also relatively compact for the vague convergence.

Let thus m be the limit of any converging subsequence of (7),, whose
indexes are still denoted by n. As p, — p, 7 is necessarily in Opt,, (1, 1) (see
[28, Prop. 2.3]), i.e. 7 is supported on {(z,z),z € Q}. The vague convergence of
(ttn)n and the convergence of (Pers,(itn))n to Pers,(u) imply that for a given
compact set K C Q, we have

limsup/ d(x,00)Pduy, ()

n—oo

— limsup (Persp(un)— /K d(x,aQ)”dun(x))

n—oo

= Pers,(p) — lim inf/ d(xz, 00)Pduy, () — lim inf/ d(x,00)Pduy, ()
" K oK

n

< Pers,(p) — / d(z,00)Pdu(x) by the Portmanteau theorem
K

— [ _dtw 007 duta),

c

where the Portmanteau theorem is recalled in Appendix A. As Pers,(u) is finite,
for € > 0, there exists some compact set K C £ with

limsup/ d(z, 00)Pdun,(z) <e and / d(z, 0Q)Pdu(z) <e. (16)
Let s : Q — 99 be the projection on 9f) for the metric d. Such a projection
is not unique for ¢ = 1 or for the more general Polish spaces X of Remark
3.1, but we can always select a measurable projection s [15]. We consider the
following transport plan 7, (consider informally that what went from K to K¢
and from K¢ to K is now transported onto the diagonal, while everything else is

11



unchanged):

T = T on K21 (K®)?,
T, =0 on K x KUK®x K,
fn(Ax B) =m, (A% B) + 1, (A x (s7Y(B)NK*¢)) for AC K, B C 99,
7n(Ax B) = m,(Ax B)+m,(Ax (s7Y(B)NK)) for AC K¢, BC 09,
7rn(A x B) = m,(A x B) + m,((s71(A) QKC) x B) for AC 0f), BCK,
Fn(Ax B) =m,(Ax B)+m,((s*(A)NK) x B) for AC 99, BC K°.
(17)

S~

A x
A x

Note that 7, € Adm(uy, u): for instance, for A C K a Borel set,

(A X Q) = Tp(A X K)+ 7p(A x K + 7, (A x 09)
=Tp(A X K) 4+ 0+ 7, (A x 0Q) + 7, (A x (s7H09) N K©))
=1 (A X Q) = p, (4),
and it is shown likewise that the other constraints are satisfied. As 7, is
suboptimal, OTD (pn, ) < [52 d(z,y)Pd7,(z,y). The latter integral is equal
to a sum of different terms, and we will show that each of them converges to
0. Assume without loss of generality that the compact set K belongs to an

increasing sequence of compact sets whose union is €, with 7(0(K x K)) =0
for all compacts of the sequence.

o We have [ d(z,y)Pdm,(z,y) = [[ d(z,y)Pdmy, (2, y). The limsup of
the integral is less than or equal to ffK2 x y)pdw(:v, y) by the Portman-
teau theorem (applied to the sequence (d(z, y)pdﬂn(x, y))n), and, recalling
that 7 is supported on the diagonal of FEgq, this integral is equal to 0.

e For optimality reasons, any optimal transport plan must be supported on

{d(z,y)P < d(z,00)P + d(y,0N)P} (this fact is detailed in [28, Prop. 2.3]).
It follows that

//( o d(x,y)Pdi, (z,y) = //( N d(z,y)Pdmn (z, y)

< [ d, 09 dun(@) + [ d(y, 02 dpu(y).
Ke Ke

Taking the limsup in n, and then letting K goes to 2, this quantity
converges to 0 by (16).

e We have

/ /K e, 007 .)

://KXaQ d(x,BQ)pdﬁn(:c,y)+//KXKc d(z, 0)Pdmy (2, y)
_ / /K Xﬁd(x,@Q)pdﬂn(a:,y)— / / d(z, 0Q)Pdm, (2, y)
:/Kd(x,aQ Pdpuy, (z // (z,00)Pdm, (z,y)
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By the Portmanteau theorem applied to the sequence (d(x, 9Q)Pdpn (z))n,
the limsup of the first term is less than or equal to [, d(z,0Q)Pdu(x).
Recall that we assume that 7(0(K x K)) = 0. By applying the second
characterization of Portmanteau theorem (see Prop. A.4) on the second
term to the sequence (d(z,y)Pdm,(x,y)),, and using that 7 is supported
on the diagonal of Eqg, we obtain that the limsup of the second term
is less than or equal to — [[,. d(x, 0Q)Pdr(z,y) = — [, d(z,00)Pdu(x).
Therefore, the lim sup of the integral is equal to O.

e The three remaining terms (corresponding to the three last lines of the
definition (17)) are treated likewise this last case.

Finally, we have proven that (OT(tn, it))n is bounded and that for any converg-
ing subsequence (tn,, )k, OTp(tn, , 1) converges to 0. It follows that OT ) (pr, 1) —
0. O

Remark 3.3. The assumption Pers,(u,) — Pers,(u) is crucial to obtain OT,-
convergence assuming vague convergence. For example, the sequence defined by
P i= O(n,n1) converges vaguely to =0 and (Pers,(un))n does converge (it is
constant), while OTy(un,0) - 0. This does not contradict Theorem 8.4 since
Pers,(p) = 0 # lim,, Pers,(py,).

Theorem 3.4 implies some useful results. First, it entails that the topology
of the metric OT,, is stronger than the vague topology. As a consequence, the
following corollary holds, using Proposition A.5 (D? is closed in MP? for the
vague topology).

Corollary 3.1. D? is closed in MP for the metric OT,.

We recover in particular that the space (DP,OT)) is a Polish space (Propo-
sition 3.3), a result already proved in [48, Theorems 7 and 12] with a different
approach.

Secondly, we show that the vague convergence of p, to p along with the
convergence of Persy(u,) — Persy(u) is equivalent to the weak convergence of a
weighted measure (see Appendix A for a definition of weak convergence, denoted
by < in the following). For p € MP, let us introduce the Borel measure with
finite mass () defined, for a Borel subset A C €, as:

W) = [ (o097 duta). (18)
A

Corollary 3.2. For a sequence (,)n and a persistence measure p € MP, we
have
OTp(tin, 1) — 0 if and only if P = u®.

Proof. Consider p, i1, 2, -- € MP and assume that OT,(tn, ) = 0. By The-
orem 3.4, this is equivalent to ju, — p and ! )(Q) = Pers,, (in,) — Pers, (1) =
u(”)(Q). Since for any continuous function f compactly supported, the map

T — d(x ON)P f(x) is also continuous and compactly supported, g, — p implies

u(p) 2 1P, Likewise, the map x +— d(x, 9Q)~P f(x) is continuous and compactly

supported so that uﬁ) 2 u®) also implies p, — p. Hence, f, — 1 is equivalent

to ,u( 2 uP). By Proposition A.3, the vague conve(r)gence u(p KN 1P) along

with the convergence of the masses is equivalent to "’ — p®). O
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We end this section with a characterization of relatively compact sets in

(MP,OT)).

Proposition 3.5. A set F is relatively compact in (MP,0T,) if and only if
the set {uP), € F} is tight and sup ¢ p Pers,(p) < oo.

Proof. From Corollary 3.2, the relative compactness of a set ' C MP for the
metric OT), is equivalent to the relative compactness of the set {u(p), ue F}
for the weak convergence. Recall that all (P) have a finite mass, as ) (Q) =
Pers, (1) < oo. Therefore, one can use Prokhorov’s theorem (Proposition A.2)
to conclude. O

Remark 3.4. This characterization is equivalent to the one described in [48,
Theorem 21] for persistence diagrams. The notions introduced by the authors of
off-diagonally birth-death boundedness, and uniformness are rephrased using the
notion of tightness, standard in measure theory.

We end this section with a remark on the existence of transport maps,
assuming that one of the two measures has a density with respect to the Lebesgue
measure on {). We denote by fup the pushforward of a measure p by a map f,
defined by fup(A) = p(f~*(A)) for A a Borel set.

Remark 3.5. Following [28, Corollary 2.5], one can prove that if p € M? has a
density with respect to the Lebesgue measure on §), then for any measure v € M?2,
there exists an unique optimal transport plan ™ between p and v for the OTs
metric. The restriction of this transport plan to Q x Q is equal to (id,T)4p
where T : Q — Q is the gradient of some convex function, whereas the transport
plan restricted to O x Q is given by (s,1d)x(v — Tpp), where s : Q@ — O is
the projection on the diagonal. A proof of this fact in the context of persistence
measures would require to introduce various notions that are out of the scope
covered by this paper. We refer the interested reader to [28, Prop. 2.3] and [3,
Theorem 6.2.4] for details.

3.2 Persistence measures in the finite setting

In practice, many statistical results regarding persistence diagrams are stated
for sets of diagrams with uniformly bounded number of points [44, 13], and the
specific properties of OT), in this setting are therefore of interest. Introduce for
m > 0 the subset M~ of MP defined as M2 :={u e MP, u(Q) <m}, and
the set M? of finite persistence measures, Mf}’_ = UmZO MI;M. Define similarly
the set D<,, (resp. Dy). Note that the assumption Pers,(a) < oo is always
satisfied for a finite diagram a (which is not true for general Radon measures),
so that the exponent p is not needed when defining D<,, and Dy.

Proposition 3.6. M’ (resp. Dy) is dense in MP (resp. DP) for the metric
OT,.

Proof. This is a straightforward consequence of Lemma 3.1. Indeed, if un € MP
and r > 0, then (14) implies that x(") is of finite mass. O

Let Q = QLI {09} be the quotient of Q by the closed subset dQ—i.e. we
encode the diagonal by just one point (still denoted by 9€). The distance d on

Q° induces naturally a function d on 92, defined for z,y € Q by J(m, y) =d(z,y),
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d(z,00) = d(0Q,z) = d(z, s(x)) and d(09, 09Q) = 0. However, d is not a
distance since one can have d(z,y) > d(z, ) + d(y, 8Q). Define

p(z,y) := min{d(z,y),d(z,0Q) + d(y, 0Q)}. (19)

It is straightforward to check that p is a distance on Q and that (€2, p) is a
Polish space. One can then define the Wasserstein distance W,, , with respect
to p for ﬁnite measures on  which have the same masses, that is the infimum
of Cy() = = [Ja2 p(z,y)Pd7(x,y), for T a transport plan with corresponding
marglnals (see Section 2.1). The following theorem states that the problem of
computing the OT),, metric between two persistence measures with finite masses
can be turn into the one of computing the Wasserstein distances between two
measures supported on Q with the same mass. For the sake of simplicity, we
assume in the following that d(z,y) = ||z — y||, with ¢ > 1, ensuring that the
quantity argmin, g d(z,y) is reduced to the orthogonal projection s(z) of x
onto the diagonal 0). The following result could be seamlessly adapted to the
case q = 1.

Proposition 3.7. Let p,v € M% and r > p() +v(Q). Define i = p+ (r —
1(2))doq and v = v+ (r — v(Q))dsq. Then OT,(u,v) = W, ,(fi, D).

Before proving Proposition 3.7, we need the two following lemmas:

Lemma 3.2. Let p,v € MYy and r > max(u(Q),v()). Let ji :== p+ (r —
w(Q))doq, vi=v+ (r—v(Q))doq and s : Q@ — 0N be the orthogonal projection
on the diagonal.

1. Define T'(u,v) the set of plans m € Adm(u, v) satisfying ©({(z,y) € Q x

0, y # s(@)}) = 7({(z,y) € 02 xQ, x # s(y)}) = 0 along with
(02 x 92) = 0. Then, Opt,(u,v) C T(/J,,I/).

2. Let m € T(u,v) be such that u(QY) + (092 x Q) < r. Define o(w) € II(f1, D)
by, for Borel sets A, B C €2,

t(m)(Ax B)=7(Ax B),

t(m)(A x {9Q}) = m(A x 09Q),

t(m) ({09} x B) = w(09Q x B),

t(m) ({002} x {09}) =r — u(Q) = w(dN2 x Q) >0

Then, Cp(m) = [[5, 5 d(x, y)Pde(r)(z,y).
3. Let ® € II(f1, 7). Define k(%) € T(p,v) by,

K(T)(A x B) =7(A x B) for A, B C Q,
k(7T)(Ax B) =7((ANs~Y(B)) x {0Q}) for ACQ,B C 99,
K(T)(A x B) =7({0Q} x (BNs™1(A))) for ACOQ,BCQ,
K(7)(09, 9Q) = 0.

Then, ff&lxﬂ z,y)Pd7(z,y) = Cp(k(7)).
Proof.
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1. Consider m € Adm(p, v), and define 7’ that coincides with 7w on Qx €, and is
such that we enforce mass transported on the diagonal to be transported on
its orthogonal projection: more precisely, for all Borel set A C 2, B C 012,
7(Ax B) =7((s"Y(B)NA) x B) and /(B x A) = 7(B x (s7}(B) N A)).
Note that 7’ € T'(,v). Since s(x) is the unique minimizer of y — d(z, y)?,
it follows that Cp(n") < Cp(w), with equality if and only if 7 € T'(u, v),
and thus Opt,(u,v) C T'(p,v).

2. Write # = ¢(m). The mass 7 ({002} x {09Q}) is nonnegative by definition.
One has for all Borel sets A C €,

(A x Q) =7(A x Q) + 7(A x {00})
=7m(Ax Q) +7(Ax0N) =7(Ax Q) =pu(A) = ji(A).
Similarly, #(Q x B) = #(B) for all B C Q. Observe also that
({09} x Q) = #({0Q} x {99}) + 7({0Q} x Q) = — u(Q) = W({09}).

Similarly, 7(Q x {9Q}) = #({0Q}). It gives that «(r) € II(fi, 7), so that ¢
is well defined. Observe that

//fzxfz Ao y)di e y) = //ng d(z,y)Pdn(z,y)

+ /Q d(z,0Q)Pdr(x,00)

/ (99, y)Pdr (99, y) + 0
Q

+
= Cp(m) as m € T'(p,v).

3. Write m = k(7). For A C Q a Borel set,

T(Ax Q) =7(Ax Q)+ 7(Ax 00N)
= 7(Ax Q)+ 7(Ax {0Q}) = 7(A x Q) = pu(A).

Similarly, 7(Q x B) = v(B) for all B C Q. Therefore, 7 € Adm(u,v), and
by construction, if a point x € ) is transported on 952, it is transported on
s(x), so that m € T'(u, v). Observe that u(Q) +7(0Q x Q) < F(QAx Q) =7,
so that ¢(m) is well defined. Also, ¢(7) = 7, so that, according to point 2,

Op(’]r) = ffflxﬂ d(m,y)pdﬁ(x7y)
O

We show that the inequality OT,(u,v) < Wp (&, 7) holds as long as r >
max(u(Q), ¥(©).

Lemma 3.3. Let u,v € M% and r > max(u(Q),v(Q2)). Let fi == p+ (r —
w())ooq, Vi=v+ (r— V(Q)gégg. Then, OT,(u,v) < Wy ,(ft, D).

Proof. Let 7 € II(ji,7). Define the set H := {(x,y) € Q% plz,y) = d(z,y)},
and let HC be its complementary set in Q2, i.e. the set where p(x,y) = d(x, 9Q) +

16



d(8Q,y). Define 7’ € M(?) by, for Borel sets A, B C

7(Ax B) =7((Ax B)N H)
(A x {09}) = 7((A x Q)N H) + 7(A x {0Q})
7 ({0Q} x B) = #((Q x B)N H®) + 7({09Q} x B).

We easily check that 7' € II(j1, 7). Also, using (a + b)P > a? + bP for positive
a, b, we have

I, oo [ o
n / / C(J(m,@Q) + (09, )P d (2, y)
> / | A, ypdw )
+ / / (w0007 + d(y, 0007 ) di (2, y)

_ / /Q dlwy)aw ()

inf x,y)Pd7’ (z
_WEH(MV)//QXQ V) (9)

We conclude by taking the infimum on 7 that

W, (i > inf // m pdﬂ' T,
Pl 7) 2 B »y)Pd7 (2, y).
Since p(z,y) < d(z,y), it follows that
WP (,0) = inf // (z,y)Pd7(z 21
p,p(u 7 €ll(f1,0) 02 y y) ( )

Since d is continuous, the infimum in the right hand side of (21) is reached [64,
Theorem 4.1]. Consider thus 7 € II(fi, 7) which realizes the infimum. We can
write, using Lemma 3.2,

9= [ dworaren = [[ deyra@iy)

inf (z,y)Pdn(z, OT?(u,v),
z //QX Y) y) =0T} (p,v)

which concludes the proof.

Proof of Proposition 8.7. Let m € T(u,v). As p(Q) + 7(02 x Q) < u(Q)
v(Q) < 7, one can define # = «(r). Since p(z,y) < d(z,y), we have Cp(7
J[d(z,y)Pd7(x,y) = Cp(r) (Lemma 3.2). Taking infimum gives W, ,(fi,
OT,(u,v). The other inequality holds according to Lemma 3.3.

Remark 3.6. The starting idea of this theorem—informally, “adding the mass
of one diagram to the other and vice-versa”—is known in TDA as a bipartite
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graph matching /26, Ch. VIII.}] and used in practical computations [39]. Here,
Proposition 3.7 states that solving this bipartite graph matching problem can be
formalized as computing a Wasserstein distance on the metric space (Q, p) and
as such, makes sense (and remains true) for more general measures.

Remark 3.7. Proposition 3.7 is useful for numerical purposes since it allows
us in applications, when dealing with a finite set of finite measures (in particular
diagrams), to directly use the various tools developed in computational optimal
transport [52] to compute Wasserstein distances. This alternative to the combi-
natorial algorithms considered in the literature [39, 60] is studied in details in
[45]. This result is also helpful to prove the existence of p-Fréchet means of sets
of persistence measures (see Section 4).

3.3 The OT,, distance

In classical optimal transport, the co-Wasserstein distance is known to have
a much more erratic behavior than its p < co counterparts [54, Section 5.5.1].
However, in the context of persistence diagrams, the d,, distance defined in
Eq. (2) appears naturally as an interleaving distance between persistence modules
and satisfies strong stability results: it is thus worthy of interest. It also happens
that, when restricted to diagrams having some specific finiteness properties,
most irregular behaviors are suppressed and a convenient characterization of
convergence exists.

Definition 3.1. Let spt(u) denote the support of a measure p and define
Persoo (1) 1= sup{d(z,00Q), x € spt(u)}. Let

M= :={peM, Persoo(pt) < o0} and D> :=DNM™. (22)

For p,v € M*® and m € Adm(u,v), let Coo(m) := sup{d(x,y), (z,y) € spt(m)}
and let

OTOO(M) V) = TrEA(iirrlrf(u ) Coo(Tr) (23)

The set of transport plans minimizing (23) is denoted by Opt, (1, V).
Recall that Eq = (2 x Q)\ (99 x 09Q).
Proposition 3.8. Let pu,v € M™>. For the vague topology on Eq,
e the map m € Adm(p,v) — Cuo(m) is lower semi-continuous.
o The set Opt..(u,v) is a non-empty sequentially compact set.
e OT is lower semi-continuous.
Moreover, OTs, is a metric on M.

The proofs of these results are found in Appendix B.
As in the case p < 00, OT, and d, coincide on D>.

Proposition 3.9. For a,b € D>, 0T (a,b) = dw(a,b).

18



Proof. Consider two diagrams a,b € D>, written as a = ) ,.;0,, and b =
> jes Oy;» where I, J C N* are (possibly infinite) sets of indices. The marginals
constraints imply that a plan 7 € Adm(u,v) is supported on ({z;}; U 9Q) x
({y;}; U OQ). If some of the mass w({z;}, Q) (resp. (92, {y,})) is sent on a
point other than the projection of ; (resp. y;) on the diagonal 0, then the cost
of such a plan can always be (strictly if ¢ > 1) reduced. Introduce the matrix C'
indexed on (—J UI) x (—I U J) defined by

=d(z;,y;) fori,j >0,

J—d(ﬁQ y;) fori<0,5>0,
C;; =d(z;,00) fori>0,j <0,

Ci;j=0 for 4,7 < 0.

(24)

In this context, an element of Opt(a,b) can be written a matrix P indexed on
(=JUI)x(—IUJ), and marginal constraints state that P must belong to the set of
doubly stochastic matrices S. Therefore, OT« (a,b) = inf pes sup{C; ;, (i,]) €
spt(P)}, where S is the set of doubly stochastic matrices indexed on (—J U I) x
(=1 U J), and spt(P) denotes the support of P, that is the set {(4,7), P;; > 0}.

Let P € S. For any k € N, and any set of distinct indices {41, ...,it} C —JUI,

we have A i
k:Z Z P = Z ZP%’J'

k'=1je—IUJ jE—IUJ k/=1

—_———
=1 <1

Thus, the cardinality of {j, 3k’ such that (ix,7) € spt(P)} must be larger
than k. Said differently, the marginals constraints impose that any set of k
points in @ must be matched to at least k points in b (points are counted
with eventual repetitions here). Under such conditions, the Hall’s marriage
theorem (see [33, p. 51]) guarantees the existence of a permutation matrix P’
with spt(P’) C spt(P). As a consequence,

Sup{ci,ja (’Lu]) € Spt(P)} > Sup{ci,ja (7”]) € Spt(Pl>}
Z Pinf:S‘ SUP{Ci,ja (27]) € Spt(P/)} = doo(avb)7
/e ’

where S’ denotes the set of permutations matrix indexed on (—=JUTI) x (=TUJ).
Taking the infimum on P € S on the left-hand side and using that &’ C S finally
gives that OT (a,b) = doo(a,b). O

Proposition 3.10. The space (M>,0Ty,) is complete.

Proof. Let (un), be a Cauchy sequence for OT,. Fix a compact K C Q, and
pick ¢ = d(K,99Q)/2. There exists ng such that for n > ng, OT oo (tn, in,) < €
Let K. :={z € Q, d(z, K) < ¢}. By considering 7, € Opt (tin, fin,), and since
OT oo (ftn, finy) < €, we have that

fin (K) = (K X Q) = 1 (K X K2 ) < g (Ke). (25)

Therefore, (1, (K))y, is uniformly bounded, and Proposition A.1l implies that
(t4n ) is relatively compact. Finally, the exact same computations as in the proof
of the completeness for p < oo (see Appendix B) show that (), converges for
the OT s metric. O
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Remark 3.8. Contrary to the case p < oo, the space D> (and therefore M)
is not separable. Indeed, for I C N, define the diagram ag := ), ; 0¢;i41) € D™
The family {ay, I C N} is uncountable, and for two distinct I,I', OT(ar,ap) =
?. This result is similar to [10, Theorem 4.20].

We now show that the direct implication in Theorem 3.4 still holds in the
case p = 00.

Proposition 3.11. Let p, u1, o, ... be measures in M. If OT o (tin, 1) — 0,
then (wn)n converges vaguely to p and Persoo (1) converges to Perso, ().

Proof. First, the convergence of Persy, (pn) towards Perso, (1) is a consequence
of the reverse triangle inequality:

|Persoo () — Persw(“)‘ = |OTOO (Umo) = OT oo (1£,0)] < OT oo (ftn, 1),

which converges to 0 as n goes to oc.

We now prove the vague convergence. Let f € C.(Q2), whose support is
included in some compact set K. For any € > 0, there exists a L-Lipschitz
function f., whose support is included in K, with ||f — fe|lco < €. Observe that
sup,, ik (K) < oo using the same arguments than for (25). Let m, € Opt (tn, 1)
We have

ln () = (O] < Npn(f = Ol + [0(f = f)l + |palfe) — pu(fe)
< (pn(K) + p(K))e 4 |pn(fe) — pu(fo)l
<(s puk( )+ w(K))e + |un(fe) = p(fo)l-
Also,
) — f€|—] / (fo(@) = fo(y))dma(z,y)

/ [ 11:0) = flama o)

// d(z,y)dm,(z,y) as f. is L-Lipschitz continuous
(KxQ)U(QXK)
< LOw (7)) (mn (K x Q) + mn(Q x K))

< LOT oo (ftn, 1) (St;p pie(KC) + N(K)> :

This last quantity converge to 0 as n goes to oo for fixed €. Therefore, taking
the limsup in n and then letting e go to 0, we obtain that u,(f) — wu(f).

Remark 3.9. As for the case 1 < p < oo, Proposition 3.11 implies that OT o
metricizes the vague convergence, and thus using Propositions 3.9 and A.5, we
have that (D>, dx) is closed in (M, 0T ) and is—in particular—complete.

Contrary to the p < oo case, a converse of Proposition 3.11 does not hold,
even on the subspace of persistence diagrams (see Figure 4). To recover a space
with a structure more similar to DP, it is useful to look at a smaller set. Introduce
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Figure 4: Illustration of differences between OT),, OT, and vague convergences.
Blue color represents the mass on a point while red color designates distances.
(a) A case where OT,(tn,0) — 0 for any p < oo while OTw (ptn,0) = 1. ()
A case where OT o (ptn,0) — 0 while for all p < oo, OTp(pn, 1) — 00. (¢) A
sequence of persistence diagrams a,, € D*°, where (a, ), converges vaguely to
a =)0, and Persy(a,) = Perso(a), but (a,) does not converge to a for
OT .

Dg° the set of persistence diagrams such that for all » > 0, there is a finite
number of points of the diagram of persistence larger than r and recall that Dy
denotes the set of persistence diagrams with finite number of points.

Proposition 3.12. The closure of Dy for the distance OT is D§°.

Proof. Consider a € D§°. By definition, for all n € N, a has a finite number of
points with persistence larger than %, so that the restriction a,, of a to points
with persistence larger than % belongs to D¢. As OT(a,a,) < % — 0, Dg° is
contained in the closure of Dy.

Conversely, consider a diagram a € D*°\Dg°. There is a constant r > 0 such
that a has infinitely many points with persistence larger than r. For any finite
diagram o’ € Dy, we have OTo(a’,a) > r, so that a is not the limit for the
OT4 metric of any sequence in Dy. O

Remark 3.10. The space D§° is exactly the set introduced in [5, Theorem 3.5]
as the completion of Dy for the bottleneck metric do. Here, we recover that Dg°
is complete as a closed subset of the complete space D™.

Define for 7 > 0 and a € D, al™) the persistence diagram restricted to
{z € Q, d(z,000) > r} (as in Lemma 3.1). The following characterization of
convergence holds in Dg§°.

Proposition 3.13. Let a,a;,as,... be persistence diagrams in Dg°. Then,

v
an — a,

( (r)

OTw(an,a) = 0« . .y
an’)n 1is tight for all positive r.

Proof. Let us prove first the direct implication. Proposition 3.11 states that the
convergence with respect to OT., implies the vague convergence. Fix r > 0.
By definition, (") is made of a finite number of points, all included in some
open bounded set U C Q. As ag)(U ©) is a sequence of integers, the bottleneck
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convergence implies that for n large enough, al" (U°) is equal to 0. Thus, (agf))n

is tight.

Let us prove the converse. Consider a € D§° and a sequence (ay), that
converges vaguely to a, with (ag)) tight for all » > 0. Fix r > 0 and let
Z1,...,Tx be an enumeration of the points in a("), the point z; being present
with multiplicity my € N. Denote by B(z,¢) (resp. B(z,¢)) the open (resp.
closed) ball of radius ¢ centered at z. By the Portmanteau theorem, for ¢ small
enough,

linrr_1>i£fan(B(xk,€)) a(B(zg,€)) = my
liﬂs;pan(ﬁ(xk,e))<a(B(a:k, €)) = my,

so that, for n large enough, there are exactly my points of a,, in B(xg,¢€) (since
(an(B(xg,€)))n is a converging sequence of integers). The tightness of (ag))n
implies the existence of some compact K C €2 such that for n large enough,

(T)(K ¢) =0 (as the measures take their values in N). Applying Portmanteau’s
theorem to the closed set K’ := K\ Ufil B(x;,¢€) gives

limsup a{" (K') < o™ (K") = 0.
n—oo
This implies that for n large enough, there are no other points in a, with

persistence larger than r and thus OTOO(CL(T), ay,) is less than or equal to r + €.
Finally,

lim sup OTog (@, a) < limsup OT oo (an, a™) + 7 < 21 + €.

n—oo n—oo

Letting € — 0 then » — 0, the bottleneck convergence holds. O

4 p-Fréchet means for distributions supported

on MP

In this section, we state the existence of p-Fréchet means for probability distri-
butions supported on MP. We start with the finite case (i.e. averaging finitely
many persistence measures) and then extend the result to any probability distri-
bution with finite p-th moment. We then study the specific case of distribution
supported on DP (i.e. averaging persistence diagrams), and show that in the
finite setting, the set of p-Fréchet means is a convex set whose extreme points
are in D? (i.e. are actual persistence diagrams).

Remark 4.1. In this section, we will assume that 1 < p < oo and 1 < g < 00
(recall d(-,-) = || - — - |lq). These assumptions will ensure that (i) the projection
of x € Q onto O is uniquely defined and (it) the p-Fréchet mean of k points
21 .7k 0 S, di.e. minimizer of ¥ Zle |z —||b, is also uniquely defined;
two facts used in our proofs.

Recall that (MP,OT,) is a Polish space, and let W, or, denote the Wasser-
stein distance (see Section 2.1) between probability measures supported on
(MP,0T),). We denote by WP(MP) the space of probability measures P sup-
ported on MP, equipped with the W), or, metric, which are at a finite distance
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from dy—the Dirac mass supported on the empty diagram—i.e.

0Ty (v, 0)dP(v) = / Pers, (v)dP(v) < oc.

Wor, (Pubo) = [
vEMP

veMr
Definition 4.1. Consider P € WP(MP). A measure p* € MP is a p-Fréchet
mean of P if it minimizes € : p € MP v [ OTh(p,v)dP(v).

4.1 p-Fréchet means in the finite case

Let P be of the form Zf\il Aidy, with V € N, u; a persistence measure of finite
mass m;, and (A;); non-negative weights that sum to 1. Define myot 1= Zil my.
To prove the existence of p-Fréchet means for such a P, we show that, in this case,
p-Fréchet means correspond to p-Fréchet means for the Wasserstein distance of
some distribution on M%, (Q), the sets of measures on Q that all have the same
mass Myot (see Section 3.2), a problem well studied in the literature [2, 11, 12].

We start with a lemma which affirms that if a measure x4 has too much mass
(larger than mye), then it cannot be a p-Fréchet mean of py ... uy.

Lemma 4.1. We have inf{&(n), p € MP} =inf{E(u),p € ML, 1.

Proof. The idea of the proof is to show that if a measure p has some mass that
is mapped to the diagonal in each transport plan between p and p,;, then we
can build a measure u’ by “removing” this mass, and then observe that such a
measure p’ has a smaller energy.

Let thus u € MP. Let m; € Opt,(ui,pu) for i = 1,..., N. The measure
A C Qe (00 x A) is absolutely continuous with respect to u. Therefore, it
has a density f; with respect to pu. Define for A C Q2 a Borel set,

A = () = [ min £ (o)),

and, for i = 1,..., N, a measure 7/, equal to 7; on Q x  and which satisfies for
A C Q a Borel set,

(00 x A) = mi(s(A) x A) := m; (002 x A) — /Amjin fi(z)dp(z),

where s is the orthogonal projection on Q. As m;(0Q x A) = [, fi(z)du(x),
mi(A) is nonnegative, and as m;(0Q x A) < u(A), it follows that p/(A) is

7

nonnegative. To prove that 7; € Adm(u;,p'), it is enough to check that for
ACQ, m(QxA) = (A):

QA x A) = m;(Q x A) + m(0Q x A) — /Amjin [i(x)dp(zx)

= (A) = [ min fy@)dnte) = 1 (4).
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Also,

(1= f;)dp(z)

Il
-

M=
5

() = [ (1= min f)dp(e) <

J

I
] =

N
(1(9) — (09 x Q) ZwJQxQ — (09 x Q))
1 ji=1

<.
Il

I
Mz

N
QXQ Z ):ij:mtot.
j=1 j=1

1

and thus ¢/ (Q) < myet. To conclude, observe that

)
)< ;:V;Aic,,(w;) = ix (//QQ d(z,y)Pdmi(z,y)

+//mmd(x7y)pdm(%y) _/Q d(z, 9Q)" mmfj( )dﬂ(x)>

O

Recall that W, , denotes the Wasserstein distance between measures with
same mass supported on the metric space (£2, p) (see Sections 2.1 and 3.2).

Proposition 4.1. Let ¥ : p € M2, — i€ Mb t(~), where i == p +
(Mot — p(2))000. The functionals

N
E:pe /\/l<mt s Z)\iOTg(u,,ui) and

i=1
N
Fipe M?ntot ) = Z )‘ZWI?,;)([L’ \I/(,UZ)),

have the same infimum values and arg min €& = ¥~ (arg min F).

Proof. Let G be the set of u € MP such that, for all i, there exists m; €
Opt,, (pi, p) with 7;(Q2,0Q) = 0. By point 2 of Lemma 3.2, for 4 € G and
m; € Opty, (ps, ) with 7;(Q,09Q) = 0, «(m;) is well defined and satisfies

omww:@mﬁjéamwwmmwz@u»>w<%m

so that F(¥(n)) < E(u). As, by Lemma 3.3, £ < F o ¥, we therefore have
E(p) = F(¥(n)) for p € G.

We now show that if i ¢ G, then there exists ¢/ € MP with E(u') < E(u).
Let pn ¢ G and m; € Opt,, (1, pt). Assume that for some i, we have m;(§2,9Q) > 0,
and introduce v € MP defined as v(A) = m;(A4, 9Q) for A C Q. Define

T:Q5x+— argmin ¢ A\d(z,y)? JrZ)\dy,aQ) € Q.
yeN
J#i
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Figure 5: Global picture of the proof. The main idea is to observe that the cost
induced by 7; (red) is strictly greater than the sum of costs induces by the 7/s
(blue), which leads to a strictly better energy.

Note that since p > 1, this map is well defined (the minimizer is unique due
to strict convexity) and continuous thus measurable. Consider the measure
W = p+ (Twr), where Tpv is the push-forward of v by the application T
Consider the transport plan 7, deduced from m; where v is transported onto
Tyv instead of being transported to 92 (see Figure 5). More precisely, 7; is the
measure on ) x § defined by, for Borel sets A, B C :

T (A x B) =mi(Ax B)+v(ANT (B)),

(A x 0Q) =0, 7 (00 x B)=m;(0Q x B).

We have 7} € Adm(u;, 1'). Indeed, for Borel sets A, B C Q:
(A x Q) =7(Ax Q) =m(AxQ)+v(A) =m(Ax Q) = u(A),
and

7i(Q x B)

(Q x B) + (09 x B)
=mi(Q x B) +v(T~Y(B)) + m(0Q x B)
W(B) + Tyo(B) = 4 (B).

A
Uy

Using 7 instead of m; changes the transport cost by the quantity
/[d(m,T(m))p — d(z,0Q)P]dv(z) < 0.
Q
In a similar way, we define for j # i the plan 7; € Adm(s;, 1) by transporting

the mass induced by the newly added (Txv) to the diagonal 0. Using these
modified transport plans increases the total cost by

S /Q A(T (), 00)Pdu ().

J#i
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One can observe that

/ i (d(z, T(z))? — d(x,00)P) + Z A d(T(x),00)P | dv(z) <0
¢ i#i
due to the definition of 7" and v () > 0.

Therefore, the total transport cost induced by the (7});=1...n is strictly less
than £(p), and thus £(u’) < £(u). Finally, we have

inf &(p) = inf () = inf F(¥(p)) >
ennf E(u) = inf E(n) = inf F(¥(n)) 2

<myot

inf F(¥(p)> inf &),
el ((“))*ue&% (1)

Smiot Smiot

where the last inequality comes from F o ¥ > £ (Lemma 3.3). Therefore,
inf £ = inf F o ¥, which is equal to inf F, as W is a bijection. Also, if p is a
minimizer of £ (should it exist), then p € G and E(p) = F(¥(n)). Therefore, as
the infimum are equal, ¥(u) is a minimizer of F. Reciprocally, if & is a minimizer
of F, then, by Lemma 3.3, F(it) > £(¥~1(f1)), and, as the infimum are equal,
U~1(f1) is a minimizer of &. O

The existence of minimizers fi of F, that is “Wasserstein barycenter” (i.e. p-
Fréchet means for the Wasserstein distance) of P := vazl Aid,, is well-known
(see [2, Theorem 8]). Proposition 4.1 asserts that =1(j) is a minimizer of £ on
M%mmu and thus a p-Fréchet mean of P according to Lemma 4.1. We therefore
have proved the existence of p-Fréchet means in the finite case.

4.2 Existence and consistency of p-Fréchet means

We now extend the results of the previous section to the p-Fréchet means of
general probability measures supported on MP. First, we show a consistency
result, in the vein of [46, Theorem 3.

Proposition 4.2. Let P,, P be probability measures in WP(MP). Assume that
each P, has a p-Fréchet mean p, and that Wy, or,(Pn, P) — 0. Then, the
sequence (tn )n s Telatively compact in (MP,OT,), and any limit of a converging
subsequence is a p-Fréchet mean of P.

Proof. In order to prove relative compactness of (ii,),, we use the character-
ization stated in Proposition A.1. Consider a compact set K C . We have,
because of (14),

1 1
:U’Tl(K> — d(K, aQ) OTIU(IU’W’ 0) d(K, aQ) P;OTp (6P«n ’ 60)
1

S m (Wp7OTp (5,un7 Pn) + Wp,OTp (_Pn7 (50)>

=

Since g, is a p-Fréchet mean of P,, it minimizes {W), or, (0,, Pn), v € MP}, and
in particular W, ot, (04, Pn) < Wy o, (00, P). Furthermore, as by assumption
Whp.or,(Pn, P) — 0, we have that sup,, W, or, (P, do) < 0o. As a consequence
sup,, tn (K) < 0o, and Proposition A.1 allows us to conclude that the sequence
(ttn)n is relatively compact for the vague convergence.

To conclude the proof, we use the following two lemmas, whose proofs are
found in Appendix C.
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Lemma 4.2. There ezists a subsequence (pin, )i 0f (n)n which vaguely con-
verges towards p a p-Fréchet mean of P and there exists v € MP such that
OT, (i, v) = OTp (1, v) as k — co.

Lemma 4.3. Let p, pi1, 2, -~ € MP. Then, OT,(pn, ) — 0 if and only if

(i) pn > w and (ii) there exists a persistence measure v € MP such that
OTp(ptn,v) = OTp(p, v).

Let p1), = fin, be any subsequence of j,,. We want to show that there exists a
subsequence of i, which converges with respect to the OT),, metric towards some
p-Fréchet mean of P. By Lemma 4.2 applied to the sequence (u},)g, there exists
a subsequence M;w which converges vaguely to some p-Fréchet mean p of P, and
some v with OT,(uy,,v) = OTy,(p,v) as I — oo. By Lemma 4.3, this implies
that u;w converges to p with respect to the OT), metric, showing the conclusion.

O

As the finite case is solved, generalization follows easily using Proposition
4.2.

Theorem 4.3. For any probability distribution P supported on MP with finite
p-th moment, the set of p-Fréchet means of P is a non-empty compact convex

set of MP.

Proof. We first prove the non-emptiness. Let P = vazl Aipt; be a probability
measure on MP with finite support puq,...,un. According to Proposition 3.6,
there exists sequences (ugn))n in M’ with OT][,(ugn)7 w;) — 0. As a consequence

of the result of Section 4.1, the probability measures P(") := Do )\iéu(_n) admit
p-Fréchet means. Furthermore, W;OTP(P("), P) <>, )\iOTg(u(.n),,ui) so that

1
this quantity converges to 0 as n — oco. It follows from Proposition 4.2 that P
admits a p-Fréchet mean.

If P has infinite support, following [46], it can be approximated (in Wy oT,)
by a empirical probability measure P, = % >oi 8, where the y; are 1.i.d. from
P. We know that P, admits a p-Fréchet mean since its support is finite, and
thus, applying Proposition 4.2 once again, we obtain that P admits a p-Fréchet
mean.

Finally, the compactness of the set of p-Fréchet means follows from Proposition
4.2 applied with P, = P: if (), is a sequence of p-Fréchet means, then the
sequence is relatively compact in (MP, OT,), and any converging subsequence
is also a p-Fréchet mean of P. Also, the convexity of the set of p-Fréchet means
follows from the convexity of OT} (see Lemma D.1 in Appendix D below): if
11, po are two p-Fréchet means with energy £(u1) = E(p2) = Fp and 0 < A < 1,
then

£+ (1= W) = [ L OTH O + (1= Ao, )P ()

< / (AT, ) + (1 — N)OTE (i3, 1)) dP(v)
vEMP
= () + (1= NE(pz) = Bo,

so that Apg + (1 — Mg is also a p-Fréchet mean.
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4.3 p-Fréchet means in DP

We now prove the existence of p-Fréchet means for distributions of persistence
diagram (i.e. probability distributions supported on DP), extending the results of
[48], in which authors prove their existence for specific probability distributions
(namely distributions with compact support or specific rates of decay). Theorem
4.4 below asserts two different things: that argmin{€(a), a € DP} is non
empty, and that min{€(a), a € DP} = min{€(u), p € MP}, i.e a persistence
measure cannot perform strictly better than an optimal persistence diagram
when averaging diagrams. As for p-Fréchet means in MP, we start with the
finite case. The following lemma actually gives a geometric description of the set
of p-Fréchet means obtained when averaging a finite number of finite diagrams.

Lemma 4.4. Consider a,...,an € Dy, weights (\;); that sum to 1, and let
P = Ef\il Xibq,. Then, the set of minimizers of p — vazl NOTP (i, a;) is a
non empty convez subset of M? whose extreme points belong to Dy. In particular,
P admits a p-Fréchet mean in Dy.

The proof of this lemma is delayed to Appendix C. Note that, as a straight-
forward consequence, if P has a unique minimizer in Dy (which is generically
true [59]), then so it does in M.

Theorem 4.4. For any probability distribution P supported on DP with finite
p-th moment, the set of p-Fréchet means of P contains an element of DP.
Furthermore, if P is supported on a finite set of finite persistence diagrams, then

the set of the p-Fréchet means of P is a convexr set whose extreme points are in
Dr.

Proof. The second assertion of the theorem is stated in Lemma 4.4. To prove
the existence of a p-Fréchet mean which is a persistence diagram, we argue as in
the proof of Theorem 4.3, using additionally the fact that D? is closed in MP
(Proposition A.5). O

5 Applications

5.1 Characterization of continuous linear representations

As mentioned in the introduction, a linear representation of persistence measures
(in particular persistence diagrams) is a mapping ® : MP — B for some Banach
space B of the form p+— p(f), where f: Q — B is some chosen function. Doing
so, one can turn a sample of diagrams (or measures) into a sample of vectors,
making the use of machine learning tools easier. Of course, a minimal expectation
is that ® should be continuous. In practice, building a linear representations (see
below for a list of examples) generally follows the same pattern: first consider a
“nice” function g, e.g. a gaussian distribution, then introduce a weight with respect
to the distance to the diagonal d(-,0Q)P, and prove that p — p(g(-)d(-, 0Q)P)
has some regularity properties (continuity, stability, etc.). Applying Theorem
3.4, we show that this approach always gives a continuous linear representation,
and that it is the only way to do so.
For B a Banach space (typically R?), define the class of functions:

f(x)

c{,{p = {f : Q0 — B, f continuous and = +— W

bounded } (26)
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Proposition 5.1. Let B be a Banach space and f : Q — B a function. The
linear representation ® : MP — B defined by ® : i pu(f) = [ flx)du(z) is
continuous with respect to OT,, if and only if f € Cz?,;r

Proof. Consider first the case B = R. Let f € Cgp and p, p1, o -+ € MP be

such that OT,(pn, ) — 0. Recall the definition (18) of u(). Using Corollary

3.2, having OTp(pn, ) — 0 means that ,u%p) 2 1) and thus that

f(x) . (@) )
e @)= |, 5 a0
that is

@@mzéﬂmwmwaéﬂ@wm=¢w,

i.e. @ is continuous with respect to OT),,.

Now, let B be any Banach space. [49, Theorem 2| states that if a sequence of
measures (i, ), weakly converges to p, then u,(f) — p(f) for any continuous
bounded function g : 2 — B. Applying this result to the sequence (M%p ) with
g = f/d(-,00Q)P yields the desired result.

Conversely, let f : Q — B. Assume first that f is not continuous in some
z € Q. There exist a sequence (x,), € QY such that z,, — x but f(z,) » f(z).
Let pi, = d,, and p = 8. We have OT,(pn, 1) — 0, but p,(f) = f(z,) -
f(xo) = p(f), so that the linear representation p +— u(f) cannot be continuous.
Then, assume that f is continuous but that z — % is not bounded.
Let thus (z,), € QY be a sequence such that H%H — +00. Define
the measure p, := mé*" Observe that OT,(pn,0) = W — 0 by
hypothesis. However, ||u,(f)]] =1 for all n, allowing us to conclude once again
that u — u(f) cannot be continuous.
O

Let us give some examples of such linear representations (which are thus
continuous) commonly used in applications of TDA. Note that the following
definitions do not rely on the fact that the input must be a persistence diagram
and actually make sense for any persistence measure in MP. See Figure 2 for
an illustration, in which computations are done with p =1 (and p’ =1 for the
weighted Betti curve).

e Persistence surface and its variations. Let K : R? — R be a nonnegative

Lipschitz continuous bounded function (e.g. K(z,y) = exp (*M))

and define f : x € Q — d(x,00Q)? x K(z,-), so that f(z) : R? - Ris a
real-valued function. The corresponding representation ® takes its values in
(Cp(R?), || - ||oo), the (Banach) space of continuous bounded functions. This
representation is called the persistence surface and has been introduced
with slight variations in different works [1, 19, 43, 53].

e Persistence silhouettes. Let A(x,t) = max (2255 — |t — 22321 0) for
t € R and 2 € Q. Then, defining f : 2 € Q > d(z,00)P~1 x A(z,-), one
has that || f(2)|e is proportional to d(x, )P, so that the corresponding
representation is continuous for OT,. This representation is called the
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persistence silhouette, and was introduced in [18]. In particular, it consists
in a weighted sum of the different functions of the persistence landscape
[9]. The corresponding Banach space is (Cyp(R), || * |loo)-

o Weighted Betti curves. For t € R, define B, the rectangle (—oo, t] x [t, +00).
Let p,p’ > 1, and define f : x € Q — (t — d(x,@Q)p_l/p/l{x € Bt}). Then
f(z) € Ly(R) with || f(z)||,» proportional to d(x, 0)P. The corresponding
function ® is the weighted Betti curve, which takes its values in the Banach
space (Ly (R),| - |lpr). In particular, one obtains the continuity of the
classical Betti curves from (M!, OT;) to Li(R).

Stability in the case p = 1. Continuity is a basic expectation when embed-
ding a set of diagrams (or measures) in some Banach space B. One could however
ask for more, e.g. some Lipschitz regularity: given a representation ® : MP — B,
one may want to have || ®(u) — ®(v)|| < C-OTp(u,v) for some constant C. This
property is generally referred to as “stability” in the TDA community and is
generally obtained with p = 1, see for example [1, Theorem 5], [13, Theorem 3.3
& 3.4], [58, §4], [53, Theorem 2], etc.

Here, we still consider the case of linear representations, and show that
stability always holds with respect to the distance OT;. Informally, this is
explained by the fact that when p = 1, the cost function (z,y) — d(z,y)? is
actually a distance.

Proposition 5.2. Define L the set of Lipschitz continuous functions f : Q@ — R
with Lipschitz constant less than 1 and that satisfy f(OQ) = 0. Let T be any
set, and consider a family (fy)ier with fy € L. Then the linear representation
Dy (u(fi))ter is 1-Lipschitz continuous in the following sense:

@) = 2(¥)]loo = sup (= v)(fe)| < OT1(p,v), (27)

for any measures p,v € M.

Proof. Consider u,v € M*!, and 7 € Opt(u,r) an optimal transport plan. Let
t € T. We have:

=)0 = [ F@an@) - [ fiwavts) = [ (fio) = p)ir(ey)
< //ﬁxﬁ d(z,y)dr(z,y) = OT1 (1, v),

and thus, ||®(u) — (V)]|e < OT1(p, v). O

In particular, if f : Q — B, where B is some Banach space, is 1-Lipschitz
with f(9€Q) = 0, then one can let T'= B} (the unit ball of the dual of B) and
fi(z) :=t(f(x)) for t € T. If ®(u) = p(f), we then obtain that ||P(u) — 2(v)]| <
OTy(p,v), i.e. that ®: (ML, 0OTy) — (B,] - ||) is 1-Lipschitz.

Remark 5.1. One actually has a converse of such an inequality, i.e. it can be
shown that

OT(p,v) = I}lgg(u = v)(f), (28)
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This equation is an adapted version of the very well-known Kantorovich-Rubinstein
formula, which is itself a particular version in the case p =1 of the duality for-
mula in optimal transport, see for example [64, Theorem 5.10] and [54, Theorem
1.39]. A proof of Eq. (28) would require to introduce several optimal transport
notions. The interested reader can consult Proposition 2.3 in [28] for details.

5.2 Convergence of random persistence measures in the
thermodynamic regime

Geometric probability is the study of geometric quantities arising naturally from
point processes in R?. Recently, several works [6, 25, 35, 32, 57] used techniques
originating from this field to understand the persistent homology of such point
processes. Let X,, := {X1,..., X,,} be a n-sample of a distribution having some
density on the cube [0, 1]¢, bounded from below and above by positive constants.
Extending the work of Hiraoka, Shirai and Trinh [35], Divol and Polonik [25]
show laws of large numbers for the persistence diagrams Dgm(X,,) of X,,, built
with either the Cech or Rips filtration. More precisely, [25, Theorem 5] states
that there exists a Radon measure p on €2 such that, almost surely, the sequence
of measures i, :=n~'Dgm(n'/9X,,) converges vaguely to y and [25, Theorem
6] implies that Pers,(u,) converges to Pers,(u) < oo for all p > 1. Those two
facts (vague convergence and convergence of the total persistence), along with
Theorem 3.4, gives the following result:

Proposition 5.3. OT,(un, ) —— 0 almost surely.
n—0o0

Numerical illustration of the convergence in the one-dimensional case.
In dimension d > 2, there is no known closed-form expression for the limit u.
However, in the case d = 1, authors in [25, Remark 2 (b)] show that if the X; are
n i.i.d realizations of a random variable X admitting a density x supported on
[0, 1], bounded from below and above by positive constants, then (the ordinate
of) p—which is supported on {0} x (0,+00) as we consider the Rips filtration
in homology dimension 0—admits p(u) := Ex[exp(—ur(X))] as density. In
particular, if X is uniform, then (the ordinate of) p admits u — e~ as density.

It allows us to realize a simple numerical experiment: we sample n points
(X1 ...X,) uniformly on [0,1] and then compute the corresponding persistence
diagram using the Rips filtration, whose points are denoted by (0,t1),...,
(0,tn—1) (note that we removed the point (0,+00)). We can now introduce the
one-dimensional measure p, = %22;11 dt, and compute OT,(py, 1) in closed
form using Proposition 3.7 and the fact that computing the distance W, in
dimension d = 1 is particularly easy (see [54, Chapter 2]). See Figure 6 for an
illustration.

5.3 Stability of the expected persistence diagrams

Given an i.i.d. sample of N persistence diagrams a; ...ay, a natural persistence
measure to consider is their linear sample mean @ := = >, , .y a;. More
generally, given P € WP(MP), and p ~ P, one may want to define E[u] the
linear expectation of P in the same vein. A well-suited definition of the linear
expectation requires technical care (basically, turning the finite sum into a
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Input point cloud, n = 20 Corresponding diagram Measures to compare Convergence in D, (1D)

density of p
. cmpirical i,

mass
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Figure 6: Numerical illustration of D, convergence in the one dimensional
case. From left to right: an example of input point cloud with n = 20 points ;
the corresponding persistence diagram ; the (ordinate of) the two measures we
compare: (i, is the empirical one. Most right: median OT},(u,, 1) forn =2...50,
over 100 runs along with 90% and 10% percentiles. Computations made with
p=2.

Bochner integral) and is detailed in Appendix D. It however satisfies the natural
following characterization—that is sufficient to understand this section:

VK C Q compact, E[u](K) = E[u(K)]. (29)

The behavior of such measures is studied in [24], which shows that they have
densities with respect to the Lebesgue measure in a wide variety of settings. A
natural question is the stability of the linear expectations of random diagrams
with respect to the underlying phenomenon generating them. The following
proposition gives a positive answer to this problem, showing that given two close
probability distributions P and P’ supported on MP, their linear expectations
are close for the metric OT),.

Proposition 5.4. Let P,P’ € WP(MP). Let u ~ P and p' ~ P’. Then, we
have OTy(Elu], Eln']) < Wy o, (P, P').

The proof is postponed to Appendix D.

Using stability results on the distances d, (= OT)) between persistence dia-
grams [22], one is able to obtain a more precise control between the expectations
in some situations. For Y a sample in some metric space, denote by Dgm(Y) the
persistence diagram of Y built with the Cech filtration.

Proposition 5.5. Let &,& be two probability measures on RY. Let X,, (resp.
X! ) be a n-sample of law & (resp. &'). Then, for any k > d, and any p > k+ 1,

OT?(E[Dgm(X,)], E[Dgm(X),)]) < Cra-n- WEE(E,€) (30)

where C, g 1= Cdiam(X)k*dﬁ for some constant C' depending only on X.

In particular, letting p — oo, we obtain a bottleneck stability result:
OToo (E[Dgm(X,)], E[Dgm(X;,)]) < W (€, £"). (31)

Proof. Let P be the law of Dgm(X,,), P’ be the law of Dgm(X/) and let 7 be
any coupling between X,, a n-sample of law &, and X/, a n-sample of law &'
Then, the law of (Dgm(X,,), Dgm(X!)) is a coupling between P and P’. Thus,
Proposition 5.4 yields

OT}(E[Dgm(X,)], E[Dgm(X},)]) < E,[OT}(Dgm(X,), Dgm(Xy,))]-
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It is stated in [22, Wasserstein Stability Theorem] that
OTZ(ng(Xn)a ng(X/n)) < Ck,dH(Xm X%)pikv

where Cy 4 := Cdiam(X)*~¢ £ for some constant C' depending only on X, and
H is the Hausdorff distance between sets. By taking the infimum on transport

plans v, we obtain
OT}(E[Dgm(X.,)], E[Dgm(X)]) < CraW, gy (€5, (€)°"),

where Wy, is the p-Wasserstein distance between probability distributions on
compact sets of the manifold X, endowed with the Hausdorff distance. Lemma,
15 of [17] states that

WEZE (€97 (€)°) < n-WETE(E,E)),
concluding the proof. O

Note that this proposition illustrates the usefulness of introducing new
distances OT): considering the proximity between linear expectations requires
to extend the metrics d,, to Radon measures.

6 Conclusion and further work.

In this article, we introduce the space of persistence measures, a generalization of
persistence diagrams which naturally appears in different applications (e.g. when
studying persistence diagrams coming from a random process). We provide an
analysis of this space that also holds for the subspace of persistence diagrams.
In particular, we observe that many notions used for the statistical analysis of
persistence diagrams can be expressed naturally using this formalism based on
optimal partial transport. We give characterizations of convergence of persistence
diagrams and measures with respect to optimal transport metrics in terms of
convergence for measures. We then prove existence and consistency of p-Fréchet
means for any probability distribution of persistence diagrams and measures,
extending previous work in the TDA community. We illustrate the interest
of introducing the persistence measures space and its metrics in statistical
applications of TDA: continuity of diagram representations, law of large number
for persistence diagrams, stability of diagrams in a random settings.

We believe that closing the gap between optimal transport metrics and those
of topological data analysis will help to develop new approaches in TDA and
give a better understanding of the statistical behavior of topological descriptors.
It allows one to address new problems, in particular those involving continuous
counterpart of persistence diagrams, and invites one to consider various the-
oretical and computational tools developed in optimal transport theory that
could be of major interest in topological data analysis: gradient flows [55] in
the persistence diagrams space, entropic regularization [23] of metrics, use of
diagram metrics in (deep) learning pipelines [31], along with the use of well
developed libraries [29].
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A Elements of measure theory

In the following, © denotes a locally compact Polish metric space (i.e. a Polish
space equipped with a distinguished Polish metric).

Definition A.1. The space M(Q2) of Radon measures supported on §2 is the space
of Borel measures which give finite mass to every compact set of Q). The vague
topology on M(Q) is the coarsest topology such that the maps p — p(f) := [ fdp
are continuous for every f € C.(Q), the space of continuous functions with
compact support in Q.

Radon measures on a general space are also required to be regular (i.e. well
approximated by above by open sets and by below by compact sets). However,
on a locally compact Polish metric space (such as ), regularity is implied by
the above definition (see [30, Section 7.1 and Theorem 7.8] for details).

Definition A.2. Denote by M () the space of finite Borel measures on 2. The
weak topology on M () is the coarsest topology such that the maps p — p(f)

are continuous for every f € Cp(2), the space of continuous bounded functions
in Q.

See [8, Chapter 8] for more details on the weak topology on the set of finite
Borel measures (which coincide with the set of Baire measures for ) a metrizable
space). We denote by ~ the vague convergence and —» the weak convergence.

Definition A.3. A set F C M(Q) is said to be tight if, for every e > 0, there
exists a compact set K with w(Q\K) < e for every u € F.

The following propositions are standard results. Corresponding proofs can
be found for instance in [37, Section 15.7].

Proposition A.1. A set F' C M(R) is relatively compact for the vague topology
if and only if for every compact set K included in €,

sup{p(K), p € F} < oo.

Proposition A.2 (Prokhorov’s theorem). A set F' C M;(Q) is relatively
compact for the weak topology if and only if F is tight and sup ¢ p p(§2) < oo.

Proposition A.3. Let pi, i1, pi2, - .. be measures in My (). Then, p, — p if
and only if 1, (Q) = u(Q) and p, > pu.

Proposition A.4 (The Portmanteau theorem). Let u, pi1, pa, ... be measures
in M(Q). Then, u, = u if and only if one of the following propositions holds:

e for all open sets U C 2 and all bounded closed sets FF C §2 ,

lim sup i, (F) < p(F) and liminf p, (U) > p(U).

n—00 n—o00 -

e for all bounded Borel sets A with u(9A) =0, li_>m pn(A) = u(A).
n o0
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Definition A.4. The set of point measures on  is the subset D(Q) C M(Q)
of Radon measures with discrete support and integer mass on each point, that is

of the form
Z N0y

zeX

where n, € N and X C ) is some locally finite set.

Proposition A.5. The set D(Q) is closed in M(Q) for the vague topology.

B Delayed proofs of Section 3

For the sake of completeness, we present in this section proofs which either
require very few adaptations from corresponding proofs in [28] or which are close
to standard proofs in optimal transport theory.

Proofs of Proposition 3.1 and Proposition 3.8.

e For 7 € Adm(u, v) supported on Fq, and for any compact sets K, K’ C ,
one has m((K x Q) U (2 x K')) < u(K) + v(K') < co. As any compact
subset of Eq is included in a set of the form (K x Q)U(Q x K'), Proposition
A.1 implies that Adm(u, v) is relatively compact for the vague convergence
on Eq. Also, if a sequence (7,,), in Adm(u, ) converges vaguely to some
m € M(Eq), then the marginals of 7 are still x4 and v. Indeed, if f is a
continuous function with compact support on €2, then

[ s@artay) =tim [ f@ar ) =tm | f@dn@ = | s

and we show likewise that the second marginal of 7 is v. Hence, Adm(u, v)
is closed and relatively compact in M(Eq): it is therefore sequentially
compact.

e To prove the second point of Proposition 3.1, consider 7, 7y, 7, ... such
that m, — 7, and introduce 7, : A — [[, d(x,y)Pdm,. The sequence
(7], ) still converges vaguely to ©’ : A+ [[, d(x,y)Pdr. the Portmanteau
theorem (Proposition A.4) applied with the open set Eq to the measures
7! % 7' implies that

Cp(m) = 7'(Eq) < liminf 7, (Eq) = liminf Cp(m,),

ie. Cp is lower semi-continuous.

e We now prove the lower semi-continuity of C,. Let (m,), be a sequence
converging vaguely to m on Eq and let r > liminf C(m,). The set
n—oo

U, = {(z,y) € Eq, d(z,y) > r} is open. By the Portmanteau theorem
(Proposition A.4), we have

0 = liminf 7, (U,) > #(U,).

n—oo
Therefore, spt(m) C US and Coo(m) < 7. As this holds for any r >

lin_1>inf Coo (), we have lirr_1>inf Coo(mn) = Coo(m).
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e We show that for any 1 < p < oo, the lower semi-continuity of C, and
the sequential compactness of Adm(yu,v) imply that 1. Opt,(u,v) is a
non-empty compact set for the vague topology on Eq and that 2. OT), is
lower semi-continuous.

1. Let (m,)n be a minimizing sequence of (10) or (23) in Adm(p,v). As
Adm(p, v) is sequentially compact, it has an adherence value 7, and
the lower semi-continuity implies that Cj,(7) < liminf, o Cp(m,) =
OTP(u,v), so that Opt, (i, ) is non-empty. Using once again the
lower semi-continuity of Cp, if a sequence in Opt,, (11, ) converges to
some limit, then the cost of the limit is less than or equal to (and thus
equal to) OT}(u, ), i.e. the limit is in Opt, (u, v). The set Opt,,(u, v)
being closed in the sequentially compact set Adm(u,v), it is also
sequentially compact.

2. Let pt,, = pand v, — v. One has lim inf,, OT,(pin, vn) = limy, OTp (tony s Vi)
for some subsequence (ng)g. For ease of notation, we will still use
the index n to denote this subsequence. If the limit is infinite, there
is nothing to prove. Otherwise, consider m, € Optp(un,un). For
any compact sets K, K’ C €, one has m,((K x Q) U (2 x K')) <
sup,, tin (K)+sup,, vn(K') < co. Therefore, by Proposition A.1, there
exists a subsequence (7, ) which converges vaguely to some measure
m € Adm(u,v). Note that the first (resp. second) marginal of 7 is
equal to the limit p (resp. v) of the first (resp. second) marginal of
(mp, ), so that 7 is in Adm(y,v). Therefore,

OTE(p.v) < Cy(m) < liminf €, () = liminf OTL s, ).

e Finally, we prove that OT, is a metric on MP?. Let pu,v,A € MP. The
symmetry of OT, is clear. If OT,(py,v) = 0, then there exists 7 €
Adm(u, v) supported on {(z,z), x € Q}. Therefore, for a Borel set A C Q,
w(A) =7(Ax Q) =7n(Ax A) =7(Q x A) = v(A), and p = v. To prove
the triangle inequality, we need a variant on the gluing lemma, stated in
[28, Lemma 2.1]: for m2 € Opt(p, ) and me3 € Opt(v, A) there exists a

measure y € M(QB) such that the marginal corresponding to the first
two entries (resp. two last entries), when restricted to Eq, is equal to o
(resp. ma3), and induces a zero cost on 92 x 9§2. Therefore, by the triangle
inequality and the Minkowski inequality,

ot < ([ de syt )

< (/QQ d(w,y)”dv(w,yw))l/p + (/Qz d(y,Z)”d'y(%y»Z))l/p

- (/92 d(x,y)i’dmg(x,y)>1/p + (/92 d(y’z)pdﬂ%(y’z))l/p
= OT,(p,v) + OTp (v, A).

The proof is similar for p = co.
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Proof of Proposition 3.3. We first show the separability. Consider for & > 0 a
partition of ) into squares (C¥) of side length 27%, centered at points 2¥. Let F
be the set of all measures of the form ), _; qiém? for ¢; positive rationals, k > 0
and I a finite subset of N. Our goal is to show that the countable set F' is dense
in MP. Fix ¢ > 0, and p € MP. The proof is in three steps.

1. Since Pers, (1) < oo, there exists a compact K C Q such that Pers,(u) —
Pers,(po) < €P, where pg is the restriction of 1 to K. By considering the
transport plan between p and pg induced by the identity map on K and
the projection onto the diagonal on Q\K, it follows that OT) (1, po) <
Pers, (u) — Pers, (po) < eP.

2. Consider k such that 27% < &/(v/2u(K)'/?) and denote by I the indices
corresponding to squares CF intersecting K. Let p1 = Y oe; po (Cf)&w:;.
One can create a transport map between pg and p; by mapping each
square CF to its center z¥, so that

1/p
OTy (o, p12) < (Z NO(Cf)(\@'?’“)”) < WK)VP/2. 27k < ¢

3. Consider, for i € I, ¢; a rational number satisfying ¢; < po(CF) and
1o (CF) —qi| <e?/ (3;ep dal,0Q)P). Let po =3, qi0,. Consider the
transport plan between uo and pp that fully transports pus onto pg, and
transport the remaining mass in gy onto the diagonal. Then,

1/p
OTp(pa, p2) < (Z 10(CF) — qild(y, 3Q)p> <e.

iel

As pig € F and OT, (1, p2) < 3¢, the separability is proven.

To prove that the space is complete, consider a Cauchy sequence (fiy,)n. As
the sequence (Persy(t1n))n = (OT)(kn, 0))y, is a Cauchy sequence, it is bounded.
Therefore, for K C Q a compact set, (14) implies that sup,, u,(K) < oc.
Proposition A.1 implies that (p,,), is relatively compact for the vague topology
on Q. Consider (u,, )r a subsequence converging vaguely on €2 to some measure
. By the lower semi-continuity of OT,,

Pers, (u) = OTH(,0) < 1ikrr_1>ioréf OT (4, 0) < 00,
so that p € MP. Using once again the lower semi-continuity of OT,,
OTp(kn, 1) < liminf OTy (pn, i)
Jim OTy (i, p) < lim liminf O (i, piny) = 0,
ensuring that OT,(un, ) — 0, that is the space is complete. O

Proof of the direct implication of Theorem 3.4. Let w, p1, o, ... be elements of
MP and assume that the sequence (OT)(pn, 1t))rn converges to 0. The triangle in-
equality implies that Pers, (1n) = OT] (15, 0) converges to Pers, (1) = OT](u,0).
Let f € C.(92), whose support is included in some compact set K. For any
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€ > 0, there exists a Lipschitz function f., with Lipschitz constant L and whose
support is included in K, with the co-norm ||f — f:||c less than or equal to
e. The convergence of Pers,(u,) and (14) imply that sup, ux(K) < co. Let
Tn € Opty, (in, 1), we have

ln (f) = (O] < Npn(f = [+ [0 = f) + pa(fe) — u(fe)]
< (pn(K) + p(K))e + [pn(fe) — pn(f)]
< (s pﬂk( )+ u(K))e + |pn(fe) — p(fo)l-
Also,
inl£) = 2] < [ [ 1£:@) = £w)ldma(a)  where 7, € Opt(yn,p)
<L // d(z,y)dm,(z,y)

(KxT)U(OxK)

< Lo (K x D) U@ x K)' // A, y)P A (2, )
QU xK)
by Holder’s inequality.
1—1

p

<L (st;puk(K) + M(K)> OTp(pin, ) —— 0.

n—0o0

Therefore, taking the limsup in n and then letting ¢ goes to 0, we obtain that

pin(f) = 1(f)- H

C Proofs of the technical lemmas of Section 4

The following proof is already found in [46]. We reproduce it here for the sake
of completeness.

Proof of Lemma 4.2. Recall that P, is a sequence in WP (MP) such that each P,
has a p-Fréchet mean p,, and that W, or, (P, P) — 0 for some P € WP(MP).
According to the beginning of the proof of Proposition 4.2, the sequence (g, )n
is relatively compact for the vague convergence. Let v € MP and let p be the
vague limit of some subsequence, which, for ease of notations, will be denoted as
the initial sequence. By Skorokhod’s representation theorem [4, Theorem 6.7], as
P, converges weakly to P, there exists a probabilistic space on which are defined
random variables u ~ P and p, ~ P, for n > 0, such that u,, converges almost
surely with respect to the OT), metric towards p. Using those random variables,
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we have
E(v) = BOTA(v, 1) = WP o, (6, P)
= 1171111 W;;,OTP((SV? P,) since Wy, or, (Pn, P) =0
= li7rln EOT) (v, tn)
> li}ln EOT) (ttn, tn) since i, is a barycenter of P,
> Elimninf OT} (pin, pn) by Fatou’s lemma

> EOT) (i, ) = E(p) by lower semi-continuity of OT,, (Prop. 3.1).
(32)

This implies that p is a barycenter of P. We are now going to show that, almost
surely, liminf,, OT,(un, ) = OT,(, ). This concludes the proof by letting
ny be the subsequence attaining the liminf for some fixed realization of p. By
plugging in v = u in (32), all the inequalities become equalities, and in particular,

liylgn W;OTP (Opups Pn) = liinIEOTg(,un, M) = EOTH(u, p) = W;,OTP (0p, P).
This yields

0 S WpaOTp (6Hn ’ P) - WP;OTp (5,LL? P)
S Wp,OTP(éunaPn) + W, ,0T, (Pn7 P) - Wp,OTP ((Sp,y P) —0
as n goes to 400, i.e. lim,, Wy ot,(d4,, P) = Wpor, (6., P). Therefore,
EOT (1, 1) = Wy o, (O, P) = M Wl op (6, P) = im BOT (pin, 1)
> Eliminf OT} (ptn, p) by Fatou’s lemma

> EOT) (i1, u) by lower semi-continuity of OT),.

As liminf,, OTS (ptn, ) > OTp (11, ) and Eliminf,, OTY (i, pp) = EOTYH (1, ),
we actually have liminf,, OT} (p4,,, ) = OT) (1, ), concluding the proof. O

Figure 7: Partition of 2 used in the proof of Lemma 4.3.
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Proof of Lemma 4.3. For the direct implication, take v = 0 and apply Theorem
3.4.

Let us prove the converse implication. Assume that j,, — p and OT,(pin,v) —
OT,(u,v) for some v € DP. The vague convergence of (1), implies that ;u(»)
is the only possible accumulation point for weak convergence of the sequence
(uﬁf’ )) . Therefore, it is sufficient to show that the sequence (u%p ))n is relatively
compact for weak convergence (i.e. tight and bounded in total variation, see
Proposition A.2). Indeed, this would mean that (us, (p )) converges weakly to pu(P),
or equivalently by Proposition A.3 that u,, — u and Pers,(u,) — Pers,(u). The
conclusion is then obtained thanks to Theorem 3.4.

Thus, let (u,)n be any subsequence and (7,), be corresponding optimal
transport plans between p,, and v. The vague convergence of (i), implies that
(7n)n is relatively compact with respect to the vague convergence on Egq. Let
7 be a limit of any converging subsequence of (m,),, which indexes are still
denoted by n. One can prove that = € Opt(u, v) (see [28, Prop. 2.3]). For r > 0,
define A, := {z € Q, d(z,0Q) < r} and write A, for A, UdQ. Consider n > 1.
We can write

/A d(x, 0)Pdpn (x // (2, 0Q)Pdr, (x,y)

A, X0

// d(xz,00)Pdm, (x,y) // (x,00Q)Pdm, (z,y)

X (N\Ayr) A, ><A,,T
(%)
S // d(z,y)Pdm,(z,y) / d(xz,00)Pdm, (x,y)

Y i X 3

1
< P p—1
S = 1)pOTp(Mm +2 ( // (@, y)Pdm, (z,y) // (y,0Q)Pdm,, (z, y))

A XAy A xA,,
1
< WOT?(MmI/) + 21’_1( Mm // (x,y)Pdmp(z,y) + / (y739)pdl/(y)>
Eo\(ArxAy,) Ao
where (x) holds because d(z,y) > (n—1)r > (n—1)d(z, Q) for (z,y) € A, x Ay,

Therefore,

lim sup/A d(z, 0Q)Pdun(x) SﬁOTﬁ(u, v)+2r7! (OTg(u, v)

_ // d(m,y)pdﬂ(x,y)-i-/A’ d(y,aﬁ)pdV(y)>

- — nr
Eo\(A, x4y

Note that at the last line, we used the Portmanteau theorem (see Proposition A.4)
on the sequence of measures (d(z, y)?dm, (z,y)), for the open set Eq\ (A, x A,;).
Letting r goes to 0, then 7 goes to infinity, one obtains

lim hmsup/ d(x,0Q)Pduy,(z) = 0.

r—=0 noco
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The second part consists in showing that there can not be mass escaping “at

infinity” in the subsequence (u (P )) . Fix r, M > 0. For z € Q, denote s(x) the
projection of x on 0f). Pose

Ky i={z € Q\A4,, d(z,00) < M,d(s(x),0) < M}
and Lyy, the closure of Q\(4, U Kjs,,) (see Figure 7). For ' > 0,

/ d(x, 00)Pdu, (x // (x,00Q)Pdm,(z,y)
Ln,r

L, -XQ

- / / d(z, )P dm, (2, 1) / / d(x, 0Q)Pdm, (1)

LI\/IVTX(LI\/I/2,T‘/UZT/) Lyt XKppyo 00

<ot [ dwyrdne)

L, rX LM/Z r/UA /)

42771 // d(0Q, y)Pdmy (2, y)

L,rX LM/2 7‘/U.A )

// d(xz,00)Pdm, (x,y).

Lnvt,r XK ppyo 0

We treat the three parts of the sum separately. As before, taking the lim sup
in n and letting M goes to oo, the first part of the sum converges to 0 (apply
the Portmanteau theorem on the open set EQ\(Lasr X (Lag/a,» U Arv)). The
second part is less than or equal to

21’_1/ d(y, 0Q)Pdv(y),
LM/2 S UA

which converges to 0 as M — oo and ' — 0. For the third part, notice that if
(x,y) € Laryr X Kppy,, then

d(z,09) < d(z, 5(y)) < d(z,y) + d(y, 5(y)) < d(z,9) + & < 2d(z,y).

2
Therefore,
// d(z, 00)Pdm, (z,y) < 2P // d(x,y)Pdm, (2, y)
L, r XK pryo 0 Lnv,r XK ppyg o0
<2 [[ dwyyine.).

LM,T Xﬁ

As before, it is shown that limsup,, fleM o d(x,y)Pdm,(z,y) converges to 0

when M goes to infinity by applying the Portmanteau theorem on the open set
Eo\(Lpr x Q).
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Finally, we have shown, that by taking r small enough and M large enough,
one can find a compact set Kz, such that fﬂ\m d(x,00)Pdu, = u&f’) (K ns,r)

is uniformly small: (p%p ))n is tight. As we have

,USLP)(Q) = Pers,(uun) = OTZ(,U%» 0)
< (OTp(pn, v) + OTp(1,0))” = (0T, (1, v) + OTp(v,0))",

it is also bounded in total variation. Hence, (uﬁf’ ))n is relatively compact for the
weak convergence: this concludes the proof. O

Proof of Lemma 4.4. Let P = Ef\il Aidq, a probability distribution with a; €
Dy of mass m; € N, and define myoy = sz\; m;. By Proposition 4.1, every
p-Fréchet mean a of P is in correspondence with a p-Fréchet mean for the
Wasserstein distance @ of P = ZZ\LI Aida,, where a; = a; + (Mot — M4 )doq, with
a being the restriction of a to €.

Let thus fix m € N, and let aq,...,ax be point measures of mass m in Q.
Write a; = Z;ﬂ:l 0z, ,;, 80 that x; ; € Qfor1<i<N, 1< j<m,with the x; ;8
non-necessarily distinct. Define

N
T:(z1,...,2x5) € QY s argmin {Z Aip(xi, y)P, y € Q} cq. (33)
i=1
Since we assume p > 1, T is well-defined and is continuous (the minimizer is
unique by strict convexity). Using the localization property stated in [12, Section
2.2], we know that the support of a p-Fréchet mean of P is included in the finite
set
S = {T(,ﬁlﬁl,jl,. N 7xN7jN)7 1 S jl, NN 7j]\/' S m}

Let K = m" and let z1,...,2x be an enumeration of the points of S
(with potential repetitions). Denote by Gr(z) the N elements z1,...,zy, with
x; € spt(a;), such that z = T(z1,...,2n). It is explained in [12, §2.3], that
finding a p-Fréchet mean of P is equivalent to finding a minimizer of the problem

N

; . VP A (s
I By ) (34)
where IT is the set of plans (7;)i=1,....n, With ; having for first marginal a;, and
such that all ;s share the same (non-fixed) second marginal. Furthermore, we can
assume without loss of generality that (71 ...7yn) is supported on (Gr(zg), 2k )k,
i.e. a point zx in the p-Fréchet mean is necessary transported to its corresponding
grouping Gr(zx) by (optimal) ~1,...vn [12, §2.3]. For such a minimizer, the
common second marginal is a p-Fréchet mean of P.

A potential minimizer of (34) is described by a vector v = (v; ;%) € RY™K
such that:

for 1<i< N, 1<j<m, Zszl vi,j.k = 1 and (35)
for2<i< N, 1<k <K, ZT:I V1.5, = Z;nzl Vigik -
Let ¢ € RN™E be the vector defined by ¢; ;1 = 1{zi; € Gr(zi)}\ip(xij, 2k)P-
Then, the problem (34) is equivalent to

minimize 77 ¢ under the constraints (35). (36)
yeRY™E
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The set of p-Fréchet means of P are in bijection with the set of minimizers of
this Linear Programming problem (see [56, §5.15]), which is given by a face of
the polyhedron described by the equations (35). Hence, if we show that this
polyhedron is integer (i.e. its vertices have integer values), then it would imply
that the extreme points of the set of p-Fréchet means of P are point measures,
concluding the proof. The constraints (35) are described by a matrix A of
size (Nm + (N — 1)K) x NmK and a vector b = [1xm,0(n_1)k], such that
v € RN™E gatisfies (35) if and only if Ay = b. A sufficient condition for the
polyhedron {Az < b} to be integer is to satisfy the following property (see [56,
Section 5.17): for all u € ZV™X | the dual problem

max{y’b, y >0 and yT A = u} (37)

has either no solution (i.e. there is no y > 0 satisfying y” A = u), or it has an
integer optimal solution y.

For y satisfying y7' A = u, write y = [y, y'] with y° € RN¥™ and y!' €
R(N_l)K, so that yO isindexedon 1 <¢< N, 1 <j<m and y1 is indexed on
2<i< N, 1<k<K. One can check that, for 2<i< N, 1 <j<m, 1<
k< K:

0 0
Uik = Y15+ Z yil’,k and Ui jk =Y;; — yil,kv (38)

so that,

2.2V S ']
1j5=1 j=1

1231

N
uljk_zyzk +ZZ (ti gk + Vi)

=2 j=1

i
Ms an

.
I
=

Wi, j,k-

I
M-
NE

<
Il
—
<.
Il
-

Therefore, the function y”b is constant on the set P := {y > 0, y7 A = u},
and any point of the set is an argmax. We need to check that if the set P
is non-empty, then it contains a vector with integer coordinates: this would
conclude the proof. A solution of the homogeneous equation y” A = 0 satisfies
y?,j = yllk = )\; for i > 2 and y?,j =— Zf\; yilJC = - Ef\iz A; and reciprocally,
any choice of \; € R gives rise to a solution of the homogeneous equation. For a
given u, one can verify that the set of solutions of y7 A = u is given, for \; € R,
by

y?,j = Zf\;l Ui gk — Zi\LQ Ai

ygj = \; for i > 2,

yil,k = —U;jk+ A; for i > 2.

Such a solution exists if and only if for all j, U; := Zil U;,5,k does not depend
on k and for ¢ > 2, U;y := u,,;, does not depend on j. For such a vector
u, P corresponds to the A\; > 0 with A; > maxy U; , and U; > Zf\il M. I
this set is non empty, it contains as least the point corresponding to \; =
max{0, maxy U, 1, }, which is an integer: this point is integer valued, concluding
the proof. O
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D Technical details regarding Section 5.3

Write My for M¢(§2) and define M the space of finite signed measures on €,
i.e. a measure y € My is written pq — pu— for two finite measures pq, u— € My.
The total variation distance | - | is a norm on My, and (M| -|) is a Banach
space. The Bochner integral [7] is a generalization of the Lebesgue integral for
functions taking their values in Banach space. We define the expected persistence
measure of P € WP(MP) as the Bochner integral of some pushforward of P.
More precisely, recall the definition (18) of 4 and define

F: (MP7OTP) - (M:i:a | : D
T M(p).
Note that F' has an inverse G on My, defined by G(v)(4) := [, d(x, Q) Pdv(x)
for A C Q a Borel set. Theorem 3.4 implies that G is a continuous function
from (My,|-]) to (MP,0T,). In particular, as My and MP are Polish spaces

and G is injective, the map F is measurable (see [38, Theorem 15.1]). For
P e WP(MP(Q)), define for p ~ P, E[p] the linear expectation of P by

E[u] = G ( / yd(F#P)(V)> e M, (39)

where the integral is the Bochner integral on the Banach space (Mg, |- |) and
F4P is the pushforward of P by F. It is straightforward to check that E[u]
defined in that way satisfies the relation

VK C Q compact, E[u](K) = E[pu(K)].

The proof of Proposition 5.4 consists in applying Jensen’s inequality in an
infinite-dimensional setting. We first show that the function OT} is convex.

Lemma D.1. For 1 <p < oo, the function OT} : MP x MP — R is conver.

Proof. Fix py, po,v1,v9 € MP and t € [0,1]. Our goal is to show that
OT?(t/il + (1 — t)ﬂg,tl/l + (]. — t)l/Q) S tOTg(ﬂh 1/1) + (]. — t)OTZ(,UQ, 1/2).

Let w1 € Optp(ul, v1) and Tos € Optp(ug, v9). It is straightforward to check
that 7 := tm11 + (1 — ¢)ma2 is an admissible plan between tp; + (1 — ¢)us and
tv1+(1—t)v. The cost of this admissible plan is tOT (u1, v1)+(1—t)OTE (2, v2),
which is therefore larger than OT (tu1 + (1 — t)pa, try + (1 —t)va). O

We then use the following result, which is a particular case of [51, Theorem
3.10].

Proposition D.1. Let X be a Hausdorff locally convex topological vector space
and C' C X a closed conver set. Let @ be a probability measure on X endowed with
its borelian o-algebra, which is supported on C. Assume that [ ||z]|dQ(z) < co.
Let f : C — [0,00) be a continuous convex function with [ f(z)dQ(z) < occ.

Then
/ ( / xd@(m)) < [ f@aQ).
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Let X = M4 x My which is a Banach space (endowed with the product
norm), and thus in particular a Hausdorff locally convex topological vector space.
Let C = My x M/, which is convex and closed (closedness follows immediately
from the definition of the total variation |- |) and let f = OT) o (G,G) : & — R.
The continuity of G implies that f is continuous and Lemma D.1 implies the
convexity of f. Let P, P’ be two probability measures in WP (MP) and + be an
optimal coupling between P and P’. We let Q be the image measure of v by
(F, F), so that

/ l2]4Q(z) = / max(|u® ), ()P )y (s )
TEX oo’ EMP

< /Persp +/ Pers,(1/)dP' (1) < oo
Iz w

and that
[ s@aQ@) = [ OTpn s () = Whor, (P.P) < o0
zeX nemMr P
Also, we have

[wie@ - [ L AE P )

= (/ VdF#P(V),/ z/dF#P’(V’)) ,
veMr v'eMP

so that by (39), f ([ 2dQ(x)) = OTE(E[u], E[]), where g ~ P and p/ ~ P’
Proposition 5. 4 ylelds the conclusion.
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