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Abstract. In the MINIMAL PERMUTATION COMPLETION problem, one is given an arbitrary graph $G = (V, E)$ and the aim is to find a permutation super-graph $H = (V, F)$ defined on the same vertex set and such that $F \supseteq E$ is inclusion-minimal among all possibilities. The graph $H$ is then called a minimal permutation completion of $G$. We provide an $O(n^2)$ incremental algorithm computing such a minimal permutation completion. To the best of our knowledge, this result leads to the first polynomial algorithm for this problem.

1 Introduction

In graph modification problems, we are given an arbitrary input graph and the goal is to transform it into a graph satisfying some property $H$ using a small number of modifications. Typically, modifications consist in adding and/or removing edges and/or vertices. Here we restrict to the case where we are only allowed to add edges to the input graph $G = (V, E)$, transforming it into a super-graph $H = (V, F)$ that belongs to some target class of graphs. Probably the most famous problem of this kind is MINIMUM FILL-IN, where the goal is to add as few edges as possible in order to obtain a chordal graph $H$. A graph is chordal if it has no induced cycles with four or more vertices. The problem being NP-hard [18], it triggered the attention to a simpler one, where we are only required to compute an inclusion-minimal chordal supergraph $H$ of $G$. Such a graph is called a minimal triangulation of $G$, and the minimal triangulation problem has been known to be polynomial since 1976 [15, 17]. The problem can be solved in $O(nm)$ time [17], and when the graph is dense the current best algorithm is the one of Heggernes et al. [8]. A detailed survey on this problem is provided in [6]. Minimal completions into other graph classes have been intensively studied. There are polynomial algorithms computing minimal completions into interval graphs [5, 14], proper interval graphs [16], split graphs [9], cographs [10] and comparability graphs [7]. Note that the minimum versions of these problems are NP-complete (see e.g. the thesis of Mancini [11] for further discussion and references).

In this paper we consider the MINIMAL PERMUTATION COMPLETION problem. A graph is a permutation graph if we can assign to each vertex a segment having an endpoint on a “top” line and the other on a parallel “bottom” line, such that two vertices are adjacent if and only if the two corresponding segments intersect. Such a representation is called a permutation model of the graph. We give an $O(n^2)$ time algorithm computing a minimal permutation completion of an arbitrary graph. To the best of our knowledge, this is the first polynomial algorithm for the problem. Let us point out that computing a permutation completion with a minimum number of edges is NP-hard [2]. Our result is based on a vertex-incremental approach, also used for other types of completions. More specifically, we take the vertices of the input graph one by one in an arbitrary order, and at each step we add the new vertex $x_i$ to the previously computed minimal permutation completion $H_{i-1}$. The new minimal permutation completion $H_i$ is obtained by adding only edges between $x_i$ and the rest of the graph. Very informally, if we are given a permutation model of $H_{i-1}$, we need to insert segment $x_i$ in a minimal way. In Section 3 we consider the case when $H_{i-1}$ has a unique permutation model and we provide an $O(n)$ time computation of such an insertion position. Somehow surprisingly, even this task is non-trivial (the similar algorithm is very simple in the case of minimal interval completions [5]). Then we need to take into account the fact that $H_{i-1}$ may have many different models (Section 4). Fortunately they are all encoded in its modular decomposition. Eventually, we compute the modular decomposition of the new completion $H_i$. This is done thanks to the algorithm of Crespelle and Paul [3], which incrementally maintains the modular decomposition of permutation graphs.

2 Preliminaries

Every graph \( G = (V, E) \) considered here will be finite, undirected, loopless and without multiple edges. We denote \( V(G) \) the set of vertices of \( G \) and \( n = |V(G)| \). The edge between vertices \( x \) and \( y \) will arbitrarily be denoted either \( xy \) or \( yx \), and the neighbourhood of a vertex \( x \in V \) is denoted \( N(x) \). For a subset \( S \subseteq V \) of vertices, we denote by \( N_G(S) = \bigcup_{x \in S} N(x) \setminus S \) its neighbourhood, and by \( G[S] \) the subgraph of \( G \) induced by \( S \), i.e. \( G[S] = (S, E_S) \) with \( E_S = \{xy \in E : x \in S \text{ and } y \in S\} \).

Permutation model. A graph \( G = (V,E) \) is a permutation graph if and only if it admits a permutation model \((\pi_1, \pi_2)\), i.e., two one-to-one mappings \( \pi_1, \pi_2 : V \rightarrow \{1, \ldots, n\} \) such that two vertices \( x \) and \( y \) are adjacent in \( G \) if and only if \((\pi_1(x) - \pi_1(y)) (\pi_2(x) - \pi_2(y)) < 0 \). An equivalent geometric definition of a permutation model for \( G \) is to associate to each vertex \( x \) a segment having one endpoint on a top line and the other on a parallel bottom line, all endpoints being pairwise distinct. In such a model two vertices \( x \) and \( y \) are adjacent if and only if their corresponding segments intersect. The correspondence between these two definitions is that the order in which the endpoints appear on the top (resp. bottom) line of the permutation model is the order defined by mapping \( \pi_1 \) (resp. \( \pi_2 \)). We equally use these two visions in the rest of the article, depending on which one is more convenient for our purpose. Note that a permutation model can be encoded by storing mappings \( \pi_1 \) and \( \pi_2 \) as arrays, which uses \( O(n) \) space under the usual assumption that integers smaller than \( n \) are stored in constant space. Then, the condition for \( x \) and \( y \) to be adjacent can be tested in \( O(1) \) time by two comparisons of integers.

Permutation completion. Let \( G = (V,E) \) be an arbitrary graph. A permutation completion of \( G \) is a permutation graph \( H = (V,F) \), on the same vertex set, such that \( E \subseteq F \). If, moreover, set \( F \) is inclusion-minimal under these constraints, we say that \( H \) is a minimal permutation completion of \( G \). In this paper we only deal with permutation completions. Hence, we will sometimes omit the term “permutation” and simply refer to them as (minimal) completions.

Note that every graph \( G \) has a permutation completion: one can simply add all the missing edges to \( G \) to obtain a permutation completion of \( G \), and vice versa. However, the completion may not be unique: if \( G \) is bipartite, then \( G \) has a permutation completion \( H \) such that every two vertices of \( G \) are adjacent in \( H \). If \( G \) is not bipartite, then \( G \) has a permutation completion \( H \) such that \( G \) is a subgraph of \( H \), but \( H \) may contain edges not in \( G \).

Our approach for computing a minimal completion of an arbitrary graph \( G \) is incremental. More precisely, we will begin with an arbitrary order \( \{x_1, \ldots, x_n\} \), and at step \( i \) we compute a minimal completion \( H_i \) of \( G_i = G[\{x_1, \ldots, x_i\}] \) from a minimal completion \( H_{i-1} \) of \( G_{i-1} \). Notice that \( H_0 \) is an empty graph and that \( H_n \) will turn out to be a permutation completion of \( G_n = G \). This is done by adding edges incident to \( x_i \) only. This is possible thanks to the following observation that is general to all hereditary graph classes that are also stable by addition of a universal vertex, including permutation graphs.

Lemma 1 (see e.g. [14]). Let \( G \) be an arbitrary graph and let \( H \) be a minimal permutation completion of \( G \). Consider a new graph \( G' = G + x \) obtained by adding to \( G \) a new vertex \( x \) adjacent to an arbitrary set \( N(x) \) of vertices of \( G \). Then \( G \) has a minimal permutation completion \( H' \) of \( G' \) such that \( H' - x = H \).

Filling vertices. Following notations of Lemma 1, for any subset \( W \subseteq V(G) \) of vertices, we say that we fill \( W \) in \( H' \) if we make all the vertices of \( W \setminus N(x) \) adjacent to \( x \) in the completion \( H' \) of \( G + x \).

Modular decomposition. We now give some known definitions and results on modular decomposition (see [12, 13] for surveys). A module of a graph \( G = (V,E) \) is a subset of vertices \( M \subseteq V \) such that for any vertex \( y \notin M \), the set \( M \) is either contained in the neighbourhood of \( y \) or \( M \) does not intersect the neighbourhood of \( y \). Note that \( V \) and the singletons \( \{y\}, y \in V \) are modules, namely the trivial modules. A graph is prime if it contains only trivial modules.

Let \( \mathcal{P} = \{M_1, \ldots, M_p\} \) be a partition of \( V \) into modules of \( G \). We denote by \( G/\mathcal{P} \) the quotient graph obtained by shrinking each module \( M_i \) into a unique vertex \( a_i \). Formally, \( G/\mathcal{P} \) has vertex set \( \{a_1, \ldots, a_p\} \), and two vertices \( a_i \) and \( a_j \) are adjacent in \( G/\mathcal{P} \) if and only if there are two vertices \( b_i \in M_i \) and \( b_j \in M_j \) adjacent in \( G \). The modular decomposition tree \( T \) (or simply modular decomposition) of a graph \( G = (V,E) \) is recursively defined as follows. If
G has a unique vertex \( \{y\} \), then \( T \) has a unique vertex (a leaf) labelled \( y \). Let \( \mathcal{P} = \{M_1, \ldots, M_p\} \) be a partition of \( V \) into modules, defined as follows:

1. If \( G \) is not connected, then each \( M_i \) is the vertex set of a connected component of \( G \).
2. If \( G \) is connected but its complement \( \overline{G} \) is not connected, then each \( M_i \) is the vertex set of a connected component of \( \overline{G} \).
3. Otherwise, \( \mathcal{P} \) is the unique partition of \( V \) into maximal modules strictly contained in \( V \).

The root \( r \) of \( T \) is labelled \textit{parallel} in the first case, \textit{series} in the second case and \textit{prime} in the third case. A node \( u \) of the modular decomposition tree has \( k \) children \( v_1, \ldots, v_k \), each \( v_i \) being the root of the modular decomposition tree of \( G[M_i] \). We also associate to node \( u \) the quotient graph \( P_u = G[\cup_{1 \leq i \leq k} M_i]/\mathcal{P} \); for simplicity, we consider that the vertex set of \( P_u \) is exactly \( \{v_1, \ldots, v_k\} \). Note that when \( u \) is a series node, graph \( P_u \) is a complete graph, when \( u \) is a parallel node graph \( P_u \) is an independent set and when \( u \) is prime, graph \( P_u \) is prime. Note also that \( P_u \) is always a subgraph of \( G \). Consequently, when \( G \) is a permutation graph, so is \( P_u \). Hence in the modular decomposition of \( G \) we also store, for each prime node \( u \), a permutation model for the quotient graph \( P_u \). It is well known that a prime permutation graph admits a unique permutation model up to symmetries [12] (exchanging the two orders of the model or reversing both orders).

The new problem. From now on, we consider the following problem, with slightly modified notations. Let \( G \) be a permutation graph, and let \( G + x \) be the graph obtained by inserting to \( G \) a new vertex \( x \) adjacent to some set \( N(x) \) of vertices of \( G \). Our goal is to compute a minimal permutation completion \( H \) of \( G + x \) such that \( H - x = G \). We will solve this problem in \( O(n) \) time, where \( n \) is the number of vertices of \( G \). As we shall see, graph \( G \) will be given together with its modular decomposition, which encodes all its possible permutation models. Our algorithm will compute the set \( N^*(x) \supseteq N(x) \) of neighbours of \( x \) in graph \( H \), and will update this data structure for the completion \( H \), thanks to the algorithm of [3].

3 Minimal completion respecting a permutation model

Definition 1 (Minimal completion respecting a permutation model). Let \( (\pi_1, \pi_2) \) be a permutation model of a permutation graph \( G \) and \( x \) a vertex to insert in \( G \). A permutation completion \( H \) of \( G + x \) respects \( (\pi_1, \pi_2) \) if there exists a permutation completion of \( H \) such that removing \( x \) from it results in \( (\pi_1, \pi_2) \). Moreover, if \( H \) is inclusion minimal among such completions, then \( H \) is called a minimal permutation completion respecting \( (\pi_1, \pi_2) \).

Notice that such a completion always exists: starting from \( (\pi_1, \pi_2) \) and making \( x \) adjacent to every vertex of \( G \) yields a completion \( H \) respecting \( (\pi_1, \pi_2) \). The aim of this section is to provide an \( O(n) \) time algorithm computing a minimal permutation completion respecting a given permutation model of a graph \( G \). This does not provide in general a minimal completion of \( G \) since a permutation graph may admit many different permutation models. Nevertheless, such a completion is minimal when graph \( G \) is prime (in which case it admits a unique permutation model up to symmetries — see Section 2 for definitions). This is the only case where we will use this approach in our global algorithm. However, the algorithm we design in this section is not specific to prime graphs and we present it in the general setting. In the remaining of this section, we use \( (\pi_1, \pi_2) \) to denote the given permutation model of graph \( G \).

3.1 Combinatorial characterisation

Given a permutation graph \( G \), a vertex \( x \) to insert in \( G \) and a permutation completion \( H \) of \( G + x \), we want to obtain a permutation model of \( H \) respecting \( (\pi_1, \pi_2) \). To that aim, we extend the definition of mappings \( \pi_1 \) and \( \pi_2 \), initially defined from \( V(G) \) to \( \{1, \ldots, n\} \), to vertex \( x \) as well, in the following way.

**Definition 2 (Insertion position).** An insertion position of \( x \) in \( (\pi_1, \pi_2) \) is a couple \( (\pi_1(x), \pi_2(x)) = (i + 0.5, j + 0.5) \) for some integers \( i, j \in \{0, \ldots, n\} \).
Observe that a necessary and sufficient condition for insertion position \((\pi_1(x), \pi_2(x))\) to give a permutation completion of \(G + x\) is that \(\{z \in N(x) | \pi_1(z) < \pi_1(x)\} = \{t \in N(x) | \pi_2(t) > \pi_2(x)\}\). We now characterize all such insertion positions of \(x\) by a family of slots \((I_j, J_j)\), i.e. couples of intervals such that a position \(Pos = (p_1, p_2)\) can be assigned to \(x\) in order to obtain a completion of \(G + x\) if and only if \((p_1, p_2)\) is contained in one of the slots \((I_j, J_j)\).

Moreover, the intervals \(I_j\) (resp. \(J_j\)) will be pairwise disjoint. To this purpose, we adopt the following notations, see their illustration on Figure 1.

Let \(l = |N(x)|, a_1, a_2, \ldots, a_l\) denote the neighbours of \(x\) in increasing order in \(\pi_1\), i.e. \(\pi_1(a_1) < \pi_1(a_2) < \cdots < \pi_1(a_l)\), and \(b_1, b_2, \ldots, b_l\) denote the neighbours of \(x\) in decreasing order in \(\pi_2\), i.e. \(\pi_2(b_1) < \pi_2(b_2) < \cdots < \pi_2(b_l)\). For \(1 \leq i \leq l - 1\), we also denote \(A_i = \{a_1, a_2, \ldots, a_i\}\) and \(B_i = \{b_1, b_2, \ldots, b_i\}\). We define \(\text{Valid} = \{i \in \{1, \ldots, l - 1\} \mid \quad A_i = B_i\}\) is the left endpoint (resp. right endpoint) of \(I_j\). For any \(j \in \{1, \ldots, k - 1\}\), we define \(I'_j = [\pi_2(b_{\ell_j}), \pi_2(b_{\ell_j} + 1)]\) and \(J_j = [\pi_2(b_{\ell_j} + 1), \pi_2(b_{\ell_j})]\) (see, Figure 1). We also denote \(I_1 = [0, \pi_1(a_1)], J_1 = [\pi_2(b_1), n + 1], I_k = [\pi_1(a_l), n + 1]\) and \(J_k = [0, \pi_2(b_l)]\). Note that the intervals \(I_j, 1 \leq j \leq k\), are pairwise disjoint and numbered from left to right in \(\pi_1\), while the intervals \(J_j\) are pairwise disjoint and numbered from right to left in \(\pi_2\).

In order to define a completion of \(G + x\), an insertion position must make \(x\) adjacent to at least all the vertices of \(N(x)\). The insertion positions \((\pi_1(x), \pi_2(x))\) that define a completion \(H\) of \(G + x\) are thus exactly the insertion positions such that \(\pi_1(x) \in I_i\) and \(\pi_2(x) \in J_i\) for some \(i \in \{1, \ldots, k\}\). Our next goal is to choose among all slots \((I_i, J_i)\) an insertion slot \((I_{\text{ins}}, J_{\text{ins}})\) that will provide an optimal insertion position (Definition 4). Then we prove through a sequence of lemmas that this slot contains indeed a position providing a minimal permutation completion respecting our permutation model (Lemma 2). Given an interval \(I\), let \(l(I)\) (resp. \(r(I)\)) denote the left endpoint (resp. right endpoint) of \(I\). For any \(i \in \{1, \ldots, k - 1\}\), we define \(I'_i = [r(I_i), l(I_{i+1})]\) in \(\pi_1\) (see, Figure 1) and \(I'_k = \emptyset\). Symmetrically, we define \(J'_i = [r(J_{i+1}), l(J_i)]\) in \(\pi_2\), and \(J'_k = \emptyset\). Finally, we denote \(\hat{I}_i = I_i \cup I'_i\) and \(\hat{J}_i = J_i \cup J'_i\).

**Definition 3 (Forced, forwarding).** A vertex \(z\) is forced if \(z \in N(x)\) or there exists \(i \in \{1, \ldots, k\}\) such that \(\pi_1(z) \in I_i'\) and \(\pi_2(z) \in J_i'\). We say that \(i \in \{1, \ldots, k\}\) is forwarding if all vertices \(y\) such that \(\pi_1(y) \in \bigcup_{1 \leq j \leq i} I_j\) and \(\pi_2(y) \in \bigcup_{1 \leq j \leq i} J_j\) are forced.

Note that forced vertices are adjacent to \(x\) in any completion of \(G + x\) respecting \((\pi_1, \pi_2)\). It may happen that all \(i \in \{1, \ldots, k\}\) are forwarding; in this case, \(x\) is adjacent to all the vertices of \(G\) in any completion respecting \((\pi_1, \pi_2)\).

Consequently, the unique minimal such completion is easily obtained by inserting \(x\) in any arbitrary slot \((I_i, J_i)\), with
\[i \in \{i, \ldots, k\}\]. In the following, we do not consider this case anymore and we assume that there exists a slot \(i\) which is not forwarding.

**Definition 4 (Insertion slot and vertex \(y\)).** The insertion slot \((I_{\text{ins}}, J_{\text{ins}})\) is defined by \(\text{ins} = \min\{i \in \{1, \ldots, k\} \mid i\) is not forwarding\}. Moreover, we denote by \(y\) a non-forced vertex that makes \(\text{ins}\) not forwarding.

In the remaining section of this section, \(y\) will be used to denote a non-forced vertex that makes \(\text{ins}\) not forwarding. By the previous observations, the insertion slot \(\text{ins}\) and the vertex \(y\) are well defined. Observe that, by minimality of \(\text{ins}\), we either have \(\pi_1(y) \in I_{\text{ins}}\) and \(\pi_2(y) \in \bigcup_{1 \leq j < \text{ins}} J_j\), or \(\pi_2(y) \in J_{\text{ins}}\) and \(\pi_1(y) \in \bigcup_{1 \leq j < \text{ins}} I_j\).

We make some straightforward yet crucial observations about the slot \((I_{\text{ins}}, J_{\text{ins}})\), that will allow us to prove that one can find a minimal completion by inserting \(x\) in this slot.

**Observation 1** There is a completion obtained by inserting \(x\) in the slot \((I_{\text{ins}}, J_{\text{ins}})\) such that \(x\) is not adjacent to \(y\). This holds exactly for insertion positions in a sub-slot \((I, J) \subseteq (I_{\text{ins}}, J_{\text{ins}})\) defined as follows. Denote \(I_y^+ = [0, \pi_1(y)]\), \(J_y^- = [0, \pi_2(y)]\) and \(J_y^+ = [\pi_2(y), n + 1]\). We distinguish two cases:

1. if \(\pi_1(y) \in I_{\text{ins}}\) or \(\pi_2(y) \in J_{\text{ins}}\) but not both, then there exists a unique \(\alpha \in \{-, +\}\) s.t. \(I_{\text{ins}} \cap I_y^\alpha \neq \emptyset\) and \(J_{\text{ins}} \cap J_y^\alpha \neq \emptyset\), and we set \((I, J) = (I_{\text{ins}} \cap I_y^\alpha, J_{\text{ins}} \cap J_y^\alpha);\)

2. otherwise, \((\pi_1(y), \pi_2(y)) \in (I_{\text{ins}}, J_{\text{ins}})\) and then there are two suitable slots \((I, J) = (I_{\text{ins}} \cap I_y^-, J_{\text{ins}} \cap J_y^-)\) and \((I, J) = (I_{\text{ins}} \cap I_y^+, J_{\text{ins}} \cap J_y^+).\)

**Lemma 2.** Let \(C\) be a completion obtained by inserting \(x\) in the slot \((I_{\text{ins}}, J_{\text{ins}})\) such that \(x\) is non adjacent to \(y\) in the completion, and \(C\) is maximal among such completions. Then \(C\) is a minimal completion of \(G + x\) respecting \((\pi_1, \pi_2)\).

**Proof.** Observe first that such a completion \(C\) exists by Observation 1. Remind that all the completions respecting \((\pi_1, \pi_2)\) are obtained by inserting \(x\) in some slot \((I_i, J_i)\), with \(1 \leq i \leq k\). Moreover, if \(i > \text{ins}\) it is straightforward to see that the completions obtained by inserting \(x\) in \((I_i, J_i)\) make \(x\) adjacent to \(y\) and are therefore not subgraphs of completion \(C\).

Now, let \(D\) be a completion obtained by inserting \(x\) at position \((p_1, p_2)\) in \((I_i, J_i)\) with \(i < \text{ins}\) and let us prove that \(D\) is not a proper subgraph of \(C\). Consider the completion \(C'\) obtained by inserting \(x\) at position \((p'_1, p'_2) = (l(I_{\text{ins}}) + 0.5, r(J_{\text{ins}}) - 0.5)\) in \((I_{\text{ins}}, J_{\text{ins}})\). We first prove that \(C'\) is contained in \(D\). Assume for a contradiction that there is a vertex \(z\) adjacent to \(x\) in \(C'\) but not in \(D\). Then \(\pi_1(z)\) is between \(p_1\) and \(p'_1\) or \(\pi_2(z)\) is between \(p_2\) and \(p'_2\). We can assume w.l.o.g. that we are in the first case (the other case is symmetrical). Since \(z\) is not adjacent to \(x\) in \(D\), we have \(\pi_2(z) > p_2 > r(J_i)\) (recall that \(\pi_1(z) > p_1 > r(I_{i-1})\)). It follows that \(\pi_1(z)\) (resp. \(\pi_2(z)\)) does not belong to \(\bigcup_{1 \leq j \leq i-1} I_j\) (resp. \(\bigcup_{1 \leq j \leq k} J_j\)). Since \((I_{\text{ins}}) \in \mathcal{N}(x)\) by construction, it follows that \(\pi_1(z) < l(I_{\text{ins}})\).

Moreover, since \(i < \text{ins}\) we have \(\pi_2(z) > r(J_{\text{ins}})\). Hence, segment \(z\) has an endpoint in \(\bigcup_{j \leq \text{ins}-1} I_j\) and the other one in \(\bigcup_{j \leq \text{ins}-1} J_j\) (see Figure 2). This implies that vertex \(z\), which is not adjacent to \(x\) in \(D\), is not forced. It follows from Definition 3 that vertex \(z\) makes \(\text{ins} - 1\) non-forwarding, leading to a contradiction.

We can now finish the proof that \(D\) is not a proper subgraph of \(C\). If \(x\) is adjacent to \(y\) in \(C'\), then \(x\) is adjacent to \(y\) in \(D\) and clearly \(D\) is not a subgraph of \(C\). If \(x\) is not adjacent to \(y\) in \(C'\), then \(C'\) is not a strict subgraph of \(C\) (by minimality of \(C\), thus \(D\), which contains \(C'\), is not a strict subgraph of \(C\).)

Our next goal is to compute an optimal insertion position contained in a given slot \((I, J)\). We need the following definition.

**Definition 5 ((Right-maximal) left-stable insertion position).** Let \((I, J)\) be two intervals with endpoints in \(\{0, \ldots, n + 1\}\). An insertion position \(\text{Pos} = (p_1, p_2)\) for \(x\) in \((I, J)\) is left-stable if all vertices \(z\) such that \(l(I) < \pi_1(z) < p_1\) (resp. \(l(I) < p_2(z) < p_1\)) satisfy \(\pi_2(z) < p_2\) (resp. \(\pi_1(z) < p_1\)).

If an insertion position \(\text{Pos} = (p_1, p_2)\) is left-stable and there is no left-stable insertion position \(\text{Pos}' = (p'_1, p'_2)\) strictly on its right in \((I, J)\), i.e. different from \(\text{Pos}\) and having \(p'_1 \geq p_1\) and \(p'_2 \geq p_2\), we say that \(\text{Pos}\) is right-maximal.

We now show that in any couple of intervals \((I, J)\), there exists a unique right-maximal left-stable position, called the rightmost left-stable insertion position.
Lemma 3 (Rightmost left-stable insertion position). Given a couple of intervals \((I,J)\), there exists a unique right maximal left-stable insertion position \(Pos\) in \((I,J)\), called the rightmost left-stable insertion position.

Proof. First, note that insertion position \((p_1,p_2) = (l(I) + 0.5, l(J) + 0.5)\) is left-stable. Now consider two left-stable insertion positions \(Pos = (p_1,p_2)\) and \(Pos' = (p_1',p_2')\) of \((I,J)\) such that the segments defined by \(Pos\) and \(Pos'\) are crossing. Assume w.l.o.g. that \(p_1' < p_1\) in \(\pi_1\) and \(p_2 < p_2'\) in \(\pi_2\). We show that the insertion position \(Pos'' = (p_1,p_2')\), which is strictly on the right of both \(Pos\) and \(Pos'\) is left-stable too. Indeed, since \(Pos\) is left-stable, any vertex \(z\) such that \(\pi_1(z) < p_1\) satisfies \(\pi_2(z) < p_2\) and then \(\pi_2(z) < p_2'\). Similarly, since \(Pos'\) is left-stable, any vertex \(z\) such that \(\pi_2(z) < p_2'\) satisfies \(\pi_1(z) < p_1'\) and then \(\pi_1(z) < p_1\). This achieves to show that \(Pos''\) is left-stable. Consequently, two right-maximal left-stable insertion positions cannot cross each other and it follows that there is one unique such insertion position in \((I,J)\).

Lemma 4. Let \(Pos = (p_1,p_2)\) be the rightmost left-stable insertion position in \((I,J) \subseteq (I_{ins},J_{ins})\) (Observation 1). The completion obtained by inserting \(x\) at position \(Pos\) is minimal among completions obtained by insertion of \(x\) in \((I,J)\).

Proof. Let us start by two basic properties of \(Pos\). Let \(z\) be the vertex immediately on the right of \(p_1\) in \(\pi_1\). If \(z \neq r(\pi_{ins})\) then \(\pi_2(z) > p_2\), since otherwise incrementing \(p_1\) to place it just after \(z\) in \(\pi_1\) would give a left-stable insertion position strictly on the right of \(Pos\), contradicting the right-maximality of \(Pos\). Similarly, the vertex \(z\) immediately on the right of \(p_2\) in \(\pi_2\) satisfies either \(z = r(\pi_{ins})\) or \(\pi_1(z) > p_1\). Since \(Pos\) is left-stable, we also have that the vertex \(z\) immediately on the left of \(p_1\) in \(\pi_1\) satisfies either \(z = l(\pi_{ins})\) or \(\pi_2(z) < p_2\). Similarly, the vertex \(z\) immediately on the left of \(p_2\) in \(\pi_2\) satisfies either \(z = l(\pi_{ins})\) or \(\pi_1(z) < p_1\).

Let us show that the completion obtained from \(Pos\) is minimal among the completions obtained from insertion positions in \((I,J)\). First, let \(Pos'\) be an insertion position in \((I,J)\) such that segment \(Pos'\) crosses the one of \(Pos\). If \(p_1' > p_1\), then, since \(Pos\) is left-stable and since \(Pos'\) crosses \(Pos\), the vertex \(z\) which is immediately on the left of \(p_1\) in \(\pi_1\) is not adjacent to \(x\) w.r.t. \(Pos\), while it is w.r.t. \(Pos'\). Thus the completion defined by \(Pos'\) is not included in the one defined by \(Pos\). The same arguments hold if \(p_2' > p_2\).

Let now \(Pos'\) be an insertion position strictly on the left of \(Pos\). Assume there exists one vertex \(z\) adjacent to \(x\) w.r.t. \(Pos'\) which is not adjacent to \(x\) w.r.t. \(Pos\). Then, \(z\) is between \(Pos\) and \(Pos'\) in one of \(\pi_1\) or \(\pi_2\), and on the right of \(Pos\) in the other order. This violates the left-stability of \(Pos\) — a contradiction. Thus, the completion obtained by inserting \(x\) in \(Pos'\) is not properly included in the one where \(x\) is inserted in \(Pos\). Let now \(Pos'\) be an insertion position strictly on the right of \(Pos\). Assume that the completion obtained by inserting \(x\) at position \(Pos'\) is included in the one where \(x\) is inserted at position \(Pos\). Then, all vertices between \(Pos\) and \(Pos'\) in \(\pi_1\) or in \(\pi_2\) must be on the left of \(Pos'\) in the other order, since otherwise their segments would cross \(Pos'\) and not \(Pos\). Thus, \(Pos'\) is left-stable, which contradicts the right-maximality of \(Pos\).
To conclude, by inserting \( x \) at position \( \text{Pos} \) we obtain a permutation completion of \( G + x \) that is minimal among completions obtained by insertion of \( x \) in the slot \( (I, J) \). □

Assume there are two possible couples of subintervals of \((I_{\text{ins}}, J_{\text{ins}})\) where \( x \) can be inserted without becoming adjacent to vertex \( y \) (see the second case of Observation 1). Lemma 5 below allows to choose one of these two possibilities such that the resulting completion is minimal.

**Lemma 5.** Let \((I_1, J_1)\) and \((I_r, J_r)\) be two pairs of intervals such that \( I_1 \) is on the left of \( I_r \) and \( J_1 \) is on the left of \( J_r \).

Let \( \text{Pos}_l \) (resp. \( \text{Pos}_r \)) be the rightmost left-stable insertion position in \((I_1, J_1)\) (resp. \((I_r, J_r)\)). Let \( C_l \) (resp. \( C_r \)) be the completion obtained by inserting \( x \) in position \( \text{Pos}_l \) (resp. \( \text{Pos}_r \)).

If \( C_r \) is a subgraph of \( C_l \), then \( C_r \) is a minimal completion among all completions obtained by inserting \( x \) in one of the slots \((I_1, J_1)\) or \((I_r, J_r)\). Otherwise, \( C_l \) is minimal among all such completions.

**Proof.** By Lemma 4, \( C_l \) (resp. \( C_r \)) is minimal among all completions obtained by inserting \( x \) in the slot \((I_1, J_1)\) (resp. \((I_r, J_r)\)). Therefore, if \( C_r \) is a subgraph of \( C_l \), then \( C_r \) is minimal among all completions obtained by inserting \( x \) in one of the slots \((I_1, J_1)\) or \((I_r, J_r)\). By symmetry, if \( C_l \) is a subgraph of \( C_r \), then \( C_l \) is minimal among all such completions.

It remains to consider the case when \( C_l \) and \( C_r \) are incomparable w.r.t. the subgraph relation. In this case, one needs to show that \( C_l \) is minimal among the desired completions. By contradiction, assume there is a completion \( C \) strictly contained in \( C_l \), obtained by inserting \( x \) at some position \( \text{Pos} \) contained in the slot \((I_1, J_1)\) or \((I_r, J_r)\). Recall that \( \text{Pos} \) cannot be contained in \((I_1, J_1)\) since \( \text{Pos}_l \) is rightmost left-stable for the couple of intervals \((I_1, J_1)\). Hence \( \text{Pos} \) is in the slot \((I_r, J_r)\). We will show that in this case \( C_r \) is a subgraph of \( C \), contradicting the fact that \( C_r \) and \( C_l \) are incomparable.

First, we show that \( \text{Pos} = (p_1, p_2) \) is left-stable. Indeed, all vertices \( z \) such that \( l(I_1) < \pi_1(z) < p_1 \) satisfy \( \pi_2(z) < p_2 \), since otherwise they would be adjacent to \( x \) w.r.t. \( \text{Pos} \) (in \( C \)) and not w.r.t. \( \text{Pos}_l \) (in \( C_l \)). For the same reason, all vertices \( z \) such that \( l(I_r) < \pi_2(z) < p_2 \) satisfy \( \pi_1(z) < p_1 \). This shows that \( \text{Pos} \) is left-stable. Since \( \text{Pos}_r \) is rightmost left-stable either \( \text{Pos} = \text{Pos}_r \) or \( \text{Pos}_r \) is strictly on the right of \( \text{Pos} \). In the first case, \( C \) and \( C_r \) are the same completions and thus the contradiction immediately follows. We now consider the second case.

Suppose for contradiction that there exists a vertex \( z \) adjacent to \( x \) in \( C_r \) but not in \( C \), and let \( \text{Pos}_r = (p'_1, p'_2) \). We have either \( p_1 < \pi_1(z) < p'_1 \) and \( p'_2 < \pi_2(z) \), or \( p_2 < \pi_2(z) < p'_2 \) and \( p'_1 < \pi_1(z) \). In both cases, this contradicts the left-stability of \( \text{Pos}_r \). Thus, all vertices adjacent to \( x \) in \( C_r \) are also adjacent to \( x \) in \( C \). Hence \( C_r \) is a subgraph of \( C \), which is a subgraph of \( C_l \)—a contradiction.

3.2 The algorithm

The aim of this section is to provide an algorithm that given a permutation graph \( G \) with model \((\pi_1, \pi_2)\) and a vertex \( x \) to insert in \( G \) computes a minimal permutation completion \( H \) of \( G + x \) respecting \((\pi_1, \pi_2)\) in \( O(n) \) time. Such an algorithm will moreover return a permutation model of \( H \). Our algorithm is in two steps.

**First step.** The algorithm first determines the insertion slot \((I_{\text{ins}}, J_{\text{ins}})\). To that purpose we first compute the slots \((I_1, J_1)\) defined above in \( O(n) \) time [3]. Then, by increasing \( i \), we scan the vertices having one endpoint in the slot \((I_1, J_1)\) until we find a non-forced vertex \( y \), which can be tested in \( O(1) \) time. We then have \( \text{ins} = i \) and a suitable vertex \( y \) as in Definition 4. This takes \( O(n) \) time.

**Second step.** The algorithm then inserts \( x \) in \((I_{\text{ins}}, J_{\text{ins}})\). By Observation 1, either there is a unique slot \((I, J)\) that contains the optimal insertion position, or there are two possible slots \((I_1, J_1)\) and \((I_r, J_r)\) such that the second one is on the right. In the first case, we find (Algorithm 1) the rightmost left-stable insertion position in \((I, J)\), which is minimal among the completions respecting the permutation model \((\pi_1, \pi_2)\) (Lemma 4). In the second case, we compute the rightmost left-stable insertion positions \( \text{Pos}_l \) and \( \text{Pos}_r \) in each of the slots \((I_1, J_1)\) and \((I_r, J_r)\). If the completion \( C_r \) obtained from \( \text{Pos}_r \) is included in the completion \( C_l \) obtained from \( \text{Pos}_l \), then the algorithm returns the completion
Lemma 6. Given a permutation model \((\pi_1, \pi_2)\) of a permutation graph \(G\) and a pair \((I, J)\) of intervals of \((\pi_1, \pi_2)\), Algorithm 1 correctly outputs the rightmost left-stable insertion position \(Pos\) in \((I, J)\) and runs in \(O(n)\) time.

Proof. For the running time, first note that \(p_1\) and \(p_2\) can only increase during the algorithm, except at Line 21 where they are reset to their previous values. But in this case, the algorithm immediately stops as the next test of the condition of the main loop fails (Line 6). The two loops of Lines 7 and 9 only shift \(p_1\) and \(p_2\) to the right, in constant time. So their total execution time along the algorithm is \(O(n)\). The inner loop of Line 13 sweeps through \(\pi_1\) and \(\pi_2\) from left to right. Because \(p_1\) and \(p_2\) only increase, the intervals of \((\pi_1, \pi_2)\) parsed during each execution of this loop are pairwise disjoint. Then, the total running time devoted to the execution of this loop during the whole algorithm is \(O(n)\) and so is the total complexity of Algorithm 1.
We now prove the correctness. An invariant of our main loop is that position \( \text{Pos} = (p_1, p_2) \) is always left-stable.

This is clear at the initialization (Line 1) and the left-stability is preserved during the two loops of Lines 7 and 9.

Suppose that the value of \( \text{Pos} \) has been modified by the loop of Line 13. Assume for a contradiction that, at the end of this loop, there is a vertex \( z \) such that \( l(I) < \pi_1(z) < p_1 \) but \( \pi_2(z) > p_2 \) (the arguments for the symmetrical case \( l(J) < \pi_2(z) < p_2 \) and \( \pi_1(z) > p_1 \) are similar). The way \( (p_1, p_2) \) and \( (q_1, q_2) \) evolve in the loop of Line 13 ensures that, at the execution of Line 15 in some iteration of the loop, we have encountered vertex \( z \). Moreover, at that moment \( q_2^* \) has been set to a value of at least \( \pi_2(z) \). Therefore, at the end of the loop of Line 13, we have \( p_2 \geq \pi_2(z) \) — a contradiction. Then, at the end of Algorithm 1 \( \text{Pos} \) is left-stable.

We still have to show that the returned position \( \text{Pos} \) is right-maximal among the left-stable insertion positions (Definition 5). By contradiction, assume there is another left-stable insertion position \( \text{Pos}^* = (p_1^*, p_2^*) \in (I, J) \) strictly on the right of \( \text{Pos} \). Among all such positions, we consider a leftmost one. The only reason for the algorithm to stop is that \( \text{Pos} \) is reset at Line 21 to the value it had at Line 11, that is after the execution of the two loops of Lines 7 and 9. If \( p_1^* = p_1 \) then \( p_2^* > p_2 \) and since \( \text{Pos}^* \) is left-stable, the vertex \( z \) which is immediately on the right of \( p_2^* \) in \( \pi_2 \) satisfies \( \pi_1(z) < p_1 \). Consequently, the loop of Line 9 should have incremented \( p_2 \) once more before it stops — a contradiction. On the other hand, if \( p_2^* = p_2 \) then \( p_1^* > p_1 \) and since \( \text{Pos}^* \) is left-stable, the vertex \( z \) which is immediately on the right of \( p_1^* \) in \( \pi_1 \) satisfies \( \pi_2(z) < p_2 \). Moreover \( \pi_2(z) \) cannot be in the interval between the value of \( p_2 \) before the loop of Line 9 starts and the value of \( p_2 \) when it ends. Indeed, all vertices \( z' \) having one endpoint in this interval satisfy \( \pi_1(z') < p_1 \), while \( \pi_2(z') > p_2 \). It follows that \( \pi_2(z) < p_2 \) before the loop of Line 9 starts, i.e. just after the loop of Line 7 stops. Since \( z = f(p_1) \), the loop of Line 7 should have incremented \( p_1 \) once more before it stops — a contradiction.

Thus, in the last iteration of the main loop, at Line 12 we have \( p_1^* \neq p_1 \) and \( p_2^* \neq p_2 \). This implies that position \((p_1^*, p_2^*)\) is also on the right of \((p_1 + 1, p_2 + 1)\). As we noted before, the fact that our algorithm stopped and returned \( \text{Pos} \) at the end of this iteration of the main loop implies that \( \text{Pos} \) was reset at Line 21 with the value it had at Line 12. This means that in the execution of the loop of Line 13, the values of \( p_1 \) or \( p_2 \) went beyond the right bounds of \( I \) or \( J \) (Line 20). Notice that the execution of the loop of Line 13 started with \((q_1, q_2) = (p_1 + 1, p_2 + 1)\). Since position \((p_1^*, p_2^*)\) is left-stable, for any vertex \( z \) such that \( p_1 < \pi_1(z) < p_1^* \) (resp. such that \( p_2 < \pi_2(z) < p_2^* \)) we have that \( \pi_2(z) \leq p_2^* \) (resp. \( \pi_1(z) \leq p_1^* \)). Therefore, the values of \( q_1^* \) and \( q_2^* \), and consequently of \( p_1 \) and \( p_2 \), are never set to values greater than \( p_1^* \) and \( p_2^* \) respectively (Lines 15 and 17). This contradicts the fact that the values of \( p_1, p_2 \) went beyond the right bounds of \( I \) or \( J \). Thus, there is no other left-stable insertion position on the right of the position \( \text{Pos} \) returned by the algorithm. This shows that position \( \text{Pos} \) is right-maximal among the left-stable insertion positions in \((I, J)\) and concludes the correctness proof of Algorithm 1.

We are now ready to state the main result of this section. Observe that the correctness of Theorem 1 directly follows from the correctness of Algorithm 1 and hence Lemma 6.

**Theorem 1.** Given a permutation model \((\pi_1, \pi_2)\) of a permutation graph \( G \) and a vertex \( x \) to insert in \( G \) together with its neighbourhood \( N(x) \), a minimal permutation completion \( H \) of \( G + x \) respecting \((\pi_1, \pi_2)\) can be computed in \( O(n) \) time. The output is a permutation model of \( H \).

### 4 General minimal completion of \( G + x \)

For our general algorithm computing a minimal permutation completion of \( G + x \), we consider the modular decomposition of \( G \) (see Section 2). For each node \( u \) of the modular decomposition tree \( T \), we denote by \( V[u] \) the subset of vertices of \( G \) appearing in the subtree rooted in \( u \), and by \( G[u] \) the subgraph of \( G \) induced by these vertices. We denote by \( G[u] + x \) the graph obtained from \( G[u] \) by adding \( x \) with neighbourhood \( N(x) \cap V[u] \). Our algorithm operates in a bottom-up fashion on the modular decomposition tree \( T \) of \( G \). For each node \( u \) with children \( v_1, \ldots, v_k \), we determine a minimal completion of \( G[u] + x \), thanks to the minimal completions we already computed for \( G[v_1] + x \).

The algorithm ends with the computation of a minimal completion of \( G[r] + x = G + x \), where \( r \) is the root of \( T \). Before describing the algorithm, we first prove the combinatorial properties that will guarantee its validity. We start with some notations and definitions.
A subset $W \subseteq V(G)$ of vertices is hit in $G + x$ (resp. in a completion $H$ of $G + x$) if it intersects the neighbourhood $N(x)$ of $x$ in $G + x$ (resp. the neighbourhood $N_H(x)$ of $x$ in $H$). If $W$ is contained in $N(x)$ (resp. $N_H(x)$), $W$ is fully hit in $G + x$ (resp. $H$). If $W$ is hit but not fully hit, it is partially hit. A node $u$ of the modular decomposition tree $T$ of $G$ is hit, fully hit or partially hit according to the status of its associated set of vertices $V[u]$. When we omit to precise it, the graph referred to in these notions is $G + x$. Observe that the set of hit nodes of $T$ can be computed in $O(n)$ time by a bottom-up parsing of $T$. For each node $u$ of $T$, $P_u = (V_u, E_u)$ denotes the corresponding quotient graph (see Section 2). If $u$ is a prime node, $P_u$ is prime, and stored together with its unique (up to symmetries) permutation model. If $u$ is a series or parallel node, then graph $P_u$ is a complete graph, respectively an independent set.

In this section, it is more convenient to work with the geometric version of a permutation model. Each vertex is represented by a segment having an extremity on the top line of the model and another one on the bottom line. By [1], any permutation model of $G[u]$ is obtained from a model of $P_u$ by expanding each segment corresponding to a vertex $v_i$ of $P_u$ into a model of $G[v_i]$ as follows. Segment $v_i$ is enlarged into a parallelogram by enlarging its top (resp. bottom) endpoint into a top (resp. bottom) edge, lying on the top (resp. bottom) line of the permutation model. These expansions are such that the top edges (resp. bottom edges) of the parallelograms are pairwise disjoint. Moreover, they appear on the top (resp. bottom) line in the same order as the endpoints of the segments. Therefore, for any pair of vertices $v_i$ and $v_j$ of $P_u$, the corresponding parallelograms intersect if and only if $v_i v_j$ is an edge of $P_u$. Now, for each $v_i$ (recall that $v_i$ is a child of $u$ in the modular decomposition tree), we insert a model of $G[v_i]$ into the parallelogram of $v_i$.

### 4.1 Combinatorial arguments

At each step of our algorithm, in order to compute a minimal completion of $G[u] + x$, we use the completions of $G[v_i] + x$ previously computed for each child $v_i$ of $u$. We also take into account the new considered node $u$ by using a completion of $P_u + x$. Note however that there is no canonical definition of what the graph $P_u + x$ is. The following definition fills this gap in a way that suits our purpose.

**Definition 6 (Contracted graph $P_u + x$).** The contracted graph $P_u + x$ is the graph obtained from $P_u$ by adding the vertex $x$ with neighbourhood $N_{P_u + x}(x) = \{ v_i \in V_u \mid v_i$ is hit $\}$.

In the remaining of this section, we let $H_u$ be a minimal permutation completion of $P_u + x$. In order to obtain a permutation completion of $G[u] + x$, we consider each node $v_i$ adjacent to $x$ in $H_u$ and fill the set $V[v_i]$ (i.e., make all vertices of $V[v_i]$ adjacent to $x$). It is not hard to see that this construction yields a permutation completion of $G[u] + x$. Indeed, take a permutation model $H_u^{mod}$ of $H_u$, and expand for each node $v_j$ of $P_u$ segment $v_j$ into a parallelogram (segment $x$ remains unchanged). By inserting a model of $G[v_j]$ into the parallelogram of $v_j$, we obtain a model for the completion of $G[u] + x$. Notice that such a completion is not necessarily minimal: in the construction above we can sometimes “shift” the top and/or bottom endpoint of segment $x$ inside a parallelogram and save some edges in the completion. This can be done by avoiding to have segment $x$ crossing some of the segments inside this parallelogram. As we shall see, there are at most two hit children $v_i$ of $u$ for which we do not fill $V[v_i]$. Depending on the cases, for such a child $v_i$ we can either use any minimal permutation completion of $G[v_i]$ or one which is minimal among those satisfying an additional constraint, called external-minimal permutation completion (Definition 7 below).

This is the reason why our algorithm actually computes not one but two permutation completions of $G[u] + x$ for each node $u$ of the modular decomposition tree: one minimal permutation completion and one external-minimal permutation completion.

**Definition 7 (External-(minimal) permutation completion).** A permutation completion $H$ of $G + x$ is an external permutation completion if $H$ has a permutation model such that the bottom endpoint of segment $x$ is the leftmost among all bottom endpoints of segments of the model. Moreover, if $H$ is minimal among all external completions then $H$ is called an external-minimal permutation completion.

Note that since any model can be reversed from left to right or upside-down, in the definition above we can replace “leftmost” by “rightmost” and “bottom” by “top”.

The notion of representation defined below is central in the remaining of the paper. We use it to construct a minimal completion of $G[u] + x$ from a minimal completion of $P_u + x$ and minimal and external-minimal completions of $G[v_i] + x$, for all children $v_i$ of $u$. 

**Definition 8 (Representation).** Let $H_u$ be a permutation completion of $P_u + x$. A representation $\mathcal{R}$ of $H_u$ is a triplet $(H_u^{\text{mod}}, v_{\text{top}}, v_{\text{bot}})$ or a couple $(H_u^{\text{mod}}, v_{\text{top}})$ or a single element $H_u^{\text{mod}}$ such that:

- $H_u^{\text{mod}}$ is a permutation model of $H_u$, and
- if $\mathcal{R}$ is a couple or a triplet, then $v_{\text{top}}$ is a vertex of $P_u$ adjacent to $x$ in $H_u$ such that the top endpoint of segment $v_{\text{top}}$ is next to the top endpoint of segment $x$ in $H_u^{\text{mod}}$.
- if $\mathcal{R}$ is a triplet, then $v_{\text{bot}}$ is a vertex of $P_u$ adjacent to $x$ in $H_u$ such that the bottom endpoint of segment $v_{\text{bot}}$ is next to the bottom endpoint of segment $x$ in $H_u^{\text{mod}}$.

Observe that a single given permutation model $H_u^{\text{mod}}$ may give rise to several distinct representations. These representations can possibly be of any form, that is a triplet, a couple or a singleton. Note also that when a representation is a triplet, then $v_{\text{top}}$ and $v_{\text{bot}}$ are not required to be distinct. Finally, observe that if there does not exist a vertex satisfying the conditions required for $v_{\text{top}}$ in a permutation model $H_u^{\text{mod}}$, then $H_u^{\text{mod}}$ cannot give rise to a representation that is a couple or a triplet. Nevertheless, if there exists a vertex satisfying the conditions required for $v_{\text{bot}}$ in $H_u^{\text{mod}}$, then the model $H_u^{\text{mod}}$ obtained by flipping the two orders of $H_u^{\text{mod}}$ upside-down gives rise to a representation that is a couple.

Notice moreover that two vertices $v_{\text{top}}'$ and $v_{\text{bot}}'$ can be candidates for $v_{\text{top}}$ (respectively directly on the left and right of $x$). Since the aim is to construct a minimal completion by shifting endpoints of segment $x$ inside the parallelograms of $v_{\text{top}}$ and/or $v_{\text{bot}}$, eventually saving some edges, the side chosen does not matter. Indeed, if we set $v_{\text{top}} = v_{\text{top}}'$ then segment $x$ will intersect the parallelogram $v_{\text{top}}'$ and vice-versa. It follows that none of these permutation completions can be a strict subgraph of the other.

The following definition shows how to use a representation of $H_u$ in order to get a permutation completion of $G[u] + x$.

**Definition 9 (Completion resulting from a representation).** Let $H_u$ be a permutation completion of $P_u + x$. Consider a representation $\mathcal{R}$ of $H_u$ and assume that we are given, for each node $v \in \{v_{\text{top}}, v_{\text{bot}}\}$ (if they exist), the neighbourhood $N'_v$ (resp. $N'_{\text{ext}}$) of $x$ in a minimal (resp. an external-minimal) permutation completion of $G[v] + x$.

We construct a vertex set $N'$ (initially empty) as follows. For each $v \in V_u$ adjacent to $x$ in $H_u$ and distinct from $v_{\text{top}}$ and $v_{\text{bot}}$, we add $V[v]$ to $N'$. Then, if at least one of $v_{\text{top}}$ and $v_{\text{bot}}$ exists, we distinguish three cases:

1. if $v_{\text{bot}}$ does not exist then we add $N'_{\text{ext}}$ to $N'$,
2. if both $v_{\text{top}}$ and $v_{\text{bot}}$ exist and $v_{\text{top}} = v_{\text{bot}}$, we add $N'_{\text{top}}$ to $N'$,
3. if both $v_{\text{top}}$ and $v_{\text{bot}}$ exist and are not equal, for each $v_\alpha \in \{v_{\text{top}}, v_{\text{bot}}\}$, we add $N'_{\text{ext}}$ to $N'$.

The completion of $G[u] + x$ resulting from the representation $\mathcal{R}$ of $H_u$ is the one obtained from $G[u] + x$ by filling $N'$.

**Lemma 7 (Permutation completion resulting from a representation).** Let $H_u$ be a permutation completion of $P_u + x$ and $\mathcal{R}$ a representation of $H_u$. The completion of $G[u] + x$ resulting from $\mathcal{R}$ is a permutation completion of $G[u] + x$.

**Proof.** Let $H$ denote the completion of $G[u] + x$ resulting from $\mathcal{R}$. Clearly $H$ contains $G[u] + x$ as subgraph, and hence we must show that $H$ is a permutation graph. We start from the permutation model $H_u^{\text{mod}}$ of $H_u$ corresponding to our representation and construct a model for $H$. Initially, we expand each segment different from $x$ into a parallelogram without changing the intersections between the geometric objects.

If we are in the first two cases, we can move segment $x$ inside the parallelogram of $v_{\text{top}}$. Observe that for all parallelograms distinct from the one of $v_{\text{top}}$, this does not change whether segment $x$ intersects these parallelograms or not. Hence, in each parallelogram $v_i$ different from $v_{\text{top}}$ we put the segments of a model of $G[v_i]$. Now in the parallelogram of $v_{\text{top}}$, we put the segments for the vertices of $V[v_{\text{top}}]$ such that, together with segment $x$, they form a model of the completion obtained from $G[v_{\text{top}}] + x$ by filling $N'_{\text{top}}$. Therefore we obtain a permutation model for $H$. In the third case, we move the top endpoint (resp. bottom endpoint) of segment $x$ inside the top edge of the parallelogram $v_{\text{top}}$ (resp. inside the bottom edge of the parallelogram $v_{\text{bot}}$). Observe that segment $x$ and the parallelograms still provide a permutation model for $H_u$. For any $v_i \notin \{v_{\text{top}}, v_{\text{bot}}\}$ we put in the parallelogram of $v_i$ a permutation model for $G[v_i]$. We put the segments for the vertices of $V[v_{\text{top}}]$ such that together with segment $x$, they provide a permutation model for $H[V[v_{\text{top}}] \cup \{x\}]$. Notice that although segment $x$ has one endpoint outside the parallelogram $v_{\text{top}}$. 
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Let $\mathcal{R}$ be a representation of $H_u$. We say that $\mathcal{R}$ is:

- type-1 if $\mathcal{R} = (H_u^{\text{mod}}, v_{\text{top}}, v_{\text{bot}})$, $v_{\text{top}} \neq v_{\text{bot}}$, $N_{\text{top}}^{\text{ext}} \subseteq V[v_{\text{top}}]$, and $N_{\text{bot}}^{\text{ext}} \subseteq V[v_{\text{bot}}]$;
- type-2 if $\mathcal{R} = (H_u^{\text{mod}}, v_{\text{top}}, v_{\text{bot}})$, $v_{\text{top}} = v_{\text{bot}}$, and $N_{\text{top}}^{\text{ext}} \subseteq V[v_{\text{top}}]$;
- type-3 if $\mathcal{R} = (H_u^{\text{mod}}, v_{\text{top}})$ and $N_{\text{top}}^{\text{ext}} \subseteq V[v_{\text{top}}]$;
- type-4 if $\mathcal{R} = H_u^{\text{mod}}$, where $H_u^{\text{mod}}$ is any model of $H_u$.

We say that $\mathcal{R}$ is optimal if $\mathcal{R}$ is type-$i$ for some $i \in \{1, 2, 3, 4\}$ and there is no type-$j$ representation of $H_u$ for any $j \in \{1, 2, 3, 4\}$ with $j < i$. Finally, we also refer to $H_u$ as type-$i$.

Definition 11 (Completion of $P_u + x$ contracted from $H$ and contracted model). Let $H$ be a permutation completion of $G$. The permutation completion of $P_u$ of $H$ is the graph $H_u$ obtained from $P_u$ by adding the vertex $x$ with neighborhood $N_{H_u}(x) = \{v_i \in V_u \mid V[v_i] \cap N_H(x) \neq \emptyset\}$.

A permutation model $H_u^{\text{mod}}$ of $H_u$ can be obtained from any model $H^{\text{mod}}$ of $H$ by preserving one vertex $y_i$ for each child $v_i$ of $u$ as follows:

- if $V[v_i] \cap N_H(x) \neq \emptyset$ then choose $y_i$ adjacent to $x$;
- otherwise choose any vertex of $V[v_i]$.

The permutation model $H_u^{\text{mod}}$ is called the contracted permutation model of $H_u$ obtained from $H^{\text{mod}}$.

Lemma 8. Let $H$ be a permutation completion of $G + x$ and $(\pi_1, \pi_2)$ a permutation model for $H$.

- If segment $x$ has exactly one endpoint in the parallelogram of $v_i$, then $H[V[v_i] \cup \{x\}]$ is an external completion of $G[v_i] + x$.
- If segment $x$ has no endpoint in the parallelogram of $v_i$, then $V[v_i]$ is either fully hit (contained in $N_H(x)$) or non-hit (disjoint from $N_H(x)$).

In particular, there are at most two nodes $v_i, v_j$ of $P_u$ such that the corresponding modules $V[v_i]$ and $V[v_j]$ of $G$ are partially hit in $H$.

Proof. The lemma is a straightforward consequence of the fact that restricting the model of $H$ to segment $x$ and the segments of the parallelogram embedding $V[v_i]$ yields a model of $H[V[v_i] \cup \{x\}]$. In the first case, the model represents an external completion of $G[v_i] + x$ because only one endpoint of segment $x$ is in the parallelogram embedding $V[v_i]$. In the second case $V[v_i]$ is fully hit if segment $x$ crosses the parallelogram $v_i$ and non-hit if the two geometric objects do not intersect. This implies that if $v_i$ is partially hit, the parallelogram of $v_i$ must contain one endpoint of segment $x$. Since the bases of all parallelograms embedding $V[v_i]$ are disjoint, it follows that there are at most two parallelograms containing one endpoint of $x$. Hence, at most two children of $u$ are partially hit in $H$.

Theorem 2. Let $H_u$ be a minimal permutation completion of $P_u + x$ and let $\mathcal{R}$ be an optimal representation of $H_u$.

The permutation completion $H$ of $G[u] + x$ resulting from $\mathcal{R}$ is minimal.
Proof. Assume for a contradiction that there exists a permutation completion \( H' \) of \( G[u] + x \) such that \( H' \) is a strict subgraph of \( H \). Let \( H'_u \) be the permutation completion of \( P_u + x \) contracted from \( H' \) (Definition 11). Since \( H' \) is a subgraph of \( H \), \( H'_u \) is also a subgraph of \( H_u \) (but not necessarily a strict subgraph). Recall that \( H_u \) is a minimal completion for \( P_u + x \), and therefore \( H'_u = H_u \). As a consequence, for every node \( v_i \) such that \( V[v_i] \) is hit in \( H \) (hence \( v_i \) is adjacent to \( x \) in \( H_u \)) the set \( V[v_i] \) is also hit in \( H' \) (because adjacent to \( x \) in \( H'_u \)). Consequently, and since \( H' \) is a subgraph of \( H \), if the set \( V[v_i] \) is partially hit in \( H \) then it is also partially hit in \( H' \).

Let now \( y \) be a vertex that is adjacent to \( x \) in \( H \) but not in \( H' \). Let \( v_y \) be the node of \( P_u \) such that \( y \in V[v_y] \).

Observe that, by construction, if \( H_u \) is type-\( i \) for \( i \in \{1, 2, 3\} \), then the node \( v_y \) (and \( v_y \) if it exists) satisfies that \( V[v_y \top] \) (and \( V[v_y \bot] \) if it exists) is partially hit in \( H \).

\( H_u \) is type-1 with optimal representation \((H_{\text{mod}}^u, v_y \top, v_y \bot)\) and \( v_y \bot \neq v_y \top \). If \( v_y \neq v_y \top \), \( V[v_y \top] \) and \( V[v_y] \) are partially hit in \( H' \), contradicting Lemma 8. Now assume w.l.o.g. that \( v_y = v_y \top \). By Lemma 8, in the permutation model of \( H' \), segment \( x \) must have an endpoint in each of the parallelograms of \( v_y \top \) and \( v_y \bot \), because \( V[v_y \top] \) and \( V[v_y] \) are partially hit. In particular, this model restricted to \( V\big[v_y \bigcup \{ x \} \) shows that \( H'\big[V[v_y] \bigcup \{ x \} \) is an external completion of \( G[v_y] + x \). By construction, \( H'\big[V[v_y] \bigcup \{ x \} \) is an external-minimal completion of \( G[v_y] + x \), contradicting the fact that \( H'\big[V[v_y] \bigcup \{ x \} \) is a strict subgraph of \( H\big[V[v_y] \bigcup \{ x \} \).

\( H_u \) is type-2 with optimal representation \((H_{\text{mod}}^u, v_y \top, v_y \bot)\) and \( v_y \bot = v_y \top \). If \( v_y \neq v_y \top \), \( V[v_y \top] \) and \( V[v_y] \) are partially hit in \( H' \). Therefore, by Lemma 8, in a permutation model \((H_{\text{mod}}^u, v_y \top, v_y \bot)\) of \( H' \), segment \( x \) has one endpoint in the parallelogram of \( v_y \top \) and the other in the parallelogram of \( v_y \bot \). It follows that in the contracted permutation model \( H_{\text{mod}}^u \) of \( H_u \) obtained from \( H_{\text{mod}}^u \) (see Definition 11), the segments of \( v_y \top \) and \( v_y \bot \) have endpoints next to the endpoints of \( x \). Hence \( H_{\text{mod}}^u \) of \( H_u \) obtained from \( H_{\text{mod}}^u \) is a type-1 representation for \( H_u \), contradicting the assumption that \( H_u \) is type-2. If \( v_y = v_y \top \), then \( H'\big[V[v_y] \bigcup \{ x \} \) is a strict subgraph of \( H\big[V[v_y] \bigcup \{ x \} \), contradicting the fact that the latter is a minimal completion of \( G[v_y] + x \).

\( H_u \) is type-3 with optimal representation \((H_{\text{mod}}^u, v_y \top)\). If \( v_y \neq v_y \top \), then, in the completion \( H' \) both \( V[v_y \top] \) and \( V[v_y] \) are partially hit. Therefore, by Lemma 8, in a permutation model \((H_{\text{mod}}^u, v_y \top)\) of \( H' \), segment \( x \) has one endpoint in the parallelogram of \( v_y \top \) and the other in the parallelogram of \( v_y \bot \). It follows that in the contracted permutation model \( H_{\text{mod}}^u \) of \( H_u \) obtained from \( H_{\text{mod}}^u \), the segments of \( v_y \top \) and \( v_y \bot \) have endpoints next to the endpoints of \( x \).

Hence \( H_{\text{mod}}^u \) of \( H_u \) is a type-1 representation for \( H_u \), contradicting the fact that \( H_u \) is type-3. Assume now that \( v_y = v_y \top \). Since \( H'\big[V[v_y] \bigcup \{ x \} \) is strictly contained in \( H\big[V[v_y] \bigcup \{ x \} \) and \( H'\big[V[v_y] \bigcup \{ x \} \) is minimal among all external completions of \( G[v_y] + x \), it follows that \( H'\big[V[v_y] \bigcup \{ x \} \) is not an external completion of \( G[v_y] + x \).

Therefore, in a permutation model \((H_{\text{mod}}^u, v_y \top, v_y \bot)\) of \( H' \), segment \( x \) has both endpoints in the parallelogram of \( v_y \). Then, in the contracted permutation model \((H_{\text{mod}}^u, v_y \top, v_y \bot)\) of \( H_u \) obtained from \( H_{\text{mod}}^u \), segment \( x \) has both endpoints next to the endpoints of segment \( v_y \top \), so \((H_{\text{mod}}^u, v_y \top, v_y \bot)\) is a type-2 representation for \( H_u \) — a contradiction.

\( H_u \) is type-4. Recall that \( V[v_y] \) is partially hit in \( H' \). By Lemma 8, segment \( x \) has an endpoint in the parallelogram of \( v_y \top \) in a model \((H_{\text{mod}}^u, v_y \top)\) of \( H' \). Consequently, in the contracted permutation model of \( H_u \) obtained from \( H_{\text{mod}}^u \), segment \( v_y \top \) has an endpoint next to an endpoint of segment \( x \), providing a type-\( i \) representation for \( H_u \), \( i \in \{1, 2, 3\} \) — a contradiction.

Theorem 3 below is a similar statement for constructing external-minimal completions. In order to state it, we need the notion of external-optimal representation.

**Definition 12 (External representation types and external-optimal representation).** Let \( H_u \) be an external-minimal permutation completion of \( P_u + x \). For each node \( v_i \) of \( P_u \), let \( N^\text{ext}_i \) be the neighbourhood of \( x \) in an external-minimal completion of \( G[v_i] + x \).

Let \( R \) be a representation of \( H_u \). We say that \( R \) is:
1. external type-1 if \( R = (H^\text{mod}_u, v_{\text{top}}) \) and \( N^\text{ext}_{v_{\text{top}}} \subseteq V[v_{\text{top}}] \);

2. external type-2 if \( R = H^\text{mod}_u \), where \( H^\text{mod}_u \) is any model of \( H_u \).

We say that \( R \) is external-optimal if \( R \) is external type-1 or external type-2 but not external type-1. Finally, we also refer to \( H_u \) as external type-1.

**Theorem 3.** Let \( H_u \) be an external-minimal permutation completion of \( P_u + x \) and let \( R \) be an external-optimal representation of \( H_u \). The permutation completion \( H \) of \( G[u] + x \) resulting from \( R \) is an external-minimal permutation completion of \( G[u] + x \).

**Proof.** From the definition of the permutation completion resulting from a representation (Definition 9 and Lemma 7), \( H \) is a permutation completion of \( G[u] + x \). Moreover, note that since \( R \) is an external-optimal representation of \( H_u \), the permutation model built for \( H \) in the proof of Lemma 7 is such that the bottom endpoint of \( x \) is leftmost among all bottom endpoints, which proves that \( H \) is an external permutation completion of \( G[u] + x \).

Assume for a contradiction that the external completion \( H \) is not minimal. Then, it strictly contains another external completion \( H' \). Consider the contracted permutation completion \( H'_u \) of \( P_u + x \) obtained from \( H' \). From Definition 11, \( H'_u \) is an external completion of \( P_u + x \). Moreover, since \( H' \) is a subgraph of \( H \), then \( H'_u \) is a subgraph of \( H_u \). By minimality of \( H_u \), we have \( H'_u = H_u \). In particular, for any child \( v_i \) of \( u \) in the modular decomposition, \( V[v_i] \) is hit in \( H \) if and only if it is hit in \( H' \). Consequently if the set \( V[v_i] \) is partially hit in \( H \) then it is also partially hit in \( H' \).

As in the proof of Theorem 2, let \( y \) be a neighbour of \( x \) in \( H \) but not in \( H' \), and let \( v_y \) be the node of \( P_u \) such that \( y \in V[v_y] \). Since \( V[v_y] \) is partially hit in \( H' \), Lemma 8 implies that segment \( x \) has an endpoint in the parallelogram of \( v_y \) in any model of \( H' \). If \( v_{\text{top}} \) exists and is different from \( v_y \), since \( v_{\text{top}} \) is partially hit in \( H \), then it is partially hit in \( H' \) and Lemma 8 implies that segment \( x \) has an endpoint in the parallelogram of \( v_{\text{top}} \). This contradicts the fact that there is an external model of \( H' \). Consider now the case where \( v_{\text{top}} \) exists and \( v_{\text{top}} = v_y \). Observe that the external completion \( H'[V[v_{\text{top}}] \cup x] \) of \( G[v_{\text{top}}] + x \) is strictly contained in the external-minimal completion \( H[V[v_{\text{top}}] \cup x] \) of \( G[v_{\text{top}}] + x \) — a contradiction.

Consequently, \( v_{\text{top}} \) does not exist. Segment \( x \) has an endpoint in the parallelogram of \( v_y \) in the model of \( H' \), but this endpoint cannot be the external one. Recall that the external endpoint of segment \( x \) is bottom left. Hence in the contracted permutation model of \( H'_u \) obtained from the one of \( H' \), segment \( v_y \) has its top endpoint directly before the top endpoint of \( x \), next to it (it cannot be after since the two segments intersect). Hence \( H'_u = H_u \) has an external type-1 representation, contradicting the fact that \( v_{\text{top}} \) does not exist. \( \square \)

**4.2 The algorithm**

Our \( \mathcal{O}(n) \) time algorithm computing a minimal permutation completion of \( G + x \) proceeds by a bottom-up computation of two functions for each node \( u \), namely \( \text{MinIns}(u) \) and \( \text{MinInsExt}(u) \). The function \( \text{MinIns}(u) \) computes a minimal permutation completion of \( G[u] + x \), i.e. it returns the neighbourhood \( N'_u = N(x) \cap V[u] \) of \( x \) in this completion. Similarly, the function \( \text{MinInsExt}(u) \) computes an external-minimal permutation completion of \( G[u] + x \), i.e. it returns the neighbourhood \( N^\text{ext}_u \) of \( x \) in such a completion. These functions will only be called on hit nodes, from bottom to top. Therefore when we treat a node \( u \) we can assume that we already have computed the sets \( N'_u \) and \( N^\text{ext}_u \) for each hit child \( v \) of \( u \) in the modular decomposition tree \( T \). The case when \( u \) is a (hit) leaf is trivial: both functions return as neighbourhood of \( x \) the vertex of \( G \) that labels this leaf. In the remaining of this section we show how given an internal node \( u \) one can determine the type of \( H_u \) and an optimal (resp. external-optimal) representation.

**Series and parallel nodes.** We first deal with the cases when \( u \) is either a series or a parallel node of the modular decomposition, which turn out to be very similar.

**Lemma 9.** Algorithm 2 correctly outputs a minimal permutation completion of \( G[u] + x \) when \( u \) is a series or parallel node of the modular decomposition.
Algorithm 2: MinIns(u): Computing a minimal completion of \( G[u] + x \) for a node \( u \) which is series or parallel.

**Input:** a series or parallel node \( u \) of the modular decomposition; for each hit node \( v \) of \( P_u \), the sets \( N'_v \) and \( N'^{ext}_v \)

**Output:** \( N'_u \) the set of neighbours of \( x \) in a completion resulting from an optimal representation

1. Let \( \{v_1, \ldots, v_k\} \) denote the children of \( u \);
2. Assume w.l.o.g. that the hit ones are \( \{v_1, \ldots, v_l\} \), for \( l \leq k \);
3. \( H_u \leftarrow P_u + x \);
4. **if** \( \exists v_a, v_b \in \{v_1, \ldots, v_l\} \) \( s.t. \ v_a \neq v_b \) and \( N'^{ext}_a \subseteq V[v_a] \) and \( N'^{ext}_b \subseteq V[v_b] \) **then**
   5. \( i \leftarrow 1 \);
   6. \( v_{top} \leftarrow v_a \);
   7. \( v_{bot} \leftarrow v_b \);
   **else if** \( u \) is parallel and \( l = 1 \) and \( N'_1 \subseteq V[v_1] \) **then**
   9. \( i \leftarrow 2 \);
   10. \( v_{top} \leftarrow v_1 \);
   11. \( v_{bot} \leftarrow v_1 \);
   **else if** \( u \) is series and \( l = k \) and \( \exists v_a \in V_u \) such that \( N'_a \subseteq V[v_a] \) **then**
   13. \( i \leftarrow 2 \);
   14. \( v_{top} \leftarrow v_a \);
   15. \( v_{bot} \leftarrow v_a \);
   **else if** \( \exists v_a \in V_u \) such that \( N'^{ext}_a \subseteq V[v_a] \) **then**
   17. \( i \leftarrow 3 \);
   18. \( v_{top} \leftarrow v_a \);
   **else**
   19. \( i \leftarrow 4 \);
20. **Compute a model** \( H'_u \) **of** \( H_u \) **where** \( v_{top} \) **and** \( v_{bot} \) **(if they exist) are next to** \( x \) **in the top and bottom order respectively**;
21. **Let** \( R \) **denote the type-\( i \) representation of** \( H_u \) **based on** \( H'_u \), **according to the value** \( i \) **defined above** (Definition 10);
22. **Compute the set** \( N'_u \) **of neighbours of** \( x \) **in the completion resulting from** \( R \) (Definition 9);
23. **Return** \( N'_u \).

**Proof.** First, note that \( H_u = P_u + x \) is already a permutation graph. Moreover, the algorithm exactly follows the order of the mutually exclusive cases of an optimal representation (Definition 10). From Theorem 2, in order to prove that the algorithm is correct, we just have to check that at each step of the case disjunction of the algorithm, the test which is performed determines correctly the type which is assigned by the algorithm. At the same time, we also have to show how to compute a model for \( H_u \) such that \( v_{top} \) and \( v_{bot} \) are next to \( x \), when they exist.

**Type-1.** From Definition 10, it is straightforward to see that the conditions of the first test (Line 4) are necessary so that \( H_u \) is type-1. Let us show that they are sufficient, i.e. we can build a model of \( H_u \) such that \( x \) is next to \( v_{top} \) in the top order and \( x \) is next to \( v_{bot} \) in the bottom order. If \( u \) is a parallel node (Figure 3 left), place all the hit children at the beginning of the top order, ranged from the leftmost \( v_{bot} \) to the rightmost \( v_{top} \), and place all the non hit children on their right. For the bottom order, use exactly the same order on the children of \( u \). Finally, place \( x \) at the beginning of the bottom order and between the hit and non hit children on the top order. In this way, segment \( x \) intersects exactly the segments of hit children of \( u \) and \( x \) is next to \( v_{top} \) and \( v_{bot} \) in the top and bottom order respectively. If \( u \) is a series node (Figure 3 right), we proceed slightly differently. We place all the hit children except \( v_{bot} \) at the beginning of the top order, \( v_{top} \) being placed in the rightmost position among them. Then we place all the non hit children on their right. Moreover, we place \( v_{bot} \) in the rightmost position of the top order. For the bottom order, we use the reversed order. Finally, we place \( x \) immediately on the right of \( v_{bot} \) (which is in the leftmost position) on the bottom order and immediately on the right of \( v_{top} \) on the top order. Again, segment \( x \) intersects exactly the segments of hit children of \( u \). Thus, the test of Line 4 is positive if and only if \( H_u \) is type-1, and we can compute a model \( H'_u \) in this case, as requested at Line 21.

**Type-2.** Assume the conditions of the test at Line 8 (resp. Line 12) are satisfied. In this case, one can build a model of \( H_u = P_u + x \) from any model of \( P_u \) by placing \( x \) immediately on the left of \( v_1 \) (resp. \( v_a \)) in the top order and immediately on the right of \( v_1 \) (resp. \( v_a \)) in the bottom order. This shows that \( H_u \) is type-2.
Now, let us consider the case where \( H_u \) is type-2. Since in this case \( x \) is by definition next to \( v_{top} \) in both orders of the permutation model of \( H_u \), it follows that \( v_{top} \) and \( x \) have the same neighbourhood in the rest of \( H_u = P_u + x \). If \( u \) is a parallel node, no vertex \( v \in V_u \setminus \{v_{top}\} \) is adjacent to \( x \) in \( P_u + x \), and \( v_{top} \) is therefore the only vertex of \( P_u \) adjacent to \( x \). Hence the conditions of the test at Line 8 are satisfied. If \( u \) is a series node, every vertex \( v \in V_u \setminus \{v_{top}\} \) is adjacent to \( x \) in \( P_u + x \), as well as \( v_{top} \) itself by definition of a representation. Thus the conditions of the test at Line 12 are satisfied. 

**Type-3.** It is straightforward to see that if \( H_u \) is type-3, then the condition of the test at Line 16 is satisfied. Conversely, if this condition is satisfied, then withdraw \( v_{bot} \) from the model of \( H_u \) constructed above in the case where \( H_u \) is type-1 (see Figure 3) i. In the present case, this provides a type-3 model. Moreover, since the tests of Lines 4, 8 and 12 have been all negative, \( H_u \) is neither type-1 not type-2, and it results that \( H_u \) is type-3.

**Type-4.** The final else case of the algorithm deals with all remaining cases, i.e. where \( H_u \) is type-4. Again, withdrawing \( v_{top} \) and \( v_{bot} \) from the type-1 model constructed above provides a suitable type-4 model. This ends the proof of validity of Algorithm 2. □

The algorithm for function \( \text{MinInsExt} \) is even simpler. We use the same notations as for \( \text{MinIns} \).

**Algorithm 3: MinInsExt(u): Computing an external-minimal permutation completion of \( G[u] + x \) for a node \( u \) which is series or parallel.**

**Input:** a series or parallel node \( u \) of the modular decomposition; for each hit node \( v \) of \( P_u \), the set \( N^\text{ext}_v \)

**Output:** \( N^\text{ext}_x \) the set of neighbours of \( x \) in a completion resulting from an external-optimal representation

1. Let \( \{v_1, \ldots, v_k\} \) denote the children of \( u \);
2. Assume w.l.o.g. that the hit ones are \( \{v_1, \ldots, v_l\} \), for \( l \leq k \);
3. \( H_u \leftarrow P_u + x \);
4. if \( \exists v_u \in \{v_1, \ldots, v_l\} \) s.t. \( N^\text{ext}_u \subseteq V[v_u] \) then
   5. \( i \leftarrow 1 \);
   6. \( v_{top} \leftarrow v_u \);
7. else
   8. \( i \leftarrow 2 \);
9. Compute a model \( H_u^{\text{mod}} \) of \( H_u \) where \( v_{top} \) (if it exists) is next to \( x \) in the top order;
10. Let \( \mathcal{R} \) denote the external type-i representation of \( H_u \) based on \( H_u^{\text{mod}} \), according to the value \( i \) defined above (Definition 12);
11. Compute the set \( N^\text{ext}_u \) of neighbours of \( x \) in the completion resulting from \( \mathcal{R} \) (Definition 9);
12. Return \( N^\text{ext}_u \).
**Lemma 10.** Algorithm 3 correctly outputs the neighbourhood of $x$ in an external-minimal permutation completion of $G[u] + x$ when $u$ is a series or parallel node of the modular decomposition.

**Proof.** The proof is very similar to the one of Lemma 9. Observe that $P_u + x$ is already a permutation graph with an external model (where the bottom endpoint of segment $x$ is the leftmost one). Such an external model is obtained by withdrawing $v_{\text{bot}}$ from the model built in the proof of Lemma 9 in the case where $H_u$ is type-1 (see Figure 3). This model also shows that if the condition of the test at Line 4 is satisfied, then $H_u$ is an external-optimal type-1 permutation completion. Conversely, it is straightforward to see from Definition 12 that if $H_u$ is external type-1, then the condition of the test at Line 4 is satisfied. Thus, the algorithm correctly detects the type of $P_u + x$, and the rest follows from Theorem 3. □

**Prime nodes** Let us say that two permutation models are different if they are not identical apart from left-right of upside-down flipping operation on the model

**Lemma 11** (see also [3]). Let $H_u$ be a minimal permutation completion of $P_u + x$ and $H_u^{\text{mod}}$ a permutation model for $H_u$, where $u$ is a prime node of the modular decomposition. There is at most one model of $H_u$ different from $H_u^{\text{mod}}$ and it can be computed from $H_u^{\text{mod}}$ in $O(k)$ time, where $k$ is the number of nodes of $P_u$.

**Proof.** Since $P_u$ is a prime graph, Theorem 4 of [3] implies that $H_u$ has at most one non-trivial module $M$. Such a module is either $M = V_u$ (when $V_u$ is uniform in $H_u$) or of the form $M = \{x, v\}$ for some node $v$ of $P_u$. Now consider the given permutation model $(\pi_1, \pi_2)$ of $H_u$.

If $V_u$ is a module of $H_u$, this can be easily detected. If $x$ is not adjacent to the (whole) module, it means that its segment has endpoints $(1, 1)$ or $(k, k)$ in the model. Assume $x$ is in position $(1, 1)$ (the other case is symmetrical). The only other possible model is obtained by moving segment $x$ completely to the right, in position $(k, k)$, and shifting all other segments one slot to the left, from $(i, j)$ to $(i - 1, j - 1)$. If $x$ is adjacent to the (whole) module, its segment can be in positions $(1, k)$ or $(k, 1)$. Assume w.l.o.g. that $x$ is in position $(1, k)$. Then the only other possibility is to put $x$ in position $(k, 1)$ and to shift each other segment $(i, j)$ to $(i - 1, j + 1)$. The whole construction can be performed in $O(k)$ time.

If $\{x, v\}$ is a module of $H_u$, this implies that the two segments are embedded in a parallelogram such that no other segment has an endpoint in this parallelogram. Any other model is obtained by permuting segments $x$ and $v$. Let $(i, j)$ be the position of segment $x$. The only possible cases are that $v$ is in position $(i - 1, j - 1), (i + 1, j + 1), (i - 1, j + 1)$ or $(i + 1, j - 1)$. Each of these cases can be detected in constant time, and the shift can be also performed in $O(1)$ time. □

**Algorithm 4:** MinIns($u$): Computing a minimal completion of $G[u] + x$ for a prime node $u$.

**Input:** a prime node $u$ of the modular decomposition; for each hit node $v$ of $P_u$, the sets $N'_v$ and $N''_v$

**Output:** $N'_u$ the set of neighbours of $x$ in a completion resulting from an optimal representation

1. Compute a minimal completion $H_u$ of $P_u + x$ as in Section 3 together with a permutation model $(\pi_1, \pi_2)$;
2. Compute, if it exists, the second permutation model $(\pi_1', \pi_2')$ from the first one using Lemma 11;
3. Compute the smallest possible type $i$ among the two models, together with a type-$i$ representation $\mathcal{R}$ of $H_u$;
4. Compute the set $N''_u$ of neighbours of $x$ in the completion resulting from $\mathcal{R}$ (Definition 9);
5. Return $N'_u$.

**Theorem 4.** Algorithm 4 correctly computes the neighbourhood of $x$ in a minimal completion of $G[u] + x$ when $u$ is a prime node of the modular decomposition.

**Proof.** The proof is a direct consequence of Theorem 2, applied to the minimal completion $H_u$. Since there are at most two different permutation models for $H_u$ (Lemma 11) and since our algorithm tries both of them, it correctly
computes the representation of $H_u$.

We now give the algorithm computing an external-minimal completion for prime nodes (Algorithm 5).

**Algorithm 5: MinInsExt(u):** Computing an external-minimal completion of $G[u] + x$ for a prime node $u$.

**Input:** a prime node $u$ of the modular decomposition; for each hit node $v_i$ of $P_u$, the set $N_i^{ext}$

**Output:** $N_u^{ext}$ the set of neighbours of $x$ in a completion resulting from an external-optimal representation

1. for each of the four models $(\pi_1, \pi_2)$ of $P_u$ do
2. Let $j$ be the maximum top endpoint of a segment intersecting $x$ in $P_u$;
3. Let $v_i$ be the node corresponding to that segment;
4. Insert $x$ in position $(j + 0.5, 0.5)$;
5. Choose among the four external completions above a minimal one $H_u$, which additionally satisfies $N_i^{ext} \subseteq V[v_i]$ if possible;
6. Denote $H_u^{mod}$ the external model computed above for $H_u$;
7. if $N_i^{ext} \subseteq V[v_i]$ then
8. $i \leftarrow 1$;
9. $R \leftarrow (H_u^{mod}, v_i)$;
10. else
11. $i \leftarrow 2$;
12. $R \leftarrow H_u^{mod}$;
13. Compute the set $N_u^{ext}$ of neighbours of $x$ in the completion resulting from external type-$i$ representation $R$, according to the value $i$ defined above (Definition 9);
14. Return $N_u^{ext}$.

**Theorem 5.** Algorithm 5 correctly computes the neighbourhood of $x$ in an external-minimal completion of $G[u] + x$ when $u$ is a prime node of the modular decomposition.

**Proof.** By construction, a model for such a completion is obtained from a model $(\pi_1, \pi_2)$ of $P_u$ by inserting $x$ is position $(j + 0.5, 0.5)$, where $j$ is the rightmost top endpoint among all segments adjacent to $x$ in $P_u + x$. Hence we only need to test among the four possibilities (due to upside-down and left-right flippings of the model $(\pi_1, \pi_2)$) which one produces an external-minimal completion of $P_u + x$, and whether segment $v_i$ with top endpoint $j$ satisfies $N_i^{ext} \subseteq V[v_i]$. In this way we obtain an external-minimal completion $H_u$ of $P_u + x$ together with its type and its external-optimal representation (Definition 12). It remains to construct $N_u^{ext}$ from this representation, as in Definition 9.

**4.3 Efficient implementation of the algorithm**

Recall that our algorithm computes in a bottom-up manner the sets $N_u'$ (resp. $N_u^{ext}$), that is the sets of neighbours of $x$ in a minimal (resp. an external-minimal) completion of $G[u] + x$. We only need to prove that for each node $u$, the corresponding calls to $MinIns(u)$ and $MinInsExt(u)$ can be implemented to run in $O(k)$ time, where $k$ is the number of children of $u$. Actually, during a first sweep the algorithm does not explicitly compute such sets $N_u'$ and $N_u^{ext}$. Instead, it only determines:

- the type of the completion (resp. external completion) $H_u$ of $P_u + x$,
- the subset $N_{H_u}(x)$ of children of $u$ that are adjacent to $x$ in $H_u$,
- the children $v_{top}$ and $v_{bot}$ of $u$, if they exist, and
- the size of $N_u'$ (resp. $N_u^{ext}$).
Since from Definition 9 $N_u'$ (resp. $N_u^{ext}$) is computed as disjoint union of sets previously computed for the children of $u$, we can obtain the size of $N_u'$ (resp. $N_u^{ext}$) by simply adding the sizes of such sets. In other words, we add to $|N_u'|$ (resp. $|N_u^{ext}|$) value $|V[v_i]|$ if $v_i \in N_{H_u}(x) \setminus \{v_{top}, v_{bot}\}$ and $|N_i'|$ or $|N_i^{ext}|$ otherwise. This part clearly takes $O(k)$ time. The purpose of determining these sizes is that it allows us to perform the tests $N'_i \subseteq V[v_i]$ and $N_i^{ext} \subseteq V[v_i]$ in constant time.

The key of the complexity of the first sweep of the algorithm (and of its whole execution as well) lays in determining $N_{H_u}(x)$ and $\{v_{top}, v_{bot}\}$ if they exist. Note that all this information can be read easily on a permutation model $H_u^{mod}$ of $H_u$. For the cases where $u$ is series or parallel, our algorithm computes such a model by a basic manipulation of the set of children of $u$. As explained above (Algorithms 2 and 3), this can be done in $O(k)$ time. For the case where $u$ is a prime node, the minimal completion $H_u$ together with its (at most two) models is computed in $O(k)$ time (Section 3 and Lemma 11). Thus, for every node $u$ of the modular decomposition $T$ having $k$ children, the first sweep of the algorithm will spend $O(k)$ time on the computation of the information associated to node $u$. This gives an $O(n)$ total computation time for the first sweep.

In a second step, we determine for each node $u$ of $T$ different from $r$ which of $N_u'$, $N_u^{ext}$, $V[u]$ or $\emptyset$ is required for the minimal completion determined at the root. To that aim, using the information computed in the first sweep, we can perform a top-down search of the modular decomposition tree $T$ starting at its root $r$.

Note that for the root itself, the set required is always $N_r'$. In this search, we colour grey the nodes $u$ for which $N_u'$ or $N_u^{ext}$ is required, black the nodes for which $V[u]$ is required and white the nodes for which $\emptyset$ is required. This takes $O(|T|) = O(n)$ time.

Observe that all the descendants of a black node are necessarily black and that all the descendants of a white node are necessarily white. It follows that the grey nodes form a subtree $T_{grey}$ of $T$ which contains the root $r$. The set $N_r'$ of vertices that are neighbours of $x$ in the completion determined at the root is simply the disjoint union of all the sets $V[v]$ where $v$ is a black node whose parent is grey. For each of these nodes $v$, we can simply compute $V[v]$ as a list containing all the leaves of their subtree, which takes $O(|T_v|)$ time. We then build $N_r'$ by appending all the lists of the black children of the nodes of $T_{grey}$. In total, this takes $O(|T|) = O(n)$ time, which is also the complexity of the second step. Therefore the whole algorithm to determine the list of vertices adjacent to $x$ in some minimal permutation completion of $G + x$ takes $O(n)$ time. Once we have computed this set $N_r'(x)$ of neighbours of $x$ in a minimal completion $H$ of $G + x$, we use the algorithm in [3] to transform the modular decomposition of $G$ (including the quotient graphs of its prime nodes) into the one of $H$. As the algorithm in [3] runs in $O(n)$ time, this is also the complexity of one incremental step of our algorithm. Altogether, we obtain the following result.

**Theorem 6.** A minimal permutation completion of an arbitrary graph on $n$ vertices can be computed in $O(n^2)$ time.

**5 Conclusion**

We gave in this article an $O(n^2)$ time algorithm computing a minimal permutation completion of an arbitrary graph $G$. Our approach is incremental: we take vertices one by one, in some order $(x_1, \ldots, x_n)$, and at step $i$ we compute a minimal permutation completion $H_i$ of $G_i = G[\{x_1, \ldots, x_i\}]$ from a minimal permutation completion $H_{i-1}$ of $G_{i-1}$, adding only fill edges incident to $x_i$. Each step is performed in $O(n)$ time thanks to the modular decomposition of $H_{i-1}$. Once we have computed the set of fill edges we need to update the modular decomposition of $H_{i-1}$ into the one of $H_i$, which is done using the algorithm of [3]. A natural question is whether we could perform the whole step faster than $\Theta(n)$, e.g., in a running time depending on the degree of $x_i$ in $G$, or in $H_i$. There are examples (see [3]) showing that when we go from $H_{i-1}$ to $H_i$, the structure of the modular decomposition may differ a lot, even if $x$ is of small degree. Therefore, improving the overall $O(n^2)$ complexity of our algorithm for minimal permutation completions probably requires a different approach than the incremental one based on an arbitrary vertex ordering.
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