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dCECI, Université de Toulouse, CNRS, CERFACS, 42 Avenue Gaspard Coriolis, 31057
Toulouse cedex 01, France

Abstract

Data-driven wildfire spread modeling is emerging as a cornerstone for fore-

casting real-time fire behavior using thermal-infrared imaging data. One

key challenge in data assimilation lies in the design of an adequate measure

to represent the discrepancies between observed and simulated firelines (or

“fronts”). A first approach consists in adopting a Lagrangian description

of the flame front and in computing a Euclidean distance between simulated

and observed fronts by pairing each observed marker with its closest neighbor

along the simulated front. However, this front marker registration approach

is difficult to generalize to complex front topology that can occur when fire

propagation conditions are highly heterogeneous due to topography, biomass
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fuel and micrometeorology. To overcome this issue, we investigate in this

paper an object-oriented approach derived from the Chan-Vese contour fit-

ting functional used in image processing. The burning area is treated as a

moving object that can undergo shape deformations and topological changes.

We combine this non-Euclidean measure with a state estimation approach (a

Luenberger observer) to perform simulations of the time-evolving fire front

location driven by discrete observations of the fireline. We apply this object-

oriented data assimilation method to the three-hectare RxCADRE S5 field-

scale experiment. We demonstrate that this method provides more accurate

forecast of fireline propagation than if either the fire spread model or the

observations were taken separately. Results show that when the observation

frequency becomes lower than 1/60 s−1, the forecast performance of data

assimilation is improved compared to simply extrapolating observation data.

This highlights the need of a physics-based forward model to forecast flame

front propagation. We also demonstrate that the front shape similarity mea-

sure is suitable for both Eulerian and Lagrangian-type front-tracking solvers

and thereby can provide a unified framework to track moving structures such

as flame front position and topology in combustion problems.

Keywords: Data assimilation, State estimation, Position errors, Wildland

fire, Flame spread

1. Introduction

At regional scales (i.e. at scales ranging from tens of meters up to several

kilometers), wildland fires are usually described as fronts that self-propagate

normal to themselves into unburnt vegetation; the local speed of the propa-
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gating front is referred to as the rate of spread (ROS). Current operational fire

spread simulators adopt this regional-scale perspective using Eulerian [1, 2]

or Lagrangian [3, 4] front-tracking solvers. The accuracy of the model predic-

tions is limited due to both errors made in the ROS model and uncertainties

in the input parameters of the ROS model representing heterogenous envi-

ronmental and meteorological conditions.

A possible approach to overcome these limitations is data assimilation

(DA) [1, 5–10]. DA offers a valuable framework to integrate fire sensor ob-

servations into a computer model, with the goal to find optimal estimates

of the targets or “control variables” (e.g. physical parameters, external forc-

ing, initial conditions) and thereby to improve wildfire spread forecast. The

control variables can be of different nature: in a parameter estimation ap-

proach, they are the parameters of the ROS model, which allows a correction

of the fire spread model [8, 10]; in a state estimation approach, they are the

coordinates of the fireline, which allows a correction of the initial conditions

of the fire spread model [9]. DA fits into the wider category of data-driven

systems, where sensor are used to inform a model of the system, leading to

the reduction of uncertainties on the model and its outputs. In wildland

fire applications, the main challenge is to design a DA framework that takes

advantage of remote sensing technologies [11, 12] and assimilate observations

of active burning areas [13].

The goal of DA is to infer control variables that minimize the discrepan-

cies between observations and simulations by a certain metric or “measure”.

The choice of this measure strongly depends on the nature of the observa-

tions and influences the resulting optimal values for the control variables.
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In wildland fire applications, the observations correspond to time-evolving

firelines. It is thus of prime importance to have an adequate measure to rep-

resent differences in front position. The fire front has a coherent structure:

it is easy to identify such a structure by eye but a complete mathematical

description remains a challenge [14, 15]. Standard point-wise local metrics

suffer for instance from the double penalty effect, i.e. a misplaced structure is

predicted where it should not be and is not predicted where it should be [16].

We thus need to design a measure that characterizes position shift, shape

deformation and topological change of the fire front.

In previous work, a data-driven wildfire modeling system was devel-

oped and successfully evaluated against reduced-scale and field-scale (FIRE-

FLUX I) experiments [8–10]. In Refs. [8–10], the observed fire contours were

treated as discretized contours with a finite set of markers. The distance be-

tween the simulated and observed fronts was then computed by pairing each

observed marker with its closest neighbor along the simulated front. Such

marker registration was considered as a temporary solution to the problem of

representing position errors because it relied on some arbitrary choices made

in the pairing process, required user-input and was therefore neither robust

nor automatic. This solution is no longer adequate when addressing regional-

scale wildland fires in highly heterogeneous conditions that feature complex

front shapes and potentially multiple fire fronts due to spotting. To overcome

this issue, we propose in the following a front shape similarity measure de-

rived from image segmentation theory [17] and previously applied in cardiac

electrophysiology [18]. This measure considers the burning area as a moving

object that can deform under heterogeneous conditions and quantifies the
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match between observed and simulated burning areas.

The present work aims at demonstrating the relevance and performance of

the new front shape similarity measure for wildland fire problems through an

application to the 2012 RxCADRE S5 [19] field-scale experiment. The study

considers a state estimation approach and both Eulerian and Lagrangian

formulations of the fire spread model. The study is a continuation of prelim-

inary work [20]: the focus of Ref. [20] was on mathematical considerations

and verification tests against synthetic observations; the present focus is on

a validation test against RxCADRE dataset with the objective of showing

the merits of DA over standalone model predictions and observation extrap-

olation. The fire spread models and the RxCADRE dataset are presented in

Section 2. The new front shape similarity measure and state estimation ap-

proach are presented in Section 3. The application to RxCADRE is presented

in Section 4.

2. Models and Data

2.1. Fire Spread Models

Regional-scale fire spread models feature two main components: (1) a

rate-of-spread model that gives values of ROS as a function of local to-

pography, biomass and meteorological conditions (we use the Rothermel

model [21]); and (2) a front-tracking algorithm that provides a solution of the

front propagation equation on the two-dimensional horizontal plane (x, y).

The fire spread model used in our previous work [8–10] is an Eulerian

front-tracking simulator. A progress variable c ≡ c(x, y, t) is first intro-

duced as a marker of the fireline; the fireline is then defined as the isocon-
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tour cfr = 0.5; c < cfr (c > cfr) represents unburnt (burnt) vegetation. In

this framework, c is calculated as a solution of the propagation equation for

(x, y) ∈ Ω and t ≥ t0

∂c

∂t
= ROS |∇c| , c(x, y, t0) = c0(x, y), (1)

where c0(x, y) is the initial condition at time t0 over the computational do-

main Ω. The level-set function φc(x, y, t) = (c(x, y, t) − cfr) also satisfies

Eq. (1); the fire front is represented by φc(x, y, t) = 0. To solve Eq. (1),

we follow the choices made in Ref. [22] and use a second-order Runge-Kutta

scheme for time-integration and a second-order total variation diminishing

(TVD) scheme with a Superbee slope limiter for spatial discretization.

In the present work, we also consider a Lagrangian front-tracking solver

similar to the model adopted in FARSITE [3]. FARSITE is based on Huy-

gens’ principle and assumes that the fire front features a local elliptical

shape. The front is parameterized by the closed curve (x(s, t), y(s, t)) with

0 < s < 2π. The Lagrangian equations are for (x, y) ∈ Ω and t ≥ t0 ∂tx = F (s, t, ∂sx, ∂sy)

∂ty = G (s, t, ∂sx, ∂sy)
,

 x(s, t0) = x0(s)

y(s, t0) = y0(s)
, (2)

where (x0(s), y0(s)) is the initial condition at time t0, and where F and G

are functions of the local topography, biomass and meteorological conditions

(the shape and orientation of the local ellipse are determined by the wind and

slope conditions, while its size is determined by the ROS). In this framework,

the fire front is represented by the envelope of growing individual ellipses.

To solve Eq. (2), we follow the choices made in Ref. [23].

Note that in the Lagrangian model, the Rothermel-based ROS is used to

describe fire spread in the wind and/or upslope direction, i.e. in the head fire
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region, while spread in other directions is described by calibrated properties

of the assumed local elliptical shape. In contrast, in the Eulerian model,

the Rothermel-based ROS is used to describe fire spread along the entire fire

perimeter, not only at the head but also on the flanks and in the rear (this

modeling choice is inconsistent with the original intent of Rothermel’s model

to focus on the fire head [21] but this is a usual assumption).

2.2. RxCADRE S5 Experiment

The Prescribed Fire Combustion and Atmospheric Dynamics Research

Experiment (RxCADRE) corresponds to a series of field experiments aimed

at model development and validation. In the present work, we consider the

2012 S5 experiment [19]. The S5 experiment was a 15-minute-long prescribed

fire conducted on a flat terrain characterized by a surface area of approxi-

mately 180 m× 180 m and a mixed grass and shrub vegetation. During the

fire, the surface wind blew mainly from the North direction. In the simula-

tions, we assume uniformly-distributed vegetation fuel as well as uniform and

constant wind. The input parameters to the Rothermel model are based on

experimental measurements: the fuel depth is 0.2 m; the fuel surface loading

is 0.28 kg m−2; the fuel particle surface-to-volume ratio is 9,000 m−1; the fuel

moisture content is 10 %; the wind velocity at mid-flameheight is 2 m s−1

and the wind direction is 345◦ (corresponding to a northwest wind).

The fire was ignited on the North side of the lot and propagated into

the southern direction. Fire propagation was recorded through a series of

temperature maps starting at time t = 34 s after ignition and recorded at 1-

Hz frequency using a long-wave thermal infrared imaging system [19]. Since

the initial fire only covers a very small area, we use the observed fire at time
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t = 60 s as initial conditions for spread simulations. So in the following, time

t = 0 s corresponds to time t = 60 s in the RxCADRE dataset. Figure 1a

presents the map of flame arrival times, from t = 0 to 480 s (corresponding

to the time interval [60 s; 540 s] in the RxCADRE dataset), showing the

time at which the fireline arrives at a given pixel of the S5 burn lot. In the

assimilation procedure, we assume that observations are available at 60-s time

intervals. For example, Fig. 1b shows the observed unburnt/burnt binary

field that is assimilated at time t = 480 s. This binary field is obtained using

the corresponding map of flame arrival times and after filtering to remove

small-scale holes and outliers.

Figure 1: Dataset of the RxCADRE S5 fire. (a) Map of flame arrival times (0-480 s).

(b) Binary image showing unburnt (white) and burnt (black) vegetation at time t = 480 s.

3. Front Shape Similarity Measure in Data Assimilation

We now present a front shape similarity measure derived from image

segmentation theory to go beyond the limitations of Euclidean-type distance

and reduce position errors through DA [18, 20].
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3.1. Chan-Vese Contour Fitting Functional

We can define a similarity measure between a target front and a simulated

front from the Chan-Vese contour fitting functional [17, 24]. In a level-set

formalism, this measure can be written as
J (yo, φc) =

∫
Ω

Hv(φc) [yo − Cmax(yo, φc)]
2

+ (1−Hv(φc)) [yo − Cmin(yo, φc)]
2 dx dy,

(3)

where yo is the observed binary field, φc the level-set function (φc = c− cfr),

Hv the Heaviside function (Hv(φc) = 0 if φc < 0; Hv(φc) = 1 if φc > 0); and

where Cmin and Cmax are scalar coefficients defined by Cmin = min(C0, C1)

and Cmax = max(C0, C1) with

C0(yo, φc) =

∫
Ω

(1−Hv(φc)) yo dx dy∫
Ω

(1−Hv(φc)) dx dy
, 0 ≤ C0 ≤ 1,

C1(yo, φc) =

∫
Ω

Hv(φc) yo dx dy∫
Ω

Hv(φc) dx dy
, 0 ≤ C1 ≤ 1.

(4)

C1 corresponds to the mean of yo across the simulated burnt region (Hv = 1)

and measures the match between the observed and simulated burnt areas. C0

corresponds to the mean of yo across the simulated unburnt region (Hv = 0)

and measures the mismatch between the observed and simulated unburnt

areas. If the observed and simulated fronts coincide, C1 = 1 and C0 = 0.

3.2. State Estimation Methods

We now present Eulerian- and Lagrangian-type state estimators, which

are derived from the data fitting functional presented in Eq. (3) and intro-

duce new relaxation terms in the propagation Eqs. (1)–(2). This type of
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state estimator is known as a Luenberger observer (LO). The gradient of the

similarity measure in Eq. (3) reads

∇J = δ(φc)D(yo, c), (5)

where δ is the Dirac delta-function, and where D(yo, c) is the discrepancy

term defined as

D(yo, c) = [yo − Cmax(yo, φc)]
2 − [yo − Cmin(yo, φc)]

2 . (6)

The function δ plays the role of a localization operator (the correction asso-

ciated with state estimators is only active along the simulated fire front) [18].

For the Eulerian fire spread model, Eq. (1) is modified as follows:
∂c

∂t
= ROS |∇c|

−λδ(φc)
{

[yo − Cmax(yo, φc)]
2 − [yo − Cmin(yo, φc)]

2} , (7)

where the feedback term is expressed as −λ∇J , and where λ ≡ λ(x, y)

is the gain that describes confidence in the observations (λ corresponds to

the inverse of the observation error variance). Starting from given (possibly

incorrect) initial conditions c0 at time t0, λ controls the rate at which the

simulated progress variable c converges towards the observations yo. Note

that in the present study, the Dirac delta-function is numerically approxi-

mated as δ(φc) = |∇c| since the initial fire front is thin. Equation (7) is

referred to as the “Eulerian Luenberger observer” (LO–EUL).

The “Lagrangian Luenberger observer” (LO–LAG) can be derived by

analogy to the LO–EUL. If X(s, t) = (x(s, t), y(s, t))T denotes the front pa-

rameterization and V = (F,G)T the associated velocity vector, then Eq. (2)
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is modified as follows:∂tx = V (s, t,X(s, t))

−λ
{

[yo − Cmax(yo, c)]2 − [yo − Cmin(yo, c)]2
}

nfr.

(8)

where nfr is the normal vector to the fire front and λ ≡ λ(s). We use a

ray casting algorithm [25] to construct the binary burnt/unburnt fields from

the front marker positions given by Eq. (8); these fields are required in the

evaluation of the discrepancy term D(yo, c).

The feedback term features a similar formulation in the Lagrangian and

Eulerian models. In principle, ROS = (V · nfr) provides the equivalence

between the Eulerian and Lagrangian formulations of a front propagation

problem. However, we adopt here the usual formulations of the wildland fire

research field so that the way to handle fire propagation on the flanks and

at the rear of the fire is different in the present Eulerian and Lagrangian

models [3, 22] (see discussion in Section 2.1).

3.3. Illustration of the Effect of the Luenberger Observer Corrections

We illustrate the behavior of the front shape similarity measure by consid-

ering the Eulerian framework (LO–EUL) and a case for which the simulated

fireline is enclosed by, and initially quite different from the observed fireline

(see Fig. 2).

We consider a computational domain of 200 m×200 m; the grid resolution

is ∆x = ∆y = 1 m and the temporal resolution is ∆t = 0.1 s. The gain is

λ = 4. For illustration purposes, the propagation equation in Eq. (7) is

solved without the ROS term, implying that the λ-parameter only features

the speed of the correction process; a smaller λ-value would provide the
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Figure 2: Simulation of a representative test case. (a) Comparison of simulated (lines)

and observed (symbols) firelines at t = 0, 5, 10 and 15 s. (b) Discrepancy term D(yo, c)

(Eq. 5) at t = 5 s.

same correction but at a slower rate. Coefficient C1 corresponds to a perfect

match for the simulated burnt area, C1 = 1; the coefficient C0 corresponds

to some level of mismatch for the simulated unburnt area, 0 ≤ C0 ≤ 1;

therefore, Cmin = C0, which gives 0 ≤ Cmin ≤ 1, and Cmax = C1 = 1.

In the vicinity of the simulated fireline (at c ≈ cfr), the discrepancy term

is negative, D(yo, cfr) =
{

[yo − Cmax]2 − [yo − Cmin]2
}

= − [1− Cmin]2 <

0, which corresponds to a positive term on the right-hand-side of Eq. (7)

and as seen in Fig. 2a, to outward propagation of the simulated fireline.

Figure 2a shows how the simulated fireline is progressively modified to match

the observed front shape; Fig. 2b presents the discrepancy term D(yo, c) at

time t = 5 s; negative (positive) values of D(yo, c) correspond to outward

(inward) propagation; this term is multiplied by δ(φc) so that the correction

in Eq. (7) is only active at c ≈ cfr.
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4. Data-Driven Simulation Results

We now apply the LO–EUL and LO–LAG state estimators to data-driven

simulations of the RxCADRE S5 experiment. Input parameters are selected

using available experimental data (see Section 2). The computational domain

is 180 m × 180 m; the total simulation time is 480 s with a fixed temporal

resolution ∆t. For LO–EUL, ∆x = ∆y = 1 m and ∆t = 0.05 s. For

LO–LAG, ∆t = 0.5 s and the initial number of front markers is 40 (the

number of front markers increases during simulation due to the increasing

length of the fireline). The initial condition c0 (indicating the location of

the fireline at ignition time) is supposed to be unknown. The objective is

to demonstrate that our state estimation algorithm is able to overcome an

imperfect knowledge of the fire situation at initial time. To initialize the fire

spread model, we thus consider a simple, approximate fireline location, i.e. a

semi-circular front with a 15-m radius and a center located at (x, y) = (90 m,

180 m). Observations are assimilated at 60-s time intervals. Between two

observations made at time t = tn and t = tn+1 (i.e. during an analysis), the

model state is continuously steered towards the observations made at time

tn+1. The intensity of the steering process is controlled by the gain λ (the

higher the value of λ, the higher the level of confidence in the observations and

the lower the value of the observation error standard deviation). Beyond the

last observation (i.e. during a forecast), the relaxation terms are de-activated

and the model solves the original propagation Eqs. (1)–(2).

We consider simulations with a large prescribed value of λ for both LO–

EUL and LO–LAG models, in order to push the data-driven strategy to its

limits in a situation where observations are considered accurate, the stan-
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dalone model prediction (or “free run”) is far away from the observations

and the correction is significant. In practice, the λ-value should be set ac-

cording to the information we have on the observations. Here λ = 1, which

corresponds to a very large weight on the observation data. Figure 3 com-

pares the observed and simulated firelines during the first 8-minutes of the S5

experiment. The simulated firelines include free runs (that are not informed

by the observations) and data-driven simulations using LO–EUL in Fig. 3a

and LO–LAG in Fig. 3b. It is seen that the free runs underestimate the

ROS in both the headfire and flank regions indicating the presence of sig-

nificant model errors for both Eulerian and Lagrangian models. In contrast,

the data-driven simulations successfully reproduce the location and shape of

the fire perimeters. This shows the capability of the data-driven model to

accurately retrieve the shape of the observed firelines.
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Figure 3: Comparison of simulated (lines) and observed (symbols) firelines at 120-s time

intervals during 0 ≤ t ≤ 480 s; λ = 1. Dashed (solid) lines correspond to free runs

(data-driven runs) using (a) the Eulerian model and (b) the Lagrangian model.

We also examine the forecast performance at 60-s lead time of the LO–

14



EUL and LO–LAG data-driven runs in terms of distance error. The distance

error between the predicted and observed fireline positions is evaluated using

the Hausdorff distance [26] (in meter), which corresponds to the largest of all

the distances from a point in one set to the closest point in the other set. Note

that we choose the Hausdorff distance as a diagnostic tool since it is easier to

interpret to an end-user than the front shape similarity measure (the latter

is still used in the DA algorithm to calculate the discrepancy term D(yo, c))

and since it is a more conservative estimate than the mean distance error

(the Hausdorff distance has the meaning of maximum distance error between

observation and simulation). Figure 4 compares the temporal evolution of

the Hausdorff distance in the free runs (dashed lines) and data-driven runs

(solid lines). The evolution of the error in free forecast mode is a continuously

increasing function of time. This error takes moderate values (approximately

25 m at time t = 480 s) primarily due to the limited scale and duration of

the S5 experiment but the error is unbounded and keeps increasing in time.

In contrast, the evolution of the error in data-driven mode is a discontinuous

function: deviations of model predictions from observations are periodically

reduced (to less than 5 m) during the analysis events (when integrating new

observations). After each analysis event, the error increases but remains

bounded and takes small-to-moderate values (on the order of 10 m). LO–

EUL and LO–LAG models provide similar results. The rapid increase of the

error seen in Fig. 4 after each analysis indicates that the ROS model has

limited accuracy and that the benefits of assimilating new observations have

limited persistence in time. Assimilation at 1/60-s−1 frequency results in a

distance error of 10 m; assimilation at lower (higher) frequencies would result
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in larger (lower) errors.
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Figure 4: Time variations of the Hausdorff distance between the simulated and observed

firelines. Dashed (solid) lines correspond to free runs (data-driven runs) using LO–EUL

(black) and LO–LAG (gray).

We finally evaluate the contribution of the ROS model in the quality

of the short-term forecast by comparing in forecast mode, the DA strategy

with a simpler methodology that is exclusively based on extrapolation of

observations. For this purpose, we test a simple forecast method (referred

to as the “extrapolation method”) based on extrapolation of fireline data at

the two most recent observation times and the sensitivity of the method to

the observation frequency (we use three different RxCADRE datasets with

data available at 30-s, 60-s and 120-s time intervals). Consider that two

observations are available at times t1 and t2; each observed fireline is rep-

resented using 100 front markers. The extrapolation method computes the

trajectory of each marker between t1 and t2 and extrapolates its propagation

until time t3 assuming the same ROS and direction between t2 and t3 (in the

current work, the forecast time window [t2; t3] has the same length as the
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observation time window [t1; t2], which corresponds to the assimilation time

period when using state estimation). Figure 5 presents the fireline position

obtained at time 480 s using the extrapolation method for varying obser-

vation frequency. Results indicate that when the observation frequency is

high (i.e. when the time between successive observations is 30 s or less), the

extrapolation method is able to track the actual observation at time 480 s;

the forecast performance of the extrapolation method is then comparable

to that obtained with the LO-EUL and LO-LAG state estimators. How-

ever, the forecast performance of the extrapolation method degrades when

the observation frequency is 1/60 s−1 and 1/120 s−1. In the first case, there

is a significant deviation in the position of the flanks of the fire. In the

second case, the headfire propagates too slowly compared to the actual ob-

servation. Thus, when the observation frequency is low (i.e. when the time

between successive observations is 60 s or more), the LO-EUL and LO-LAG

state estimators yield a better forecast performance than the extrapolation

method. The LO-EUL and LO-LAG state estimators reduce the Hausdorff

distance error by a factor of approximately two compared to the extrapola-

tion method. These results show the ability of DA to steer inaccurate fire

spread models towards observed firelines and to provide an improved forecast

of the fire behavior compared to standalone model prediction or observation

extrapolation by combining observations with a physics-based forward model

when observations become less frequent.
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Figure 5: Comparison of predicted (lines) and observed (symbols) firelines at time t =

480 s. Predictions are obtained with the extrapolation method for varying observation

frequency: 1/30 s−1 (solid line); 1/60 s−1 (dashed line); 1/120 s−1 (dotted line).

5. Conclusions

This study presents an application of a data-driven wildland fire spread

simulator to the RxCADRE S5 field-scale controlled fire experiment. The

simulator features a front-tracking solver based on a ROS formulation and

a DA algorithm assimilating fireline perimeters and based on state estima-

tion. State estimation allows for regular corrections of the initial conditions

of the forward model at times of new observations. Compared to previous

work based on Euclidean distance, this study presents an original measure

derived from image segmentation theory to quantify discrepancies between

simulated and observed firelines in the DA algorithm. The performance of

the new front shape similarity measure combined with state estimation is
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evaluated in the three-hectare RxCADRE burn, in both analysis and fore-

cast modes, and using an Eulerian or Lagrangian fire spread model. The

results demonstrate the ability of the proposed data-driven models to reduce

uncertainties and to provide an improved short-term forecast. In particular,

the results show that combining observations with a ROS model in a DA

framework provides a better forecast than simply extrapolating information

from available observations.

Longer-term forecast performance requires a more accurate forward model;

one solution is to correct the fire spread model through parameter estima-

tion in addition to state estimation. Future work will therefore include the

development of a joint state-parameter estimation approach and investigate

the impact of the DA frequency on the forecast performance. It is important

to evaluate the required assimilation frequency to obtain a good forecast and

how this frequency upscales with the fire size. Future work will include valida-

tion tests against a series of past wildfires with spatial variability of biomass,

wind and topography, in which the burnt areas may feature complex front

topology. DA provides an efficient framework to account for observation un-

certainties, which is expected to be a useful capability to monitor wildfire

hazards where observation uncertainties are large. More generally, the pro-

posed methodology is believed to be a powerful approach to track moving

structures and patterns in combustion problems.
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