
HAL Id: hal-01968959
https://inria.hal.science/hal-01968959

Submitted on 3 Jan 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Improving the efficacy of anti-cancer nanoparticles with
data-driven mathematical modeling

Cristina Vaghi, Anne Rodallec, Raphaelle Fanciullino, Joseph Ciccolini, Clair
Poignard, Sébastien Benzekry

To cite this version:
Cristina Vaghi, Anne Rodallec, Raphaelle Fanciullino, Joseph Ciccolini, Clair Poignard, et al.. Improv-
ing the efficacy of anti-cancer nanoparticles with data-driven mathematical modeling. Data Science
Summer School, Jun 2018, Palaiseau, France. �hal-01968959�

https://inria.hal.science/hal-01968959
https://hal.archives-ouvertes.fr


MOTIVATIONS & OBJECTIVES

Improving the efficacy of 
anti-cancer nanoparticles with 
data-driven mathematical modeling 

R. Fanciullino2 J. Ciccolini2 S. Benzekry1C. Vaghi1 A. Rodallec2

EXPERIMENTAL BACKGROUND

1MONC team, Inria Sud-Ouest Bordeaux, France
2SMARTc, CRCM Inserm UMR1068, CNRS UMR7258, Aix Marseille University, France 

C. Poignard1

MONC
Modeling in ONCology

A. Boyera, DC Imbsa, R. El Cheikha, J. Ciccolinia, S. Benzekryb 

aSMARTc Unit, Inserm S_911, Marseille, France 
bMONC team, Inria, Bordeaux, France

Optimization of the timing 
of sequential administration of bevacizumab + 
cytotoxics in NSCLC by a mathematical model

Experimental data: in vitro analysis
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M0: E0 = 100, fixed

Emax = 1, fixed

(2 parameters)

Drug Parameters value StdErr

Free drugs KD 9.53 3.04 (31.9%)

� 0.49 0.07 (14.9%)

ANC KD 4.21 0.79 (18.7%)

� 0.57 0.06 (9.97%)

M1 : E0 = 100, fixed

Emax variable

(3 parameters)

Drug Parameters Value StdErr

Free drugs KD 6.85 9.23 (134%)

� 0.52 0.18 (33.6%)

Emax 0.94 0.25 (26.9%)

ANC KD 1.19 0.22 (18.5%)

� 0.98 0.15 (15.6%)

Emax 0.76 0.03 (4.08%)

Hill, A. The combinations of haemoglobin with oxygen and with carbon monoxide. Biochemistry

Journal. (1913) 6

Experimental setup

Breast cancer Therapies

I Docetaxel: cytotoxic drug

I Trastuzumab
1
: monoclonal

antibody

I ANC (encapsulated

docetaxel + trastuzumab

engrafted on surface)
2

Cell line Immunoprofile

SKBR3 Her2++

MDA-MB-453 Her2+

MDA-MB-231 Her2-

1Hv Exortobagyi, G. N. Trastuzumab in the Treatment of Breast Cancer. The New England

Journal of Medicine. 2005
2Rodallec et al. Development of a docetaxel-trastuzumab stealth immunoliposome in breast
cancer: characterization and in vivo proof of concept studies. Submitted
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CANCER CELL LINES
We consider breast cancer cell lines, with different levels of expression of 
the Her2 receptor.

TREATMENTS
• Free drugs: docetaxel + 

trastuzumab
• ANC: liposomes with 

encapsulated docetaxel and 
engrafted trastuzumab on the 
surface [1].

PRECLINICAL DATA
• In vitro: cell viability (2D assay).
• In vivo: tumor growth kinetics, biodistribution of liposomes (caliper, 

fluorescence and bioluminescence data).
• Ex vivo: drug penetration in the tumor tissue (MALDI imaging), vessels 

density in the tumor.

METHODS

consecutive weeks. Tumor growth was monitored twice a week by fluorescence imaging. Figure 3.1
shows the mean value of the fluorescence data measuring the tumor growth of each group. In this
Section we want to address the issue that fluorescence signal follows the same laws as the volume
data. Therefore, we focus on the control data.

Figure 3.1. Tumor growth of each group (mean values± standard errors): mice treated with ANC-1, with free
drugs, with empty liposomes and with liposomes plus free trastuzumab compared with the control mice.

This Section is organized as follows: in Section 3.1 we analyze the mean values of the data with
the nonlinear regression method; in Section 3.2 we apply the population approach to the data.

3.1 Nonlinear regression analysis

We first fit the data with the nonlinear regression method in order to preliminary analyze the
data. Moreover, we try to compute an initial condition that can be used in the context of the mixed
effects model.
In Section 3.1.1 we take the initial condition as the first available data point in the dataset; in Section
3.1.2 we recover the initial condition; in Section 3.1.3 we try to fit the data with a free initial condition;
finally in 3.1.4 we draw the conclusions of this Section.

3.1.1 First attempt: initial condition taken as the first available data point

Since the initial condition is not known, we first try to fit the data taking as initial condition the
mean value of the first observations (day 18). For the two compartmental model, we consider as
initial condition P (t = 18) = V (t = 18) and N (t = 18) = 0. We compare the different mathematical
models explained in Section 2.1.
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Mean trend of tumor growth relative to different 
treatment groups (MDA-MB-231 cell line).

• Nanoparticles  conjugated  with  cancer  cell  specific  antibodies  are  being 
developed in order to improve drug delivery to the tumor and to spare 
healthy tissues. These nanoparticles are called antibody-nanoconjugates 
(ANCs).

• The goal of this project is to develop mathematical and numerical tools to 
optimize the design of ANCs and to improve their biodistribution.

Nanoparticles distribution in the tumor tissue (MALDI image).

• Characterization of the biochemical behaviour of 
the nanoparticles: in vitro data fit to the Hill 
function and IC50 determination.

• Individual tumor growth prediction and treatment response: nonlinear 
mixed effects modeling and bayesian inference of in vivo data.

• Spatial computational model of nanoparticles transport in tumor tissue.

ANC structure, [Moghimi et al. (2012)]

FUTURE PERSPECTIVES

1.2.1 Bayesian regression modeling

Bayesian inference is a method of statistical inference in which Bayes’ theorem is used to update
the probability for a hypothesis as more evidence or information becomes available. It derives the
posterior probability as a consequence of a prior ditribution and of a likelihood function. Given a
model with parameter ✓ and new data y , the Bayes’ rule reads:

P(✓ |y ) = P(✓ )P(y |✓ )P(y ) , (1.5)

where:

• P(✓ |y ) is the posterior probability, i.e. the probability of the hypothesis ✓ given the observed
data y ;

• P(✓ ) is the prior distribution, i.e. the estimate of the probability of the hypothesis ✓ before the
data y are observed;

• P(y |✓ ) is the likelihood, i.e. the probability of seeing the data y as generated by a model with
parameter ✓ ;

• P(y ) is the evidence, i.e. the probability of the data as determined by summing or integrating
across all possible values of ✓ .
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Nonlinear mixed effects modeling:

✓ 1, ...,✓ N ⇠LN (µ✓ ,!✓ )

Bayesian prediction:

✓̂MAP = arg maxP(✓ |y ), P(✓ |y ) = P(✓ )P(y |✓ )P(y ) ,
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Nonlinear mixed effects modeling [2]:

Bayesian prediction:

• Pharmacokinetics  modeling  of  the 
biodistribution of nanoparticles in the 
tumor and in the body.

• Comparative  pharmacodynamics 
modeling of the in vivo drugs efficacy.

• Spatial  model  calibration  with 
experimental data.

PRELIMINARY RESULTS

Experimental data: in vitro analysis

Likelihood ratio test: H0: M0 fits better the data

H1: M1 fits better the data

Free drugs: M0 (2 parameters) p-value = 0.8082

ANC: M1 (3 parameters) p-value = 0.00001
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2 Prediction distribution

(a) logistic (b) gompertz_1dof

(c) gompertz_K (d) gompertz

(e) exponential (f ) exponential_linear

2

2 Prediction distribution
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IN VITRO DATA ANALYSIS

Best fit to the Hill function (data relative to MDA-MB-231).

TUMOR GROWTH AND BACKWARD PREDICTION OF THE INITIATION TIME

Nonlinear  mixed  effects  modelling  on  the  Gompertz 
model with the training set (33 individuals): prediction 
distribution. Data relative to MDA-MB-231.

• Classical  Hill  model  described 
well  the  effect  of  the 
nanoparticles on cell culture.

• ANC  had  equal  or  higher 
efficacy than free drugs 

QUALITATIVE RESULTS OF THE SPATIAL MATHEMATICAL MODEL OF 
NANOPARTICLES TRANSPORT IN TUMOR TISSUE

• Determinants  of  drug  transport  in  tumor  tissue:  vascular  transport, 
transvascular  transport,  interstitial  transport,  cellular  uptake  and 
metabolism [3].

t = 6h t = 12h t = 48h

OUTLINE
‣PK/PD modeling: dose regimen optimization.
‣Development of a computational model describing the transport of 
nanoparticles in tumors: ANC design.

Domain with mesh, simulation of the interstitial fluid pressure and velocity, respectively.

Simulation of drug concentration in the interstitium at three different times with continuous injection.

[1] Rodallec, A., Brunel, J.-M., Giacometti, S., Maccario, H., Correard, F., Mas, E., Ornetto, C., Savina, A., Bouquet, F., Lacarelle, B., Ciccolini, J., and Fanciullino, R. (2018). Docetaxel-trastuzumab stealth immunoliposome: development and in vitro proof 
of concept studies in breast cancer. Int J Nanomedicine, 13:1-15.
[2] Lavielle, M. (2014). Mixed effects models for the population approach: models, tasks, methods and tools. Chapman & Hall/CRC biostatistics series. Taylor & Francis, Boca Raton. 
[3] Jain, R. K. and Stylianopoulos, T. (2010). Delivering nanomedicine to solid tumors. Nat Rev Clin Oncol., 7(11):653–664. 
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Backward prediction of the initiation time of an individual of the test set without a priori (left) and with a priori (right) 
using the Gompertz model. Data relative to MDA-MB-231.
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Nonlinear mixed effects modeling:

✓ 1, ...,✓ N ⇠LN (µ✓ ,!✓ ).

Bayesian prediction:
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NO PRIOR exponential gompertz

|t1� t1,pred|, median 11 5.16
|t1� t1,pred|, std 16.3 21.3

PRIOR exponential gompertz

|t1� t1,pred|, median 2.57 1.9
|t1� t1,pred|, std 2.97 2.47
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Results on the test set (33 individuals, data fit on the 
last 3 tumor growth points). The Gompertz model with 
a priori information has higher prediction power.

Experimental
data

Biophysical 
model

•Maldi imaging of drug 
penetration 

• Cytotoxicity

ANC design
• Continuum mechanics 
• Tumor cells density 
• Interstitial fluid pressure 
• Porous medium 
• Spatial distribution of ANC 

concentration

parameters

predictions

• Size 
• Encapsulation rate 
• Antibody graft rate 
• Diffusion coefficients

@ ci

@ t
+r · (rci ui �Drci ) + JT (ci , cv , pi ) = 0 (1.6)
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