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Optimal control of grids and schemes for the

inertial gravity waves equation.

Laurent Debreu, Eugene Kazantsev ∗

Abstract

Variational data assimilation technique is applied to a simple bidi-

mensional wave equation that simulates propagation of internal grav-

ity waves in the ocean in order to control grids and numerical schemes.

Grid steps of the vertical grid, Brunt-Vaisala frequency and approx-

imation of the horizontal derivative were used as control parameters

either separately or in the joint control. Obtained results show that

optimized parameters may partially compensate errors committed by

numerical scheme due to insufficient grid resolution.

1 Introduction

Contemporary ocean general circulation models are usually discretized by
finite differences on a grid with rectangular cells. This discretization simpli-
fies the model and accelerates its integration. Most oceanic numerical models
use low-order space-time schemes to offer the best simplicity and efficiency.
Indeed, the robustness of the scheme allows us to refine the grid keeping the
computational cost constant. This possibility was considered as important
during long time because the lack of resolution was the principal source of
model errors.

However, advances in computer technique, ocean models are now capa-
ble to resolve finer and finer scales along both horizontal and vertical axes.
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The direct consequence of this achievement consists in including of addi-
tional physical processes into resolved model physics. Thus, significant part
of the internal gravity waves spectrum could be potentially represented by
actually employed computational grids. This implies the necessity to review
conventional numerical choices for the space-time integration of the model.
In particular, current low-order schemes and regular grids may be responsible
for dispersion errors and wrong energy transfers.

Conception of the grid and the choice of numerical scheme require, how-
ever, a special work in order to bring together somewhat contradictory needs
of computational simplicity and correct reproduction of physical processes.
This conception admits a certain freedom in choice of both schemes and grids.
Possibility to chose the approximation order ([4]), conventional or adaptive
grids [3], explicit or implicit schemes ([13]), finite elements ([2, 8]) of finite
volumes ([5]) approaches are discussed and analyzed in numerous papers.

An alternative approach discussed in this paper suppose to ask the model’s
opinion about ”optimal” discretization and scheme that will be able to com-
pensate error committed by limited resolution of the model grid. The word
”optimal” is used here in the sense of the variational control methods as
numerical scheme that realizes a minimum of the specially constructed cost
function.

In [10, 11], this approach has been applied to identification of lateral
boundary conditions in different configurations of NEMO ([12]). It has been
shown that extending the set of control variables beyond the initial value
control has certain advantages that help to bring the solution closer to ob-
servations not only during the assimilation stage, but also during the forecast.

In this paper, we intend to analyse the influence of numerical schemes and
grids on the model flow in a simple, academic configuration of two dimen-
sional equation that simulates internal gravity waves in a periodical domain
and to propose a way of optimization of the vertical grid and horizontal
derivative approximation by variational data assimilation technique. Inter-
nal waves propagate in the oceanic interior in the water of variable density.
Due to their important role in the global distribution of physical mixing and
mass transport, proper representation of internal wave dynamics in numerical
models is extremely important especially in modern high resolution models.

As well as in [10], tangent linear and adjoint codes, necessary for varia-
tional approach, have been obtained by the AD Tapenade described in [7].
Particular utility of automatic differentiation in the case of parameter opti-
mization is related to the fact that the derivative of the model with respect
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to internal parameters is two or three times longer (as well as in terms of
the development, the number lines of the code and the necessary CPU time)
than the derivative used to control the initial point of the model (see [9] for
details).

2 Model setup

In order to study numerical representation of inertial gravity waves we con-
sider a two-dimensional system proposed in [4]:

∂uq

∂t
+ g

∂pq
∂x

= 0,
∂pq
∂t

+
1

gλq

∂uq

∂x
= 0 (1)

where g is the gravity acceleration. Variables uq and pq are supposed to be
spectral coefficients in the decomposition by vertical modes Mq(z) which are
the eigenvectors of the Sturm-Liouville problem:
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with N(z) is the Brunt-Vaisala frequency that is assumed to be always pos-
itive.

Zonal velocity u(x, z, t) and pressure deviation from the hydrostatic bal-
ance p(x, z, t) can be calculated using coefficients uq and pq as

u(x, z, t) =
N−1∑

q=0

uq(x, t)Mq(z), p(x, z, t) = ρg
N−1∑

q=0

pq(x, t)Mq(z). (3)

The influence of the numerical representation on the solution has been
studied in [4]. Two principal consequences of finite dimensional discretisation
of the model (1),(2) consist in wrong eigenvalues λq due to numerical solution
of (2) and wrong approximation of the wave speed due to discrete horizontal
grid.

In this paper we apply variational methods in order to correct these errors
or reduce their influence on the solution. As usual, we define a set of parame-
ters that are allowed to vary during the procedure of the minimization of the
specially constructed cost function that is supposed to measure the quality
of the numerical scheme. The cost function represent the weighted norm of
difference between the model solutions on the high and low resolution grids.
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Among these parameters we shall focus on the discretization in x coor-
dinate of the system (1) and numerical solution of the equation (2) that is
used for the spectral transformation in z coordinate. In particular, we start
from the optimization of the vertical grid trying to bring the solution closer
to the reference one, obtained on the high resolution grid.

We consider Charney-Philips vertical grid (fig.1) introduced in [1]
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︸ ︷︷ ︸

dz1

︸ ︷︷ ︸

dz2

︸ ︷︷ ︸

dz3

︸ ︷︷ ︸

dznz−1

︸ ︷︷ ︸

dznz−2

︸ ︷︷ ︸

dznz−3

dzw
1

︷ ︸︸ ︷
dzw

2

︷ ︸︸ ︷
dzw

3

︷ ︸︸ ︷

dzw
nz−1

︷ ︸︸ ︷

dzw
nz−2

︷ ︸︸ ︷
dzw

nz

︷ ︸︸ ︷

Figure 1: Vertical grid and grid step notations.

Discretized equation (2) writes on this grid
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The total depth of the ocean is divided by nz intervals of equal length
dzw. We consider that eigenvectorsM are defined at the middle points of each
interval while their derivatives, that are related to the density and vertical
velocity, are determined at the intervals boarders. Boundary conditions are
prescribed at the boarders of the first and the last interval.

Numerical resolution of the system (4) approximates well eigenvectors but
underestimates eigenvalues. In particular simplified case, when the Brunt-
Vaisala frequency is constant, we can easily resolve the continuous problem
(2) and get:

λtheor
k =

(
π(k − 1)

N H

)2

, M theor
k = cos

(
π(k − 1)z

H

)

Comparison avec numerical solution of (4) shows that all eigen vectors are
approximated with the precision of the floating point arithmetics, but largest
eigenvalues of (4) have much lower values than corresponding theoretical
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ones. An example for the resolution nz = 51 is shown in fig.2A (two lower
lines corresponding to the constant N). One can see that the square root
of the largest numerically calculated eigenvalue is 1.5 times lower than its
theoretical estimates. So far, λ participates explicitly in the system (1) and

determinates the wave velocity of the mode Mq as cq = 1/
√

λq, we can
estimate the numerical error due to discretization in the vertical coordinate
z committed in the solution of (4)

δcq =

√
√
√
√
λtheor
k

λnum
k

(5)

In the more complex configuration, we consider a variable Brunt-Vaisala
frequency N which is defined by the hyperbolic profile

N = N(z) =
−2m/s

z − 200m
where − 4000m ≤ z ≤ 0. (6)

This formula allows N to vary from 5 × 10−4s−1 at the first node near the
bottom to 1× 10−2s−1 at the last node near the surface. In this case, eigen-
values can not be obtained theoretically and approximations of exact values
are calculated on the five times finer grid. First 51 of total 251 eigenvalues
are considered as the reference ones. The comparison of the reference and
numerically calculated eigenvalues on the coarse grid is also shown in fig.2A
(two upper lines corresponding to the variable N). As one can see in this
plot, the variable N slightly increases the reference eigenvalues and com-
pletely modifies the error committed on the coarse grid. The error changes
sign and the square root of the largest numerical eigenvalue becomes two
times bigger than the reference one.

In addition to the error induced by the vertical discretization, the wave
speed is also perturbed by finite resolution in x coordinate. If we substitute a
wave u = eiπ(ωt+kx) into the equation (1), we get the dispersion relationship:

ω/k = c = 1/
√

λq. However, if we apply a numerical scheme in order to
discretize this equation in x, we get another dispersion relationship. Thus,
if we use leap-frog scheme for the discretization in time and some central-
differences for derivatives in x

un+1
i,q − un−1

i,q

2τ
= −g

c1up
n
i−2,q + c2up

n
i−1,q + c3up

n
i,q + c4up

n
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h
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n
i+1,q + c4pu

n
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h
(7)

that realizes either second (with c = 0,−1, 1, 0) or fourth (with c = 1/24,
−27/24, 27/24,−1/24) order approximation of the derivative, we get approx-
imated dispersion relationships

ω2 =
arccos((4τ 2 cos(πkh) + λh2 − 4τ 2)/(λh2))

2πτ

ω4 =
1

2τ
−

arccos
54τ 2 cos(2πkh)− τ 2 cos(3πkh)− 783τ 2cos(πkh)− 144λh2 + 730τ 2

144λh2

2πτ

Corresponding wave velocities c = ω/k are shown in fig.2B for the resolution
nx = nz = 51 assuming that the eigenvalue λ is equal to one. We see that
both numerical approximations of the horizontal derivative underestimate
the wave velocity. Consequently, we can state that numerically calculated
eigenvalues λq in the case N = const increase the velocity cq when q increases
while the discretization in x results in a lower velocity with bigger k. This
fact ensures the existence of appropriate k and q for which errors in wave
velocity are compensated by each other.

However, the numerical wave velocity remains wrong for other combina-
tions of k and q and the wave becomes either too slow for big k and small q,
or too rapid for small k and big q. In the case of variable N , both numerical
errors slow the wave speed down and numerical errors committed in x and z
discretizations enhance each other.

In order to obtain an optimized wave speed for the particular compo-
sition of different waves determined by initial conditions, we shall solve a
variational problem trying to minimize a cost function that measures the
distance between a numerical solution and a presumably exact one.

We construct the cost function for the system (1) as

J =
nt∑

n=1

nz∑

k=1

nx∑

i=1

(

(un
i,k − ūn

i,k)
2 + (pni,k − p̄ni,k)

2
)

(8)

where ū is supposed to be the reference model solution, obtained on a much
finer grid. The sum is made in the physical space z rather than in over all
vertical modes q.
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Figure 2: Square roots of exact and caclulated eigenvalues (2) for cases with
constant and variable Brunt-Vaisala frequency N (A) and the numerical error
in the wave speed (B)

To search for a minimum of the cost function, we use its gradient with
respect to control parameters. Tangent and adjoint models necessary to
calculate the gradient, have been automatically generated by the Tapenade
software presented in [7]. This software analyses the source code of the
model and produces the codes of the tangent model and of its adjoint. The
minimization procedure used in all experiments below is based on the limited
memory quasi-Newton method [6].

We perform either a separate or a joint control of the discretizations in
both x and z directions. We consider the cost function (8) that is supposed
to depend on the set of parameters to be optimized. Among parameters in
this set we try to use the following

• grid steps in the vertical discretisation dzk, dz
w
k used in the Sturm-

Liouville problem (4),

• Brunt-Vaisala frequency Nk that is supposed to be known with a limited
accuracy and allowed to vary within these limits,

• coefficients c1, c2, c3, c4 in the approximation of the horizontal derivative
in (7),

7



• joint optimization of all parameters above.

We do not intend to optimize gravity acceleration g assuming it is known
exactly, nor parameters of time forwarding scheme.

The problem (7), (4) is considered in a square box of L = 500 km length
and H = 4 km depth with periodical boundary conditions in x and Neu-
mann conditions (see (2)) in z. The square is discretized with a regular
low-resolution grid that counts nx = 102, nz = 51 nodes. Time step is equal
to τ = 24 minutes.

Two kinds of starting points are considered: just two distinctive modes
in x and in z

u(x, z, 0) = 1.6× 10−5 cos(16πx/L) cos(2πz/H)

p(x, z, 0) = 4.2× 10−2 sin(6πx/L) cos(7πz/H) (9)

or a more complex composition of long waves:

u(x, z, 0) =
8∑

Kx=1

12∑

Kz=1

4× 10−3

√
KzKx

cos(2Kxπx/L) cos(Kzπz/H)

p(x, z, 0) =
8∑

Kx=1

12∑

Kz=1

0.5√
KzKx

sin(2Kxπx/L) cos(Kzπz/H) (10)

The first kind of initial conditions (9) ensures two separate frequencies
clearly visible on the energy evolution plot in fig.3. One of them, with period

L
√
λ7

3× 86400
= 5.3 days,

corresponds to the wave defined by initial conditions for p, the other one,
with period

L
√
λ2

8× 86400
= 0.57 days,

is determined by u(t = 0).
The second kind represents a sum of waves which length exceeds L/8 in

x and H/6 in z. These waves are weighted to ensure lower contribution of
shorter waves. This initial point provides a solution with numerous waves
moving with different wave velocities as shown in fig.4.

As the most complex configuration we consider the same sum of multiple
waves in the initial state accompanied by variable Brunt-Vaisala frequency
N which is defined by a hyperbolic profile (6).
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We don’t introduce short waves in the solution supposing that a model
with more realistic physics would dissipate these waves.

A
2 Modes: Energy.

Kinetic

Potent.

Energy x 10-6

time
0.00

0.50

1.00

1.50

2.00

2.50

3.00

3.50

4.00

4.50

5.00

5.50

0.00 5.00 10.00 15.00 20.00

B

Figure 3: Two modes: evolution of energy from the starting point (9) (A)
and the field of p(x, z, t = 20 days) (B)

The reference data ū, p̄ for the cost function (8) have been generated
by the same model on the 5 times finer grid nx = 502, nz = 255. These
dimensions of the fine grid ensure that for any node of the coarse grid there
exists a node on the fine grid at the same position. This allows us to avoid
interpolations and to calculate the cost function (8) performing the sum over
all nodes of the coarse grid taking ū, p̄ at the corresponding nodes of the fine
grid.

Assimilation window in chosen as 20 days, that corresponds approxi-
mately 4 periods of the wave, initiated by (9). In order to see the behavior of
the solution beyond the assimilation window, the cost function value calcu-
lated over 200 days period is also examined. This is particularly important
when the composition of waves prescribed in the initial conditions has a
longer period of the resulting wave than the assimilation window.

Several assimilation experiments are performed for the model with these
two kinds of initial points with different controlled parameters. Equally
spaced x and z grids with either second or fourth order approximation of
derivatives are considered as initial guess in all minimization experiments.
The cost function (8) value after 100 iterations is shown in the table 1.
Experiments with more iterations have been performed with no significant
improvement of results.
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Figure 4: Set of long waves: evolution of energy from the starting point (10)
(A) and the field of p(x, z, t = 20 days) (B)

One can see that in the conventional configuration, fourth order approx-
imation provides a solution that is slightly closer to the reference high res-
olution one. The principal source of the error lies in the difference of the
wave speeds, that’s why the fourth order approximation gives better results
on the 20 days interval: the second order scheme has already induced the sig-
nificant phase difference between the reference and approximated solutions
while the fourth order scheme succeeded to keep a small phase difference.
However, on the long time interval the phase difference becomes bigger that
gives comparable cost function values obtained with both schemes.

Optimization of the vertical grid (either grid steps or Brunt-Vaisala fre-
quency) improves the solution in the simple case of evolution of two modes.
The trajectory on the low-resolution grid becomes indistinguishable from the
reference one due to exact compensation of errors in the two wave speeds of
each mode. However, in a more complex case of multiple modes, partial com-
pensation of numerical errors is only possible on a short time interval within
the assimilation window. Out of the window, low resolution model with sec-
ond order approximation of the spatial derivative and optimized vertical grid
exhibits even bigger cost function value than on the conventional grid. Better
results can be obtained optimizing vertical grid with fourth order derivative
approximation. The cost function on the long interval is reduced, however,
8 times with respect to conventional grid.

Optimizing the coefficients of horizontal derivative discretization helps us
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Figure 5: Potential energy of the reference model, conventional and all-
optimized schemes in cases of the constant (A) and variable N (B).

to get the solution that exactly coincides with the reference one in the case
of propagation of two waves. In the case when multiple waves exist in the
initial conditions, the cost function is also reduced, but remains bigger than
with optimized vertical grid.

Better result is obtained in the joint optimization of both vertical grid
steps and derivative approximation. The cost function shows lowest values
as within the assimilation window and beyond the window.

Similar situation is observed in the case with variable N . Optimization
of the vertical grid provides lower cost function than optimization of the
horizontal derivative. The lowest value is also obtained in the joint control
of all parameters.
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Figure 6: Potential energy of the reference model, optimized vertical grid and
optimized coefficients cm schemes in cases of the constant (A) and variable
N (B).

Table 1. Cost function J (8) with conventional and optimized schemes.
Exp. Order Two Modes Set of Long Waves

J (20) J (200) J (20) J (200)
Conventional 2 1.85× 10−1 19.4 560.2 98 847
Opt. dz, dzw 2 5.43× 10−5 6.10× 10−4 161.1 114 287

Opt. N 2 4.45× 10−4 6.30× 10−3 164.0 115 591
Conventional 4 1.89× 10−2 16.7 54.86 42 099
Opt. dz, dzw 4 9.19× 10−7 9.31× 10−6 5.58 4 447

Opt. N 4 7.07× 10−5 1.58× 10−3 7.42 5 606
Opt. cm - 0 0 15.74 11 752

Opt. dz, dzw, N, cm - 0 0 3.40 2 453
Variable Brunt-Vaisala frequency N

Conventional 4 – – 478.4 70 754
Opt. dz, dzw 4 – – 23.1 29 759
Opt. cm - – – 376.9 60 172

Opt. dz, dzw, N, cm - – – 7.75 15 635
The influence of the optimization can be viewed on the potential energy

plot showed on fig.5. We plot the evolution during the last 10 days (between
190th and 200th days) for three model runs: the reference trajectory of
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the high resolution model, low resolution model with conventional vertical
grid and fourth order approximation of the horizontal derivatives and low-
resolution model with optimized both vertical grid, Brunt-Vaisala frequency
and derivatives.

In the case of the constant N , long waves approximated on the con-
ventional grid are a little faster than the reference ones (see fig.2B) due to
numerical error in eigenvalues which is not completely compensated by hor-
izontal derivative approximation. This results in the displacement to the
left of peaks of energy. Contrary to that, variable N ensures smaller nu-
merical wave velocity (eigenvalues λ are overestimated in this case) and the
peak of energy are moved to the right with respect to the high resolution
reference trajectory. One can see that for both constant and variable N
the variational method has succeeded to compensate the error in the wave
speed and all peaks of the potential energy coincide with the reference ones.
Unfortunately, variational control does not allow to compensate the error in
the peaks amplitude, that explains a non-null final cost function value in all
experiments.

We should note, that separate optimization of the vertical grid or coef-
ficients for the derivative in x does not allow to retrieve the reference wave
speed. This is illustrated in fig.6 where the potential energy for trajectories
on the optimized vertical grid and optimized coefficients cm schemes in cases
of the constant (A) and variable N are compared with the reference solution
during the same time interval as in fig.5. One can see, in the experiment
with constant N (fig.6A) even the optimized vertical grid shows the solution
with a little bit faster waves than the reference while the waves produced by
the model with optimized cm are too slow. In the experiment with variable
N (fig.6B), both optimizations result in lower wave speed with respect to the
reference one.

To illustrate the the evolution of two-dimensional fields we plot the p(x, z, t =
200 days) obtained in the most complex case with variable N in fig.7. Three
fields are compared: obtained by the reference high resolution model fig.7A,
by the optimized model on the coarse grid (B) and by the model on low
resolution conventional grid (C). One can see that spatial pattern of the op-
timized solution is quite close to the reference one, but the waves amplitude
is not sufficient to fit the solution on the fine grid. Low resolution model
without optimization exhibits both insufficient amplitude and wrong spatial
pattern.

Optimized coefficients of approximation of the horizontal derivative a
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A B C

Figure 7: Final (t=200 days) p field in simulations with variable N : reference
high resolution (A), low resolution with optimised parameters (B) and low
resolution with conventional scheme (C).

shown in the table 2. One can see that only a little modification with respect
to a conventional fourth order scheme is made by the optimization. All
coefficients sets approximate the derivative multiplied by some coefficient
rather than the derivative itself. Significant difference between optimized and
conventional coefficients is observed in cases of variable N and two modes
evolution.

To understand this phenomenon, we calculate the modifications of the
wave speed imposed by the optimized schemes and plot them in fig.8. Tak-
ing into account that the solution contains long waves only, we restrict the
plotting area by low wave-numbers.

One can see the principal influence of the optimization on the resulting
wave velocity. In the simplest case of two modes evolution, coefficients c
have undergone the strongest modification. This fact can be explained by
comparison of two figures: fig.8 and fig.2. The purpose of the optimization is
to compensate the wave speed error committed by numerical approximation
(4). Errors in just two eigenvalues λ2 and λ7 require a correction in this
case. It becomes to be possible: modified approximation of the horizontal
derivative reduces the wave speed at Kx = 3 to compensate an excessive
speed determined bu numerical λ7 and keeps the wave speed at Kx = 8
close to the exact speed because numerical λ2 is also close to the analytical
value. The consequence of that is the vanishing value of the cost function
with optimized approximation of the horizontal derivative.

When multiple long waves are presented in the initial point and N is con-
stant, optimization choose to slightly reduce the speed for all wave-numbers
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in order to compensate the error of numerically calculated eigenvalues. In
the case of variable Brunt-Vaisala frequency N , the error in the wave velocity
due to λ is more important for long waves (see fig.2B), that’s why the slowing
the waves down by the optimized derivative in x is more important also.

Table 2. Optimized coefficients cm in (7).
Conventional fourth order approximation
1.125 -1.125 -0.0417 0.0417

Two Modes, Optimized cm
cu 1.292 -1.292 -0.103 0.103
cp 1.110 -1.110 -0.037 0.037

Long waves, Const. N , Optimized cm
cu 1.110 -1.110 -0.038 0.038
cp 1.114 -1.114 -0.038 0.038
Long waves, Const.N , Optimized all param.
cu 1.102 -1.102 -0.038 0.038
cp 1.110 -1.110 -0.036 0.036
Long waves, Var. N , Optimized all param.
cu 1.059 -1.059 -0.033 0.033
cp 1.100 -1.100 -0.032 0.032

Results of optimization of the vertical grid are shown in fig.9. One can
see quite different modification of the grid steps. In the case of constant
frequency N , multiple nodes of the vertical grid are displaced to several
meters from their initial position. The nodes displacement reaches 14 meters
near the bottom and near the surface of the ocean where the grid become
coarser.

In the case of variable N , the grid steps are modified near the surface
only. The first grid cell of the w grid (see fig.1) double its initial length
displacing the second node deeper in the ocean while the node of the M grid
is moved toward the surface.

Control of the Brunt-Vaisala frequency gives a similar results. Resulting
cost function values are quite close after separate optimizations as grid steps
and N . Joint control of these two sets of parameters does not improve the
results. It is obvious because the increasing of parameters number does not
increase the number of controlled degrees of freedom. Optimizing one of
them or another one we control the same coefficients in the problem (4) and
get the same modification of the eigenvalue problem. Optimized frequency
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Figure 8: Wave velocities defined by conventional and optimized derivative
discretizations.

in experiments with simple control of N is not shown because it has the same
pattern as optimized grid steps.

It should be noted that joint or separate control of vertical grid steps and
the Brunt-Vaisala frequency results in a small modification of the eigenval-
ues themself. The control of parameters of the Sturm-Liouville problem (4)
influences principally on the eigenvectors and especially on the second half
of them corresponding to largest eigenvalues.

3 Conclusion

We have applied variational control methods to optimization of the vertical
grid and numerical scheme of the simple bidimensional wave equation that
simulates propagation of internal gravity waves in the ocean. Grid steps of
the vertical grid, Brunt-Vaisala frequency and approximation of the horizon-
tal derivative were used as controlled parameters either separately or in the
joint control. Obtained results show that optimized parameters may par-
tially compensate errors committed by numerical scheme due to insufficient
grid resolution.

Optimal vertical grid steps and coefficients in horizontal derivative ap-
proximation found in the variational control procedure allow us to get the
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Figure 9: Optimized grid steps of the vertical grid in experiments with the
constant (A) and variable N (B).

model solution that is rather close to the solution of the reference model.
The error in the wave velocity on the coarse grid is mostly compensated
in experiments with joint control of parameters while the error in the wave
amplitude occurs to be more difficult to correct.

Separate optimization of either horizontal or vertical parameters seems to
be less efficient. The wave speed can be corrected in simple cases when few
modes are present, but remains wrong in more complex cases with numerous
modes in the solution or variable frequency N .

We can note also the importance of using of high order schemes for dis-
cretization of spatial derivatives in the optimization experiments. As it is
shown in the table 1, if the horizontal derivative is approximated with the
second order, optimization of the vertical grid leads to bigger cost function
value on long time scales.

Optimization of the horizontal derivative gives us a numerical scheme
that does not approximate a derivative. In general, some coefficient appears
in front of the derivative to modify the wave velocity when it is necessary
to compensate its excess due to underestimated eigenvalues of the Sturm-
Liouville problem (2).

Analyzing optimal grid steps of the vertical grid, we can see that they
may be in a disagreement with requirements of other model physics. Thus,
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bigger grid steps near the bottom correspond in general to conventional grids
used in ocean circulation models because deep ocean currents are slow lam-
inar. However, coarser grid near the surface, obtained in the optimization
procedure, is in evident contradiction with the necessity to finely resolve the
surface boundary layer. Consequently, additional analysis of obtained opti-
mized parameters from the point of view of they agreement with the model
is necessary.
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