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In Wireless Sensor Networks (WSNs), each node typically transmits several control and data
packets in a contention fashion to the sink. In this work, we mathematically analyze and study
three unscheduled transmission schemes for control packets in a cluster-based architecture
named Fixed Scheme (FS), Adaptive by Estimation Scheme (AES) and Adaptive by Gamma
Scheme (AGS), in order to offer QoS guarantees in terms of system lifetime (related to energy
consumption) and reporting delay (related to cluster formation delay). In the literature, different
adaptive schemes have been proposed, and also there is research about the appropriate value
selection of the transmission probability for the cluster formation. However, it largely overlooked
the minimum and maximum values for the transmission probability that entails the best
performance. Based on the numerical results, we show that the threshold values are just as
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important in the system design as the actual value of the transmission probability in adaptive
schemes (AES and AGS), to achieve QoS guarantees.

Additional Key Words and Phrases: WSNs, Transmission, Model, QoS

1 INTRODUCTION

Wireless Sensor Networks (WSN) are a set of tiny and autonomous devices called nodes
enabled to sense environmental conditions in the area where they are deployed. Additionally,
WSNs also have at least one base station or sink node which collects the information
gathered by each node [9].

In its most basic form, sensor nodes are devices composed by a transceiver, a sensor, a
battery and a processing unit. Meanwhile, the sink node can be a specific device with
higher processing, memory and energy capabilities (either with high capacity batteries or
with no constraints at all when connected to an electric outlet or by renewable unlimited
sources like solar [12] or energy harvesting techniques [14]) or, sometimes, it can be a
regular node with higher energy capabilities.

Since the energy source of normal nodes is a standard battery, it is relevant to reduce
energy consumption as much as possible in order to prolong the lifetime of the network
[4], [6]. Indeed, system lifetime is a principal QoS parameter in the design of WSNs, which
is directly related to the energy consumption in the system.

On the other hand, cluster-based architectures have been proven to reduce energy
consumption by grouping neighbor nodes into a common cluster [3], [2], [10], and [16]. In
such schemes, a node acts as Cluster Head (CH) and the rest of the nodes in the cluster
become Cluster Members (CMs). Hence, CMs perform short-range transmissions to the
CH instead of long-range or multi-hop transmissions to the sink. That means that the
number of long-range transmissions reduces to only one per cluster.

We focus our study in clustered WSNs, where nodes have to transmit a short control
packet at the beginning of the cluster formation phase using a contention-based mechanism,
such as the NP/CSMA (Non-Persistent Carrier Sense Multiple Access) [1] while preferring
a collision-free scheme to transmit their data once that forming the clusters, such as a
TDMA (Time Division Multiple Access) [7] based scheme. The cluster formation phase
is highly energy consuming due to the fact that packets are prone to collide with other
control packets or in case that no node transmits, the channel can be sub-utilized. Both
events compromise the QoS guarantees of the system since collisions cause that nodes
must retransmit and sub-utilized channel affects the delay of packets. Later, in the steady
phase, nodes have a specific time assigned to transmitting data in a collision-free scheme,
such that they can reduce their transmission coverage to reach its CH, and by multi-hop
transmissions of short-range, that consumes less energy, reach the sink.
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Additionally, these processes of cluster formation phase and steady phase are performed
periodically at certain time in order to distribute the energy load among the nodes in the
network, this period is typically known as round.

As such, by reducing energy consumption in the cluster formation phase and reducing
cluster formation delay, the WSN can offer QoS guarantees in terms of system lifetime
and reporting delay. Note that during the cluster formation phase of each round, nodes
cannot convey their data to the sink, which entails that nodes have to store the sensed
data in a queue and wait until they are able to transmit such data in the steady phase, it
directly affects the reporting delay from nodes to sink.

Building on this, the use of adaptive mechanisms to adjust the transmission probability
in the cluster formation phase are widely used to reduce both energy consumption and
reporting delay [13], [8] and [5]. Such schemes are designed based on the fact that at the
beginning of the cluster formation phase, there are many nodes attempting a transmission,
which leads to select a low transmission probability to avoid collisions. Conversely, at the
end of this phase, a high transmission probability is preferred since there are just a few
nodes left attempting to transmit their control packet, thus reducing empty slots and
cluster formation delay.

In this regard, adaptive schemes convey the use of a maximum transmission probability
(the value used at the beginning of the cluster formation phase) and a minimum trans-
mission probability (at the end of such phase). Such schemes have been proposed and
study in previous works [15]. However, to the best of our knowledge, the selection and
performance evaluation of threshold values for the transmission probability has not been
studied in detail. In this work, we focus on the analysis of the impact of such threshold
values for QoS guarantees in WSNs. To this end, we mathematically study the average
energy consumption and average cluster formation delay and obtain numerical results to
provide clear guidelines for the selection of such values. We consider two adaptive schemes,
namely, Adaptive by Estimation Scheme (AES) and Adaptive by Gamma Scheme (AGS)
and prove that threshold transmission probability values have to be chosen carefully to
provide QoS guarantees. Additionally, we consider a Fixed Transmission scheme (FS) for
comparative purposes.

The rest of the paper is organized as follows: Section 2 presents the system model as
well as the main assumptions in this work. Then, in Section 3, the proposed mechanisms
are explained in detail. Section 4 describes the threshold selection for QoS guarantees for
these schemes. We finish this paper presenting relevant numerical results and conclusions.

2 SYSTEM MODEL

In this work, we assume that nodes are located uniformly in the network area and transmit
with enough power to be detected by each one of the network members independently of
its position.
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Table 1. Parameters

Parameter Value

Nodes in the network | N =5, 10, 20, 50, 100

Network size 100 sqr meters

Sample size 100000 networks of 100
nodes

Time of transmission |1 unit (1 time slot)

Energy consumption | 1 unit(50nJ/bit)
for Tx

Energy consumption | 1 unit(50nJ/bit)
for Rx

Once the nodes positioned, the number of nodes and their location do not change in the
time. We focus our study in the cluster formation process, similar to the LEACH protocol
[11] under a CSMA /NP scheme as the MAC protocol. In order to study the performance
of the schemes proposed in this work, we used the parameters shown in Table 1.

As LEACH considers rounds with cluster formation and steady-state phases, we assume
that the cluster formation process must perform periodically to distribute energy inside
the network, since CHs drain energy faster than CMs. Thus, rounds prevent early death
of a set of nodes (CHs).

We are using the First Order Radio Model described in [11] as the energy model with
the consumptions shown in Table 1. We consider an error-free and slotted in the time
channel, in each slot, only one node can successfully transmit its control packet.

3 ADAPTIVE TRANSMISSION SCHEMES

In this section, we describe the three mechanisms proposed to reduce the energy consump-
tion in the sending of control packets in a cluster-based WSNs similar to LEACH (Low
Energy Adaptive Clustering Hierarchy) [11]. We consider a slotted channel. As such, the
transmission of control packets is limited by a transmission probability at the beginning
of each slot.

Since nodes transmit in a contention scheme, collisions and idle slots are susceptible to
occur. This events are undesirable because, in the case of collision, it demands that nodes
have to retransmit their packets consuming extra energy and increasing the delay. While
idle slots, due to the lack of transmissions in a given slot, entails extra delay and also
extra energy consumption since nodes have to continuously listen to the channel during



Optimal Txs Thresholds for QoS Guarantees in WSNs = 5

the complete cluster formation phase to know when this phase concludes and thus when
the steady state phase is beginning for the data transmission procedure.

A node that has not successfully transmitted its control packet before transmits with
transmission probability T at the beginning of a time slot. However, if the amount of nodes
attempting to transmit is high, the value of 7 needs to be low, conversely, if the amount
of nodes attempting to transmit is low, the value of 7 could take higher values in order to
give the channel access to one node with information waiting to be sent and avoid idle
slots. Now, we describe the adaptive transmission schemes in detail.

3.1 Fixed Scheme (FS)

This is the simplest solution where in fact all nodes transmit in each time slot with a fixed
probability 7. This probability is the inverse of the total nodes inside the network, that
means 7 = %, where N is the total number of active nodes inside the network, (nodes
that compose the network).

We modeled the transmission of control packets by a one-dimensional transitory Markov
chain, where each state represents the number of nodes attempting to transmit. As such,
the chain starts at state N and the final state (absorbing state) is 0 which corresponds to
the case when all the nodes have successfully transmitted their control packets. In each
state, the system can reduce the number of nodes attempting to transmit if a successful
transmission occurs or it can remain in the same state if either a collision or an empty
slot occurs.

Thus, the valid states of this model are as follows: 0 < k < N, where k is the current
number of nodes attempting to transmit. Notice that k is a decreasing variable since
once a node sends its control packet successfully, it does not try further transmissions.
Therefore, we modeled the system as a stochastic process where nodes transmit their
control packets successfully with probability Py and with probability Py, the nodes do
not transmit a packet in a particular time slot.

To compute Ps, we noticed that this is the probability of fulfill the following sentence: At
state k a successful transmission occurs when only one of the remaining k& nodes transmits
with probability 7. Hence, this can be described by a binomial random variable as follows:

P, (k) = (’DT (-7t =kr@-—nt" (1)

On the other hand, a non-successful transmission occurs if:

e None node of the remaining k nodes attempts to transmit a control packet, or,

e Two or more nodes try to transmit in the same time slot causing a collision in the
channel. We assume that the transmission of at least two nodes is powerful enough
to be detected in the system.
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Observe that these events are the complement of a successful transmission case. Hence,
we can write the failure probability as:

Py (k) =1—Ps (k) (2)

Figure 1 shows the Markov chain that models this scheme, where with probability P; (k),
it goes to a new state by a successful transmission and with probability Py (k) the chain
remains in the same state k.

Fig. 1. Markov chain for control packets sending with fixed transmission probability

Although this strategy is simple, it has the disadvantage that it does not use an optimal
transmission probability for the whole cluster formation phase since the number of nodes
attempting to transmit is not constant along the cluster formation phase. At the beginning
of this phase, this strategy reduces the collisions since it is more probable that only one
of the N nodes tries to transmit, but at the cost of many empty slots at the end of the
cluster formation phase because the number of nodes attempting to transmit is, by much,
lower than in first slots and the probability of transmission does not change by the time.
To solve this problem, we present two adaptive schemes in the following subsections.

3.2 Adaptive by Estimation Scheme (AES)

In view the number of nodes attempting to transmit is not the same along the cluster
formation phase, we propose an adaptive scheme. Note that at the beginning of the cluster
formation phase, when all nodes in the system attempt to transmit their control packet,
the transmission probability should be low in order to reduce the number of collisions in
the shared channel. Conversely, when most of the nodes have successfully transmitted
their control packet, the transmission probability should be high in order to avoid empty
slots, taking advantage of the fact that packet collisions are uncommon.

As it is desirable that only one node transmits in each time slot, intuitively, the ideal
transmission probability is inversely proportional to the amount of nodes attempting to
transmit, then we denote this as 7, = %, where k" is the number of nodes with pending
transmission. Since in many cases, the actual number of remaining nodes cannot be known
due to interference, noise or shadowing, we propose the use of an estimation value. Thus,
in this scheme, the value of 7 is updated in each time slot such that as the estimated
number of nodes attempting to transmit decreases, the value of 7, increases. This implies
that when a successful transmission is detected, the system updates the value of 7,4,
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by reducing its value proportionally. Thus the value of 7, for future slots is computed
with the new estimation of & until it occurs a new successful transmission and the value
updates again.

Notice that now the value of nodes attempting to transmit has to be considered since it
directly impacts to the transmission probability of the nodes to the sending of control
packets. Although we are not using a specific method to estimate the number of nodes
pending to transmit, it is possible since nodes sense the channel along the cluster formation
phase, then they detect transmissions and estimate how many of them are pending to
transmit. To this, it is only necessary that nodes know the value of N or detect the
number of transmissions in previous rounds.

Based on those considerations, we developed a new model to describe the transmission
evolution of control packets of the nodes using this proposal of 7 adaptive.

Again, we modeled the transmission of the nodes in the network through a Markov
chain, but in this case, we chose a two-dimensional chain such that each state reflects
both the actual number of nodes attempting to transmit k£, and the estimated number
of nodes attempting to transmit &', it is to say, the state is (k, k). Notice that in an
ideal channel without noise, interference, and shadowing k& = £’ since all the intended
receivers successfully detect every transmission. However, in a more general case, where
some transmissions are not received, we have the case where k # k’. This chain starts
in the state (N, N) and finishes in the absorbing state (0, k"), which represents the case
where all nodes have successfully transmitted their control packet, even if the estimated
number of nodes is k' # 0. As we are considering a free-error channel, the absorbing state
0,0 represents the finish of the sending of control packets.

For this new model, we have the same two main events: successful transmission, and
the no successful transmission.

e Successful transmission: This happens when only one of the k£ active nodes transmits.
However, to compute the transmission probability, we use the estimated number of
nodes in the system and the actual number of nodes pending to transmit. As such,

this probability is:
, k 1 k—1
Py (ki ¥) = <k’> [1 - (/c/ﬂ )

Note that this probability is computed as (1) since the ratio % is the transmission
probability 7 but in this case is updated when a successful transmission occurs.

e No successful transmission: This event presents when there are no transmissions in
the slot, or when two or more nodes transmit in the same time slot causing a collision
in the channel. The probability of this even occurs is:

Py (k; k:’) =1- P, (k k’) (4)

In Figure 2 we show the aforementioned Markov chain.
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Fig. 2. Markov chain for the adaptive by estimation transmission probability scheme.

3.3 Adaptive by Gamma Scheme (AGS)

Another alternative for the selection of the transmission probability that we proposed
before is the Adaptive by Gamma Scheme which aims at selecting the value of the
transmission probability based on the outcome of the current slot. For this scheme, also
the use of threshold values has to be carefully selected to provide QoS guarantees regarding
system lifetime and reporting delay.

Especially, in the AGS scheme, nodes adjust their transmission probability in the
following manner:

e If an empty slot occurs (no nodes transmit in such slot), the transmission probability
is increased to prevent this from happening in the following slot. This event occurs
with probability FP;:

k
Pe (k) = (1 = 7qy) (5)

e If a slot is successful (a single transmission occurs in the current time slot), the
transmission probability remains unchanged. This event occurs with probability P.:

Py (k) = k7aq (1 — 7ag)" (6)

e If a collision occurs (two or more nodes transmit at the same time), the transmission
probability is decreased to limit transmissions in the following slot.This event occurs
with probability F,:

Pc(k:)zl_Ps_f)i (7>

We modeled this scheme with a two dimensional transitory Markov chain with the
number of nodes attempting to transmit k& and the current value of 7,4. At the beginning
of the cluster formation phase, k = N and 7,4 = % Each state is represented by k, 744
and the chain evolves to new states where k can remain unchanged or reduce, and the
transmission probability is updated by a factor of v, which increases or decreases at time
t according to the following cases:

e Successful transmission: We assume that the value of the transmission probability is
adequate and it remains unchanged. As such, the update is:

Tag (t) = Tag (t = 1) (8)
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e Empty slot: The transmission probability slightly increase by the same factor v as:
1
Tag (1) = - Tag (t—1) (9)

e Collision: The transmission probability is updated by a soft reduction by a factor of
7, thus the new value of 7,4 is computed as follows:

Tag (t) = VTag (t = 1) (10)

Where 0 < v < 1 and t corresponds to the slot which presents the event.
In Figure 3 we show the chain transitions at state (k,744), 0 <k < N.

Fig. 3. Arbitrary state of the Markov chain for the adaptive by Gamma scheme, where P, (k), P. (k),
and P; (k) are the empty slot, collision, and successful transmission probabilities respectively.

4 THRESHOLDS SELECTION

In the previous section, we presented two adaptive schemes for the transmission of control
packets in the cluster formation phase. Both schemes require a limit on the transmission
probability in order to guarantee QoS metrics due to when 7 is close to 1 or close to 0,
the performance of the system is considerably affected. In the case of AES we established
one threshold: 73,. In the case of AGS two thresholds are proposed: Tyaz, and Tiin
and one control variable: . These thresholds directly impact the performance in energy
consumption and delay by the cluster formation.

For example, in the scheme AES, for a system with N = 50 and 735, = 0.02, the cluster
formation delay and the energy consumption are 300 slots and 8210~%J respectively,
meanwhile for the same system with N = 50 but with 75, = 0.1 the cluster formation
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Value of T

Fig. 4. Effect in the delay by the value of 7.

delay and the energy consumption decay to 189 slots and 4.8210~%J respectively. The
AGS is more sensitive for the threshold values. For example, if we change the value of
for a system with N = 50, it is observable that for v = 0.1 the cluster formation delay
and the energy consumption are 226 slots and 5.72107%.J respectively meanwhile with
v = 0.95 we have 144 slots and 421074 respectively.

Figure 4 and Figure 5 show this behavior, the first one presents the delay in AES for
different values of 75, and the second one shows the delay for different values of v in AGS.

These figures and numerical results show that the thresholds need to be carefully selected
to offer QoS guarantees. For instance in AES, consider the case with 50 nodes in the
system, the minimum reporting delay is 150 slot approximately. As such, if the particular
application requires a cluster formation time of fewer than 200 slots, a threshold value
lower than 0.8 has to be selected. Otherwise, QoS in terms of average reporting delay
cannot be met.

Moreover, for instance, in AGS, newly consider the case of 50 nodes in the system, the
minimum reporting delay is 152 slot, approximately and this increases as the thresholds
vary. As such, if the particular application requires a cluster formation time of this 152
slots, the threshold values of 0.02 and higher than 0.5 for 7,4, and 7Ty,q. respectively has
to be selected. Now we describe this issue in detail for each adaptive scheme.

4.1 Thresholds of AES

Although this adaptive strategy aims at nodes performing a single transmission per
time slot, the main issue arrives at the end of the cluster formation phase. Specifically,
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Fig. 5. Effect in the delay by the value of 7,,;, and Tinaz.

for two remaining nodes attempting to transmit, the transmission probability is set at
Teaq = % which causes many collisions. As such, it cannot guarantee QoS regarding energy
consumption (system lifetime) and reporting delay (cluster formation delay). As such,
to guarantee QoS, we propose to use a threshold such that it limits the value of 7., and
reduces the access to the channel to avoid collisions. However, the value of threshold
cannot be the same for networks composed of a different number of nodes. Therefore, the
value of 7,4 is now computed as is described in the following equation:

1 .
_ )% if &> ny,
Tac { T ik < ngy, (11)

Where nyj, corresponds to the threshold number of nodes after which the transmission
probability does not decrease. This effectively posses a superior limit on the value of 7.
Then, the probability of a successful transmission is computed according to the number
of nodes estimated attempting to transmit and the threshold values are used to assure
QoS guarantees. Therefore Ps (k, k') is computed by the following equation:

EYI— (D) itk
pap ] B @] itk )
thh (]. - Tth)k_l if k S Tth

Notice that this threshold does not change the mathematical model for this scheme and,
it only establishes a rule of how the transmission probability is updated.
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4.2 Thresholds of AGS

In this scheme, the need to carefully select the values of transmission probability threshold
is relevant to provide QoS guarantees. The reason for this is as follows: First, in the
case of continuous collisions, due to the random nature of the communication protocol,
the value of 7,4 is decreased such that 7,4 ~ 0. In this case, the channel access defines
for many nodes in the network. Although this scheme effectively reduces collisions due
to its adaptive nature, it may not provide QoS guarantees. To this end, we propose
a minimum value, 7., for the transmission probability. In the case of an empty slot,
its value is increased by the v factor. On the other hand, if several idle slots occur,
again due to the random nature of the protocol, the value of 7,4 is rapidly increased.
This causes that 7,4 ~ 1, causing many collisions that hinder the system operation.
Hence, a maximum transmission probability threshold, 7,4z, is introduced to provide
QoS guarantees. Building the transmission probability is calculated as follows:

(%) Tag (t — 1) if a idle slot is presented
YTag (t — 1) if a collision is presented
Tag (t) = (13)
Tmazx it (%) Tag (t - 1) > Tmaz
Tmin if ’YTag (t - 1) S Tmin

Similarly, these thresholds do not change the analytical model and only impacts the
system performance for the updating of the transmission probability. In the following
section we present the results for the optimal thresholds computed experimentally for this
study.

5 NUMERICAL RESULTS

In this section, we evaluate the performance of the system in terms of average energy
consumption and average reporting delay for different system conditions. Additionally,
we provide clear guidelines for the selection of the transmission probability thresholds in
order to provide QoS guarantees in a cluster-based WSN.

First, we focus on the Adaptive by Estimation Scheme. Figure 6 shows the optimal
values of nyp, i.e., the values of ny, that entails the lowest energy consumption and cluster
formation delay. Recall that nodes cannot report data until clusters are properly formed.
Hence average cluster delay is also related to average reporting time. It can see that
as the number of nodes in the system increases, the value of the threshold increases.
This is because when N is high, collision probability is also high and transmissions
have to be further restricted. Based on this results, we provide a closed expression to
calculate the optimal value of this threshold based on the number of active nodes N as
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Fig. 6. Threshold of number of nodes attempting to transmit.

ngy, = round (O.OOOZN2 + 0.62N + 1.8). Figure 7 presents results for the optimal values of
the transmission probabilities for a different number of nodes. Again, this threshold can be
selected according to the following approximate expression: 7y, = 0.0001N2 —0.017N +0.74.
we calculated these expressions by a linear regression procedure where the solution for
the equations system that better adjust to a polynomial of second degree according to
the values of N and the results obtained in the experimental analysis.

Now, we study the Adaptive by Gamma Scheme. Figure 8 shows the optimum values for
the two thresholds for the transmission probabilities (lower and upper) and the optimum
value for ~. It can see that the lower and upper bounds are a decreasing function of
N. On the other hand, the higher the value of N the higher the optimum value of ~.
The reason for this behavior is that, when N is high, lower transmission probabilities
reduce collisions. Conversely, for low values of N, there is lower collision probability,
and the transmission probability can increase as seen by the higher thresholds. Another
significant result is that the adjustment on the transmission probability has to be higher
for high values of NV in order to achieve better performance. We have also found closed
expressions to calculate these thresholds and the value of v for a practical network as
follows: Tynin = 0.0001N2 —0.0072N +0.22 and Tpae = 0.85—0.0045N and ~v = 0.46N +0.7.

Now, the optimal performance, i.e., the lowest average energy consumption and reporting
delay achieved by selecting the optimal values of the lower and upper thresholds and ~,
are presented in Figure 9 and Figure 10 respectively. We can see that the adaptive schemes
improve over 40% of the energy consumption compared to the fixed scheme in systems
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with NV > 20 and the same reduction for the average cluster formation delay for N > 10.
Moreover, the AGS has better performance than the AES strategy for networks with
N > 20. Additionally, to provide QoS, the AGS scheme has the advantage of allowing a
fine tuning of the system performance by carefully selecting the value of v in combination
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with both upper and lower thresholds, while the AES scheme only allows for the selection
of Tth-

Although the incremental network lifetime is not explicitly given, clearly we can deduce
that as the energy consumption is reduced during the cluster formation process the network
lifetime increases. This work proves that the correct use of thresholds for the transmission
probability in systems with contending processes increases the system performance since
it reduces the energy consumption and packet delay.

Additionally, we are not using a standard metric unit in the delay results. This is because
we are studying the impact of the use of optimal thresholds and such metric can be found
readily scaling to the size of the slot that the users prefer. For example, if we adopt the
packet size of 2000 bits used by Heinzelman in [11] and a transmission rate of 24 Mbps
the slot size is about 83us while for a packet of 500 bits the slot size is about 20us.

%107

3.5

Energy consumption (J/bit)

0 20 40 60 80 100

Fig. 9. Energy consumption in control packets sending process

6 CONCLUSION

In this paper we study, analyze and evaluate the impact of the transmission probability
thresholds in adaptive schemes for QoS provision in WSNs. In the literature, the adaptive
schemes have been extensively studied, but the threshold values have been largely over-
looked. Numerical results show that a careful selection of the threshold values has to be
made in order to assure QoS levels that cannot be assured by the use of adaptive schemes
alone. Furthermore, the AGS strategy achieves lower average energy consumption (higher
lifetime) and average cluster formation delay (reporting delay) than the AES scheme, with
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the additional advantage of allowing a finer control on the system performance through
the value of . Finally, we have provided closed expressions for the optimum transmission
probability values to use in a practical system for future work.
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