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Abstract

We propose a deductive verification approach for proving functional correctness -
i.e., partial-correctness and invariance properties - on transition-system models,
and illustrate the approach by formally verifying a security hypervisor.
Regarding partial correctness, we generalise the recently introduced formal-
ism of Reachability Logic, currently used as a language-parametric logic for
programs, to transition systems. We propose a coinductive proof system for the
resulting logic, which can be seen as performing an infinite symbolic execution
of the transition-system model under verification. We embed the proof system
in the Coq proof assistant and formally prove its soundness and completeness.
The soundness result provides us with a Cog-certified Reachability-Logic
prover for transition-system models. The completeness result, although more
theoretical in nature, also has a practical value, as it suggests a proof strategy
that is able to deal with all valid formulas on a given transition system. More-
over, completeness enables us to add new sound inference rules to our proof
system “for free”, thereby making it more flexible and easier to use in practice.
The complete proof strategy reduces partial-correctness verification to invari-
ance verification; for the latter we propose an incremental technique for dealing
with the case-explosion problem that is known to affect it. All these combined
techniques were instrumental in enabling us to prove, within reasonable time and
effort limits, that the nontrivial algorithm implemented in a security hypervisor
that we designed in earlier work meets its expected functional requirements.

1. Introduction

Partial correctness and invariance are among the most important functional-
correctness properties of algorithmic programs. Partial correctness can be stated
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1 INTRODUCTION 2

as: on all terminating executions, a given relation holds between a program’s
initial and final states; and invariants are state predicates that hold in all states
reachable from a given set of initial states. Such properties have been formalised
in several logics and are at the heart of several program-verification tools.

In this paper we generalise the verification of partial-correctness and invari-
ance properties, from programs, to transition systems, thereby enabling the ver-
ification of such properties in earlier software-design stages (algorithms) rather
than in later ones (programs). The motivation is the well-known fact that the
longer it takes to uncover flaws in software, the more it costs to fix them.

How can one specify such functional-correctness properties on transition sys-
tems, and how can one verify them? One possibility to consider is that of Hoare
logics [1], specifically designed for dealing with partial correctness and invari-
ance. However, Hoare logics intrinsically require programs, as their deduction
rules focus on how instructions modify state predicates; and in this work we do
not target programs but more abstract models - transition systems.

One could also express the properties of interest in temporal logic [2] and
use a model checker for temporal-logic formulas on transition systems. How-
ever, model checkers are limited to (essentially) finite-state transition systems
(up to state abstractions), a limitation we want to avoid. Yet another option
would be to use the Temporal Logic of Actions (TLA) [3]: in order to prove
properties of infinite-state transition systems one uses Isabelle/TLA* [4], an
axiomatisation of the TLA’s proof system in the Isabelle proof assistant [5]. A
theoretical issue with this approach is that of soundness (does the proof system
only prove semantically valid formulas?), which is not answered positively in
their axiomatic setting. A more practical issue is that, to our best knowledge,
only invariants are implemented in Isabelle/TLA*: temporal properties, among
which the partial-correctness properties of interest to us, are not yet considered.

Contribution. We shall here use the Coq proof assistant [6], whose expres-
sive logic allows one to encode guest logics and their proof systems, and to
formally prove the soundness of the proof systems in question. We express
partial-correctness properties by generalising Reachability Logic (hereafter, RL)
to transition-system models. RL [7, 8, 9, 10, 11] is a language-parametric pro-
gram logic generalising Hoare logics. designed to loosen the syntactical de-
pendencies between Hoare logics and the programming languages they are built
upon. We propose a new proof system for RL in a transition-system setting. The
proof system is coinductive, and can be seen as performing an infinite symbolic
execution of the transition system under verification. Such infinite symbolic
executions are, in general, out of reach for automatic verifiers, but they pose no
special problems to interactive proof assistants equipped with coinduction.

We embed the proof system in Coq by taking advantage of Coq’s coinductive
features, and mechanise its soundness proof in Coq, thereby obtaining a Cog-
certified prover for validity of RL formulas on transition systems; that is, Coq
ensures that an RL formula deemed valid by our prover is truly so.

We also mechanise the completeness proof of our proof system, which, al-
though more theoretical in nature, also has a practical value: firstly, it suggests
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a strategy for applying the proof system that is able to deal with all RL formulas
that are valid on a given transition system; and secondly, it provides us with
a simple and sound mechanism for extending our (minimalistic) proof system
with new inference rules, thereby making the proof system easier to use.

The complete proof strategy reduces partial-correctness verification to invari-
ance verification; for the latter we improve on a standard invariant-strengthening
technique that amounts to strengthen a state predicate until it becomes stable
under the transition relation. The improvement is an incremental technique
that mitigates the case explosion problem, which is known to affect invariant
strengthening: an ever-increasing number of proof goals that need to be proved.

All these ingredients (sound and complete coinductive proof system, strategy
reducing partial correctness to invariance, incremental invariant strengthening)
were instrumental in enabling us to verify a nontrivial example with a reason-
able amount of time and effort. The example is a transition-system model of a
security hypervisor that we designed in earlier work [12]. The hypervisor alter-
nates between a simple static code analysis/instrumentation and dynamic code
execution after the analysis/instrumentation has deemed a given code section
secure. This algorithm is designed to minimise the execution-time overhead
induced by time-costly alternations between the analysis/instrumentation and
execution phases. We formally prove that the algorithm fulfill its expected
functional requirements: it hypervises all “dangerous” instructions in any given
piece of machine code, while not altering the semantics of the code in question.

Comparison with the conference version. The most important difference be-
tween the present work and the conference version [13] lies in the RL proof
system and the proofs of its soundness and completeness. In [13] we did not
use Coq’s coinduction (which we did not know well of at that time), but imple-
mented a “circular reasoning” in an inductive setting. The soundness proof of
the resulting circular proof system was quite complex, requiring a well-founded
induction on a lexicographic product of several well-founded relations, including
artefacts incorporated in the rules of the proof system just for the purpose of
soundness. As a result, the Coq formalisation of the results from [13] is more
heavy-weight - 1500 lines, compared to 500 lines for the formalisation of the new
results from this paper. Moreover, the soundness and completeness results are
cleaner in the new version - the old version proves several formulas at once, which
migrate between goals and hypotheses, and the soundness/completeness formu-
lations had to be adapted to accommodate that peculiarity. Overall, thanks to
Coq’s coinduction we obtain a leaner formalisation of a simpler proof system
with cleaner, easier to establish soundness/completeness proofs. Finally, in the
conference version, the incremental invariant-strengthening technique and the
reduction of RL formulas verification to invariants were only sketched. We here
provide complete and principled formalisations for them.

Related Work. We focus on what we believe is the most relevant related work,
regarding RL and its interactions with Coq and with coinduction. We also
briefly survey program verification in Coq and system-level formal verification.
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RL is a formalism designed for expressing the operational semantics of pro-
gramming languages and for specifying programs in the languages in question.
There are several versions of the logic, among which [10] that we here generalise
to transition systems. Languages whose operational semantics is specified in RL
include those defined in the K framework [14], e.g., Java and C. Once a language
is formally defined in this manner, partial-correctness properties of programs in
the language can be formally specified using RL formulas. Their verification is
then performed using proof systems (of which several versions exist), which are
sound, and complete relative to “oracles” performing certain auxiliary tasks.

The coinductive nature of RL proof systems is known; in particular, coin-
duction has been used for defining and proving (on paper) the soundness of RL
proof systems [15, 16]. To our best knowledge all existing RL proof systems
use a “circular reasoning” that allows them, under certain conditions ensuring
soundness, to “fold” infinite proofs into finite ones by re-using certain formulas
to be proved as hypotheses helping in the proofs. Our proof system uses the
circular reasoning provided by Coq’s coinduction mechanism; by contrast, all
other proof systems we know of (including the one presented in the conference
version [13] of this paper) implement their own circular reasoning mechanism.

Another feature that distinguishes us from existing works (with the only
notable exception of [17]) is that our approach is completely based on Coq’s
interactive theorem proving, whereas our colleagues sometimes prove the sound-
ness of their RL proof systems in Coq [10, 18], but afterwards leave the Coq
environment and implement their proof systems as automatic program verifiers.
Thus, verification in our case is less automatic, but it is more trustworthy.

Our work is perhaps closest to [17]. They develop a coinductive reasoning
framework in Coq and apply it to verifying RL formulas on programs in several
languages. However, unlike us, [17] do not use a proof system, but work directly
with the semantics of programming languages. This requires them to formulate
meta properties of their approach (soundness/completeness) in an ad-hoc way,
since they do not use one of the standard artefacts of logics - a proof system -
that give meaning to soundness and completeness as relations between proof and
validity. Moreover, we target transition-system models, whereas they (as well
as all related works presented in this paragraph except [13]) target programs.

Summarising, our approach is as far as we know the only one, among related
work regarding RL, which uses a proof assistant and its coinduction mechanisms
both for proving the soundness and completeness meta-properties of an RL proof
system and for applying the proof system to transition-system case studies.

Formal verification in Coq is a vast field; we here focus on program verifi-
cation. Major programming languages are targets of Coq formalisations. The
Krakatoa [19] toolset for Java, together with its counterpart Frama-C [20] for
C, are front-ends to the Why tool [21], which generates proof obligations to be
discharged in Coq (among other back-end provers). Another Coq framework,
dedicated to a low-level extensible programming language, is Bedrock [22]. The
already-cited approach [17] is, moreover, language-parametric: it takes as in-
put a Coq formalisation of a programming-language semantics, and produces a
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coinductive verification framework for the semantics of the language in question.

Our case study is a security hypervisor; we present some relate works in this
area and more generally in the area of system-level formal verification.

A hypervisor is for an operating system what an operating system is for a
process: it performs a wvirtualisation of the underlying hardware. Two kinds
of virtualisations can be distinguished: para-virtualisation and full virtualisa-
tion. Para-virtualisation prevents privileged operations (e.g., updating memory-
management data structures) to be directly executed by guest operating sys-
tems, by “diverting” them to calls to hypervisor primitives. Thus, para-virtuali-
sation modifies the source code of its guests: it can be viewed as a collabora-
tion between guest and hypervisor. The Xen [23] hypervisor is an example of
this category. By contrast, full virtualisation does not require a guest’s source
code to be modified; instead, guest operating systems trigger exceptions when
attempting to run privileged instructions, which are then handled by the hyper-
visor. VMWare [24], Qemu [25], and our comparatively simple hypervisor [12]
are examples of this category. Hypervisors implement nontrivial algorithms,
and formally verifying them is an active research field ([26, 28, 27], to name but
a few - an exhaustive list of references can be found in [29]). We only verify
our hypervisor’s algorithm, not its implementation; the counterpart is that our
verification effort is comparatively much smaller than existing ones. Beyond
hypervisors, full operating-system kernels have been verified [30, 31, 32].

The Coq development for our hypervisor example is about 2500 lines long,
in addition to 500 lines for the formalisation of the theory employed in the case
study. Most of the two man-months effort for the case study (in addition to
one man-month for formalising the theory) was spent proving on discovering and
proving invariants. Coq sources are available at http://project.inria.fr/rlase.

2. Transition Systems and State Predicates

In this section we introduce some basic ingredients of our approach - transi-
tion systems and state predicates - and show their representation in Coq.

A transition system is a pair (S, —) where S is a set of States and -< S x S
is the transition relation. One usually writes s — s’ instead of (s, s’) € —>.

A path is a finite or finite sequence 7 £ s —> .-+ > s, — -+ of states connected
by the transition relation. If the path is finite we require that its last state,
say, s, is final, i.e., there is no state s’ such that s — s'.

We assume a set S# of State predicates, which is used as a symbolic rep-
resentation of possibly infinite sets of states. The set S¥ of state predicates is
closed under conjunction (A), disjunction (v), and negation (). The fact that a
predicate p is satisfied by a state s is denoted ps. The predicates T (resp. 1) are
satisfied by all (resp. by none of) the states. For state predicates p,q, we write
p = q to denote the fact that for all states s, if ps then ¢ s. Finally, the symbolic

transition function %, S# - S# lifts the transition relation to state predicates,
and is defined such that for all s, (ﬁ(p)) s iff there exists s" such that ps’ and
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s’ — s. By slightly abusing the standard lambda notation for anonymous func-

tions, the state predicate ﬁ(p) is defined as ﬁ(p) 2 Xs.3s".(ps’) A8’ > s. Using
the same lambda notation we define final to be the predicate characterising final
states (those without —-successors): final £ As.Vs'=(s — s').

These notions naturally translate to Coq as follows!. States have an ar-
bitrary Coq type State. The transition relation is defined as a predicate on
pairs of states; in Coq this is written as trans: State — State — Prop,
where Prop is Coq’s predefined type for logical statements. Paths, which are
nonempty and possibly infinite sequence of states constrained by the transition
relation, require coinductive definitions, which we hereafter give in two steps:
we first define nonempty, possibly infinite sequences of states, and then add the
constraints induced by the transition relation. Here is the first definition:

CoInductive Seq:Type :=
| one:Vs:State, Seq
| add:State — Seq — Seq.

That is, Seq is a type, whose elements (called inhabitants in type-theoretic
settings) can be either or the form one s, for some state s, or of the form
add s tau, for some state s and recursively defined tau also of the type Seq.
The fact that the definition is coinductive, as indicated by the CoInductive
keyword, means that the sequences can be finite or infinite; finite sequences are
of the from add sy ( ...(one s,)...), that is, obtained by applying the add
constructor a finite number of times, followed by the one constructor. Infinite
sequences, on the other hand, are used by applying the add constructor an
infinite number of times, i.e., of the form add s¢o ( ...(add s, (...)...).

We now incorporate the constraints induced by the transition relation to
characterise the subset of sequences that represent paths. We first define the
head of a sequence, which always exists since sequences are nonempty, by using
the pattern-matching Coq construction over the above—defined sequences:

Definition head(tau:Seq) :State :=

match tau with

| one s = s

| add s - = s

end.

That is, the head of sequences of the form one s is s, and that of sequence of
the form add s _is also s. Here, _ denotes an anonymous, irrelevant term. We
can now coinductively define a predicate on sequences to characterise paths:

CoInductive isPath:Seq—Prop :=
| pathone:V s, final s — isPath (one s)
| path_add:Vs, trans s (head tau)—> isPath tau— isPath (add s tau).

1Coq code is shown in teletype font mixed with mathematical symbols (V, —, etc) for
better readability. Coq notions are introduced via examples.
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Thus, paths are finite or infinite sequences of states connected by the transition
relation trans, and, for finite paths, the last state has no trans successors.

We represent state predicates in Coq as inhabitants of the type SymState
:= State—Prop. Then, the conjunction, disjunction, negation, bottom, and
top operations and constants on state predicates are defined using, respectively,
Coq’s predefined symbols A, v, =, False, and True. Implication p = ¢ trans-
lates to Coq as imp(p q: SymState):Prop:= Vs, p s—q s. The symbolic
transition function —#, and the predicate final characterising final states, are
written using Coq’s anonymous-function construction fun: symTran(q:SymState)
:= fun s=3s’,q s’Atran s’ s, and final:=fun s=Vs’, —tran s s’.

3. Running Example

We now present our running example, which will serve throughout the paper
as illustration of our approach. In this section we specifically take advantage
of the example to show a definition of an infinite sequence (the type thereof
is defined in the previous section), to present the limitations of infinite-object
definitions in Coq, and to show a first simple coinductive proof, as a preparation
to more involved coinductive proofs in subsequent sections.

We consider a simple transition system that computes the sum of natural
numbers up to a natural-number m. It is graphically depicted in Fig. 1. Infor-
mally speaking, the transition system uses three natural-number variables: i, s
and m and has three control nodes lg, 1,2, with arrows connecting them. Each
arrow is possibly labelled by a condition (if absent, the condition is implicitly
true) and a set of assignments to the variables. If a variable has no assignment
on an arrow its value remains unchanged. After assigning ¢ and s to 0 on the
arrow from [y to [1, the consecutive values of the variable ¢ are accumulated
into the variable s by following the self-loop arrow from Iy to l;. This accu-
mulation can go on for ever; however, when ¢ = m, the transition system also
has the possibility to switch to lo. Hence, we have a nondeterministic transition
system, which has both infinite path (the one self-looping on [;, on which the
variables i and s grow beyond any bound), and finite paths (those that reach
lo, at which point the variable s has accumulated the sum of natural numbers
up to m). Simple as it is, this transition system is an infinite-state system, is
nondeterministic, and exhibits both infinite and finite paths.

To give it a formal meaning we encode it in Coq. We first define a type
Location with the constants 10, 11 and 12 and then define the type State
to be the Cartesian product Location*nat*nat*nat. Finally, the transition
relation tran is defined as an Inductive relation, where the init, loop and
stop constructors respectively model the left, middle, and right arrows in Fig. 1:

Inductive trans: State — State — Prop :=
|init: Vm s i,trans(10,m,s,i)(11,m,0,0)

[loop: Vm s i,trans(l1l,m,s,i)(11,m,s+i+1,i+1)
|stop: Vm s i,i=m—»trans(l1l,m,s,i) (12,m,s,i).
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Figure 1: Running example: sum up to m.

Inductive types are similar to coinductive ones, but their inhabitants are finite.
Since we now have a transition relation, let us now define some sequences over it
- the type Seq of sequences was defined earlier in this section. For example, the
infinite sequence starting with some values of m, s an 7 and infinitely looping on
constructor loop is defined as follows, using the CoFixpoint keyword:

CoFixpoint infLoop(m s i:nat):Seq:=add(1l1l,m,s,i)(infLoop m (s+i+1) (i+1))

Here, infLoop can be seen as recursive function that never terminates; its exe-
cutions are indeed infinite. Such functions are actually called co-recursive.

Restrictions for co-recursive functions in Cogq. In order to be accepted by Coq,
co-recursive functions have to satisfy a guardedness condition: every recursive
call must be the direct argument of a constructor, and the constructor in ques-
tion may only be nested within other constructors, or case-analysis (match)
expressions, or of anonymous function (fun) calls [33]. This requirement is suf-
ficient to ensure that co-recursive definitions actually define a unique object [34].
For example, the co-recursive function infLoop above does satisfy the guarded-
ness condition: the recursive call is the direct argument of the constructor add of
the function’s type Seq, and the constructor is not nested in other expressions.

A first coinductive proof. The guardedness condition must also be satisfied by
Coq coinductive proofs, specifically, by proof objects that constitute Coq proofs.
We illustrate this on a very simple example - a proof script of a few lines, which
can be shown and explained in full. In forthcoming, more involved proofs, we
will not be showing Coq scripts - they would be too complex to understand,
hence we shall revert to “usual” mathematical notations - but we shall refer to
the guardedness condition to ensure that conductive proofs are well-formed.

Lemma infLoop-isPath:V m s i, isPath(infLoop m s i).
Proof.

cofix CIH.

intros m s 1i.

rewrite inflLoop_unfold.

apply path_add.

* apply loop.

* apply CIH.

Qed.
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The lemma to be proved states that, for all natural numbers m, s, and i, the
term infLoop m s i, of type Seq, satisfies the isPath coinductively-defined
predicate shown in the previous section. The proof script for this lemma is
enclosed between the keywords Proof and Qed. Let us go through the proof:

e the first line invokes the cofix tactic, which merely copies the statement
to be proved into a co-induction hypothesis here called CIH; thus, after
cofix, what is to be proved is that the lemma’s statement implies itself. Of
course, the co-inductive hypothesis cannot be used in any way, otherwise,
Coq would be able to prove any statement, which would make it unsound.
The hypothesis CIH will be used later, in a sound, guarded context.

e the second line, intros m s i, is a formal logical transformation: it re-
places the universally quantified variables in the lemma’s statement by
fresh constants. After it, m, s, and i are assumed in the hypotheses, and
the goal to be proved remains unquantified: isPath(infloop m s 1i).

e the third line, rewrite infLoop_unfold, replaces infLoopms i by its defi-
nition; the goal becomes isPath(add(11,m,s,i)(infLoopm(s+i+1)(i+1))).

e the fourth line, apply path_add, uses the path_add constructor of isPath;
it reduces the current goal to the two conditions under which it can hold:

— there is a transition between (11,m,s,i) and (11,m,s+i+1,i+1),
the head of infLoop m (s+i+1) (i+1).This is proved by apply loop,
where loop is the second constructor of the transition relation trans;

— and, moreover, the goal isPath(infLoop m s i) holds again. It
is now safe to apply the coinductive hypothesis CIH created at the
beginning of the proof, since the present goal has been directly ob-
tained by applying the path_add constructor of isPath, and nothing
else; in other words, the current goal is guarded by that constructor.
Applying CIH completes the proof of this goal and of the lemma.

For simple transition-system models such as the one presented in this section it
may be possible to state and prove functional properties directly in an ad-hoc
manner using coinduction. However, in order to be scalable an approach needs
to be systematic. Such an approach is proposed in the following sections.

4. Reachability Logic on Transition Systems

We define in this section the syntax and semantics of RL on transition sys-
tems. We use the definitions introduced in Section 2. We assume a fixed transi-
tion system S = (5, —), and denote by Paths(S) the set of its paths. Remember
that paths are nonempty, finite or infinite sequences of states connected by the
transition relation —, and that last states of finite paths are final, i.e., without
—-successors. For a path 7, head(7) denotes the first state in the sequence 7.
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if Ts
T~T
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Figure 2: Leads-to relation ~.

Definition 1 (Path Leads To Symbolic State). A path 7 leads to a sym-
bolic state r whenever (1,7) €~, where ~C Paths(S) x S# is the largest relation
satisfying the inference rules in Figure 2. We write T ~ 1 instead of (7,1) €~.

This definition says that 7 ~ r holds whenever s satisfies r (i.e., rs) and 7
is the singleton state s (rule [One]); or 7 is of the form s - 7/, i.e., it is not a
singleton, its head is s, and s satisfies r (rule [Now]); or when 7 has the form
s = 7', and (recursively) 7/ ~ r (rule [Later]). The definition is coinductive as it
characterises the largest relation satisfying these rules. Informally, 7 ~ r holds
whenever 7 is finite and some state on 7 satisfies r, or when 7 is infinite.

The syntax and semantics of RL on transition systems are defined next:

Definition 2 (RL: Syntax and Semantics). An RL formula is a pair [=0r
with I,7 € S#. We let lhs(l=0r) 2 1, rhs(I=0r) = r. A formula f is walid,
denoted by Sk f, if for all 7 € Paths(S), if lhs(f) head () then 7 ~ rhs(f).

Validity of an RL formula {=<r means that all paths 7 that “start” in the for-
mula’s left-hand side (i.e., satisfies I, or [ head (7)) must “lead to” the formula’s
right hand side (7 ~ 7). Thus, for all finite paths 7 starting in [, some state on 7
satisfying r is reached; for the infinite paths starting in ! validity poses no con-
straints. We use Linear Temporal Logic (LTL) notations because, semantically,
RL formulas are very much like LTL formulas interpreted on finite paths [35].

Example 1. For the transition system in Figure 1, consider the RL formula
(I=1g)=C=lans=mx(m+1)/2). This formula specifies that, on all finite
paths starting in lg, the sum of natural numbers up to the natural-number m
18 computed in the variable s; i.e., it specifies functional correctness for this
simple system. Note that finite paths are those ending in lo. Thus, the given RL
formula expresses the functional correctness of this simple transition system.

We now present a proof system for the validity in RL. Remember from Sec-
tion 2 that final is the state predicate characterising the final states (without
—-successor). For example, in the transition system in Figure 1, final = (I = l3).

Remember also the symbolic transition function, denoted L S# - S#.
The proof system has only one rule (cf. Figure 3). It coinductively defines a
relation +— between transition systems S and formulas [=Cr on S.
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# o .
- l ! 7

[Stp] % if L= {"vr),l'Afinal = 1

Figure 3: Coinductive Proof System for RL.

The unique rule of the proof system [Stp] says that, in order to prove
S + =07, one has to come up with a state predicate I’ which is an overap-
proximation of the “difference” between [ and r seen as sets of states - which
is written in logical terms as [ = I’ v r. Moreover, I’ should “contain” no final

states. Then, proving S + [=Cr reduces to proving S + (ﬁ(l’))=><>r.

Conceptually, a proof of S + [=r can be seen as an infinite symbolic exe-
cution starting from the state predicate [ and attempting to reach r. At each
step, one only needs to process the “difference” between [ and r, since it is
only from that difference that r has not yet been reached. We allow actually
over-approximations [’ of that difference, perform a symbolic step from ', and
continue from there on ad infinitum since the proof system is coinductive.

We note that coinductiveness is here an essential feature; a finite, inductive
interpretation of the proof system in Figure 3 is not able to prove anything since
it just keeps postponing a conclusion forever. This is why in other frameworks
(including the conference version of this paper) various “circular reasoning”
mechanisms that emulate coinduction have been implemented.

Example 2. We prove the following formula on the transition system in Fig. 1:
f2=l)=0l=larns=mx(m+1)/2).
LetZT=2(=1ly)v(l=lirs=ix(i+1)/2), and let L, R denote the left and

right-hand sides of f. It can be proved that the three following implications hold:

1. L= (ZVvR)
2. A final = 1

3. %7) = (ZVR).
Using these implications we obtain a coinductive proof of f £ L=CR as follows:
e We apply [Stp] with I' being Z. The first two implications above allow this.

We are left with S = T=CR to prove, which we coinductively assume as a
hypothesis. (In Coq this would correspond to applying the cofiz tactic).

e We apply [Stp] once more, with I again being Z. The last two implications
above allow this. We are left with proving the same goal S - T=CR.

e Since we only applied [Stp] - the unique, recursive constructor of our proof
system it is now safe to use the coinductive hypothesis (in Coq terminology,
the current goal is guarded). This concludes the proof of S v I=CR.
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The coinductive proof has been illustrated on an example, but it actually gives a
strategy for proving any formula L=< R for which a state predicate Z satisfying
implications (1-3) above can be found. We shall use this observation for actually
proving formulas and for establishing the completeness of our proof system.

Soundness. Soundness says that any proved formula is valid:
Theorem 1 (Soundness). For all RL formulas f, if S+ f then S = f.

Proof. Let f = 1="r. By Definition 2, S & f iff for all 7 € Paths(S), if [ head(7)
then 7 ~ r. Hence, we reformulate the theorem’s statement as

(1) For all l,r € S#, for all T € Paths(S), S + 1=0r and Lhead(T) imply T ~ 7.

We will be using () as a coinduction hypothesis when it is safe to do so.
Consider then any 1,7 € S# and 7 € Paths(S) such that S - [=0r and [ head (7);
we need to prove 7 ~ r. From S + [=Gr we obtain that there is I’ € S# such
that I = (I’ vr) and I’ A final = 1L (i.e., I’ is not satisfied by any final state) and

S+ (ﬁ(l’)):><>r. We now reason by case analysis on the path 7.

e If 7 is a singleton state s: from [ head(7) we obtain [ s, and from [ = (I'vr)
we obtain I’ s or rs. Now, 7 £ s is a finite path, hence, its last state (also s)
is final, hence, I s is not possible (as we determined above, I’ is not satisfied
by any final state). Thus, rs. But, by the rule [One] (cf. Figure 2 and
Definition 1), this implies 7 ~ r, which proves this case.

e if 7 has the form s — 7/, there are two subcases:

— r s holds. In this case the conclusion 7 ~ r immediately follows from
the rule [Now] (cf. Figure 2), which settles this case.

— —r s holds. In this case, the rule [Later] (cf. again Figure 2), which
s a constructor of ~, reduces what we have to prove : 7 ~ r, to
7" ~ 7. Since up to this point we only applied case analyses and
a constructor of ~, it is safe to use the coinductive hypothesis (}),

applied to 7—%(l’),r € S* and 7' € Paths(S), in order to prove 7/ ~ r.
We have to check that the hypotheses for applying (1) do hold:

* we have established above that S + (ﬁ(l')):><>7“ holds;

* hence, we only have to prove that (ﬁ(l’)) (head(7")) holds. By

definition of ﬁ, (ﬁ(l’))(head(T’)) holds iff there exists s’ such
that I’s’ and s’ - head(7"). And such an s’ does exist: it is
s. Indeed, in the current subcase, 7 has the form s — 7/, and
s = head(7") follows from the fact that 7 and 7' are paths; and
earlier in the proof we assumed [ head(7), i.e., I s, which, using
I = (I"vr) and —-r s from the current subcase, gives us I’ s. This
settles the last subcase; the proof by coinduction is complete.
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Completeness. Soundness is essential but is still only half of the story, because
a proof system that proves nothing is (vacuously) sound. We still need to
demonstrate the ability of our system to actually prove something. This has
two aspects: a theoretical one, called completeness, which says that all valid
formulas can be proved; and a practical one: effectively applying the proof
system on examples. We deal with the completeness aspect in the rest of this
section, and illustrate its practical applications in forthcoming sections.

We first formulate a lemma whose proof, which reproduces word for word
the one shown in Example 2, gives a generic strategy for proving RL formulas.

Lemma 1 (Strategy). Let f = I=Or be any RL formula. If there is T € S*
such thatl = (Zvr), TA final = 1, and ﬁ(I) =(Zvr), then S+ f.

Theorem 2 (Completeness). For all RL formulas f, S & f implies S+ f.

Proof. Let f £ [=Cr. We find a state predicate Z that, in the case f is valid,
satisfies the three implications from Lemma 1 and implies S + f. Let us define

Z = Xs.-rs AYT € Paths(S). s = head(T) — 7~

That is, Z is satisfied by states that do not satisfy r, but such that all paths
starting in s lead to r. We prove that Z is appropriate for establishing S + f:

1. I = (Zvr): let s be an arbitrarily chosen state such that [ s; we have to
prove that (Z v r)s holds. If rs the proof is done. Thus, assume -7 s,
and consider any path 7 such that s = head(7). From s and s = head(7)
and S E [=0r it follows, by Definition 2, that 7 ~ r, and by the above
definition of Z we have Z s: the first implication is proved.

2. Z A final = 1: let s be an arbitrarily chosen state such that Z s; we prove
that final s is impossible. By the above definition of Z, -rs. Consider an
arbitrary path 7 such that s = head(7); again, by definition of Z, 7 ~ 7.
Now, the only way 7 ~ r can hold when —rs holds is (cf rule [Later] in
Figure 2) when 7 = s — 7’ for some path 7’. Hence, s is not final, thus no
state satisfies Z A final, and our second implication is also proved.

3. ﬁ(I) = (Zvr): let ¢ be a state such that (ﬁ(I)) s's we have to prove

(Z v r)s'. By the definition of the symbolic transition function ﬁ, there
exists s such that s - s’ and Z s. By the definition of Z, -7 s and for each
T € Paths(S) such that s = head(7), 7 ~ r. There are two subcases:
o if rs’ then (Zvr)s’, and our implication is proved;
e if =rs’: consider any path 7’ such that s’ = head(7"). Then, the path
T 25— s - 7 is such that s = head(7), and, per the above, 7 ~ r.
We also have —r s, and then the only way 7 ~ r may hold is via the
rule [Later] in Figure 2. Thus, 7" ~ r. Summarising, in the case
-rs', we get that any path 7/ such that s’ = head(7') satisfies 7/ ~ r.
Hence, Z s’ by the definition of Z, and therefore also (Zvr) s’, which
completes the proof of the third implication and of the theorem.
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Discussion. Hence, Lemma 1 gives a general way for proving any RL formula,
provided that a state predicate Z can be found, which satisfies three implica-
tions. The proof of the completeness theorem above builds on that result and
constructs such a predicate for all valid formulas. Looking more closely at the
proof of the completeness theorem one can notice that we used powerful tools to
define the predicate Z, including coinduction, and that, implicitly, completeness
is relative to the possibility of proving implications between such quite expres-
sive state predicates. In other words, completeness is a strong claim, but it relies
on strong assumptions. The assumptions would be unrealistic in an automatic
verification setting because of general undecidability results, but here we are in
an interactive proof assistant where undecidability is not really an issue.

Adding rules to the proof system. The soundness of our proof system together
with Lemma 1 above provides us with one way to establish that RL formulas
are valid. Of course, proving validity in this manner is not the only way. The
general way amounts to using our proof system together with coinduction.

However, using the proof system is somewhat unpractical: its unique rule
[Stp] does “everything at once” (choosing an overapproximation !’ of the dif-
ference between [ and r, performing a symbolic step from the result, and coin-
ductively invoking itself), which, in practice, may be hard to achieve. One may
also want smaller, easier-to-use proof steps: for example, a rule for plain logi-
cal simplifications (or a strengthening) of a proof goal; or a rule for “splitting”
disjunctions; or, a transitivity rule, which also splits one formula into two.

Thanks to soundness and completeness we can include any result about
validity as a new inference rule. For example, Lemma 2 below gives three such
results; they translate to three new, sound inference rules for our proof system
(cf Figure 4), which just replace £ with + in the statements of the lemma.

SHIU'=0r
S+ I=0r
S+ ll=><>7" S+ l2=><>’l“
Sk (livig)=0r
SHI=>m SEm=0r
S+ I=0r

[Str] if l=1

[Spl]

[Tra]

Figure 4: Auxiliary Rules for Proof System.

We note that the new rules are not direct, “syntactical” consequence of the
proof system’s unique rule [Stp]. This is most obvious in the case of the rules
[Spl] and [Tra], each of which reduce one proof goal to two goals; the rule [Stp]
does not have any way of its own for doing this. Hence, the new rules do intro-
duce new information in the proof system, thanks to the equivalence between
+ and F that they exploit (even though, in absolute terms, no expressiveness is
added, because + is already complete for i, cf. the completeness theorem).

We also note that directly including the new rules in a coinductive proof
system would result in unsoundness; in such a proof system, e.g., the rule [Str]
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could prove any formula, by infinitely reducing S + = to itself. Thus, the new
proof rules should only be applied finitely many times, for the purpose of proof
simplifications; only the original rule [Stp] can be applied with coinduction.

Lemma 2 (Some Properties of Validity). The following three results hold:

o for all 1,I',r, 1 = 1" and S & l'=Cr implies S & =0T
o for allly,la,r, SEL=0r and S E la=0r implies S E (11 v 1)=0T;
o for alll,m,r, S E1=Cm and § E m=0r implies S = 1=0r.

Proof. By definition, S £ = iff for all 7 € Paths(S), L head () implies 7 ~ 7.

For the first item: we note that paths 7 satisfying [ head(7) are also such
that I’ head (), and the conclusion 7 ~ r results from S & I'=0r.

For the second item: paths 7 satisfying (I; Vv l2) head(7) are such that
Iy head(7) or Iy head(7); T ~ r results from the hypothesis S = [;=Cr (i =1,2).

For the third item, we first note that 7 ~ r iff either 7 is infinite, or 7 is
finite and there is a state s on 7 such that rs. Consider then any path 7 such
that [ head(7). If 7 is infinite, then our conclusion 7 ~ r follows. If 7 is finite,
then from S E [=Cm we obtain 7 ~ m; specifically, since 7 is finite, there is a
state s on 7 such that ms. Consider then the suffix 7/ of 7 starting at s. From
S £ m=r we obtain 7/ ~ r, and since the path 7’ is also finite, there is a state
s" on 7’ such that rs’, which, since 7 is finite, implies our conclusion 7~ r. O

5. Invariants and (Incremental) Invariant Strengthening

This section focuses on a systematic approach for proving invariants. We
first show how proving RL formulas essentially reduces to proving that certain
strong-enough predicates are initialised and stable under the transition relation
of the transition system under verification. Such predicates are, in particular,
invariants. We then present the systematic technique of invariant strengthening,
which amounts to strengthening a predicate that is not stable by including into it
new predicates that, at least, “postpone” the instability, and, at best, removes
it altogether. We also present a refinement of this technique - incremental
invariant strengthening, which mitigates the case-explosion problem that affects
(plain) invariant strengthening. All these techniques were used in the security
hypervisor case study, whose verification is described in the next section.

We start with a reformulation of Lemma 1, more convenient to use hereafter:

Lemma 3. Let f 2 =01 be any RL formula. If there is J € S such that
l=J, ﬁ(J)=>J, and J A final = 7, then S & =7,

Proof. We first note that the symbolic transition function %, S# - 8% is

fe s # #oo
monotonous : ¢ = ¢’ implies >(q) = >(¢’).
We then prove that (1) J = ((J A-final) vr). Indeed, consider any state s
such that J s. If —final s then (J A =final) s, otherwise, final s and then (J A
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final) s, which implies 7 s thanks to the hypothesis J A final = r. Thus, for any
state s, J s implies ((J A —final) v 1) s, and the statement () is proved.
Let Z= J A =final. We prove that Z satisfies the implications in Lemma 1.

e[l = (Zvr): we have | = J from the hypotheses, and using (1), J =
((J An=final) vr), we obtain, [ = ((J A~final) vr), which is exactly Zvr.

e T A final = 1: results directly from the definition Z = J A —final above.

o 2(T) = (Tvr): we have 5(Z) = (T A~final); (T A~final) = (5(7))

by monotonicity, i£>(\7) = J by hypothesis, 7 = ((J A=final) vr) by (1),
and the latter is exactly Z v r. The implications in Lemma 1 are proved.

We can now apply Lemma 1 and obtain S + [=<r, and soundness (Theorem 1)
ensures S E [=Or: the lemma is proved. O

Lemma 3 thus indeed reduces the proof of S = [=<r to discovering a strong-
enough predicate J (i.e., such that J A final = r), which is initialised in [ (i.e.,

Il = J) and stable under the transition relation (i.e., iT'i(j) =J).

Predicates that are initialised and stable are, in particular, invariants, which
per the above constitute useful auxiliary properties for proving partial correct-
ness; moreover, they often express relevant functional properties by themselves.
(This is the case for the hypervisor case study, discussed in the next section.)

Definition 3 (Reachable States and Invariant From State Predicate).
Consider a transition system S = (S,—). Given a state predicate l, the set of
states reachable from [ is the smallest set of states R € S such that s implies
s€ R and for all s,s', if s€e R and s - s’ then s’ € R. A state predicate v is an
invariant from [ if for all s€ R, rs. When this is the case we write S |= [=0Or.

We call invariance formulas over a transition system S = (.S, —) the pairs of the
form I=0Or with I,r € S#. Like for RL formulas we here use LTL notations.

Lemma 4 (Initialised and Stable State Predicate is Invariant). If a

state predicate J satisfies | = J and ﬁ(]) = J then S = l=0J.

Proof. We prove by induction on the definition of the set R of states reachable
from [ that for all s, if s € R, J s. In the base case, we have [ s and therefore
J s thanks to the implication [ = J. For the inductive state, we have to prove
that for all s,s’, if 7s and s - s’ then Js'. Now, Js and s - s’ implies,
using the definition of the transition function % S# that 7—%(‘7) s'. Since
7—#i(j ) = J we obtain Js’, which proves the inductive step and the lemma. O

Lemma 4 is the basis of the method called invariant strengthening for proving

invariants. (To our best knowledge, this method is formal-methods folklore.)
The goal is to prove S I= [ =0Or for some state predicates [,7. One first verifies

I = r (easy) and then one proceeds with attempting to prove ﬁ(r) =r. In
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case of success, by Lemma 4, S |= [ =0Or has been proved and the process stops.
Usually, however, this does not work from the first attempt: r is not strong
enough. It is thus strengthened by taking the conjunction with a predicate 1,
provided by the user, who encodes the reason why r failed to be preserved by
some transitions, into a state predicate®. After verifying the easy part [ = 71

one attempts to prove ﬁ(r/\rl) = (rAry). In case of success, rAry is initialised
in [ and stable; by Lemma 4, S I= 1 =0(r Ar1) , and by Definition 3, for every
state s reachable from I, (r Ar1) s and, in particular, r s, meaning S I= [ =0Or.

If, however, ﬁ(r Ar1) = (r Arq) cannot be proved, the user examines again
the reason for this stability failure and encodes this reason in a predicate 7o,
then attempts to prove that r Arq A rs is initialised in [ and stable.

The process is, of course, not guaranteed to terminate, but it does terminate
whenever the user, having gained insight and inspiration during the process,
eventually produces an initialised and stable predicate r A ry A --1,.

This plain invariant-strengthening method has one important drawback: the
state predicate r A7y A -+, grows at each invariant-strengthening step.

We therefore propose, as a substitute, incremental invariant-strengthening,
which does not suffer from this problem. It is based on the following notion.

Definition 4 (Conditionally Stable Predicate). A state predicate r is con-

ditionally stable with respect to a state predicate r1 if (r1 A 7—‘7E>(r)) =7

Conditional stability is easier to prove than stability thanks to hypothesis r;.
Incremental invariant-strengthening starts just like plain invariant strength-

ening - proving | = r and attempting to prove ﬁ(r) = r. But, at the first
incremental-strengthening step, the user does not attempt to prove that r A ry
is stable; rather, one proves that r is conditionally stable with respect to 1 and
then one attempts to prove that ry is an invariant from I, by recursively using
incremental invariant-strengthening. Hence, at each step m, the user has one
predicate r, to process instead of a conjunction r A ry A -1, of n predicates as
in plain invariant-strengthening. This makes a lot of difference in practice.

We now formally define incremental invariant-strengthening as a proof sys-
tem. We define the relation I- between transition systems S and invariance
formulas | =0Or to be the smallest relation defined by the proof system in Fig-
ure. 5. The thus-defined incremental invariant-strengthening process is sound:

Theorem 3 (Soundness for Incremental Invariant Strengthening).
If S+ I=0r then S I [=0Or.

Proof. For the rules [End] and [Cnt] as shown in Figure 5, we say that [End] is
applied with parameters | and r when [ and r are the state predicates occurring

2Thus, invariant strengthening is not automatic; it is, however, systematic: it includes the
user in a feedback loop, providing information about previous stability failures, which the user
has to encode into a state predicate; here, insight and inspiration are essential for success.
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[End] if L=, 7—%(r) =>r

Sl =0r

S IF =o'

. # ’
Srisor if l=>r,(>(rAr))=r

[Cnt]
Figure 5: Proof System for the =0 Relation.

in the rule’s instance. Similarly, we say that [Cnt] is applied parameters I, r,
and r’ when [, r, and 7’ are the state predicates occurring in the rule’s instance.

We first define the partial function A : S# — S# by induction on the definition
of the proof of S I+ [=0r as follows:

e for applications of [End] with parameters [ and r, Ar = r;

e for applications of [Cnt] with parameters [, r, and r', Ar =7 A (Ar').
Then, we prove by induction on the proof of S I+ I=0r that [ = (Ar), (Ar) =r
and (ﬁ(/\r)) = r (in particular, Ar is initialised in [ and stable):

e for the base case, i.e., the proof consists in one application of [End] with
parameters [ and r: the three implications to prove result from Ar = r and
from the conditions | = r and (ﬁ(r)) = r for applying [End];

e for the inductive step, i.e., an application of [Cnt] with parameters I, r, r’
followed by a proof of S I+ I=0r": we have Ar = rA(Ar’) and the inductive
hypotheses are 1 = (Ar'), (Ar') = 1", (5(Ar)) = (Ar):

— the first implication { = (Ar) results from I = (Ar'), Ar 2 r A (Ar'),
and the condition [ = r for applying the [Cnt] rule;

— the second implication Ar = r results from defining Ar = r A (Ar'):

— the third implication (ﬁ(/\r)) = r is obtained as follows. We have
ﬁ(r AAF)) = (ﬁ(r A ")) by monotonicity and using the inductive

hypothesis Ar’ = r’. Moreover, (ﬁ(r/\r')) = r from the condition for
applying [Cnt]. By transitivity, ﬁ(r/\(/\r’)) =r,le, (ﬁ(/\r)) = r by
the definition of Ar, which settles the third implication and completes
the proof by induction.

Finally, from the above-established | = (Ar) and (ﬁ( Ar)) = r we obtain by
Lemma 4 that Ar is an invariant from [, i.e., by Definition 3, for each state s
reachable from [, (Ar)s. But we also established (Ar) = r, hence, for each
state s reachable from [, r s holds. By Definition 3, r is an invariant from [. O

A natural question that arises is whether infinite, i.e. coinductive incremen-
tal invariant-strengthening adds any expressiveness to the finite, inductive one
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defined above. (We noted that that was the case for the proof system for RL
formulas.) The answer is here negative: the finite version is already complete.

Theorem 4 (Completeness for Incremental Invariant Strengthening).
If S = l=0r then S I+ l=0Or.

Proof. We first formalise the set of states R reachable from [ (encountered in

Definition 3) as a state predicate. Let R = As. [ 5 s, where 5 is the smallest
subset of S# x S defined by the rules

[Init] —— if Is
>
[Trans] [>s if s—>5
X s

In Definition 3, invariants from [ can be equivalently defined as state predicates
r satisfying R = r. We first note that ﬁ(R) = R: assume any state s’ such
that (ﬁ(R)) s', then by definition of the state transition function %5t S#,
there is a state s such that R s and s — s’. From the definition of R we obtain
I 5 s and using the rule [Trans], [ > s', i.e., Rs": hence, 7—k’i(R) = R is proved.
We also note that [ = R holds: indeed, for any state s, if [ s then, using
[Init], I % s, which implies R s by definition of R. Hence, [ = R is also proved.
Consider now any state predicate r that is invariant from [. We construct
the following proof of S I | =0Or using the proof system represented in Figure 5:

e apply [Cnt] with parameters [, » any R: the rule can indeed be applied,
since, per the above, [ = R and R = r, hence, the first condition [ = r

holds, and the second condition((ﬁ(RA r))) = r holds because ((ﬁ(’R A
r))) = ﬁ(R) (monotonicity), ﬁ(R) = R (proved above) and R = r;

e apply [End] with parameters [ and R: the rule can indeed be applied, since
its conditions I = R and ﬁ(R) = R have been established above.

Thus, from S IE [ =0r we established S I+ [ =0Or, which concludes the proof. O

Like for the RL proof system, the completeness and soundness of the proof
system for invariance allows us to add new proof rules. For example, one such
proof rule reduces S Il =0(ry A7) to S I-1 =0r; and S I+ 1 =0Ors. This rule
is sound because the corresponding implication with = instead of I+ holds: i.e.,
Sl =0r; and S IE | =0ry imply S I | =0(r; A rg); which holds since it
amounts to proving R => 71 and R = ro imply R = (r1 Arg) with R defined as
in the proof of Theorem 4. The predicate R also enables us to prove:

Theorem 5 (Reducing Reachability to Invariance). S & I=0r whenever
there exists a state predicate H such that S =1 =0H and (H A final) = r.



6 HYPERVISOR MODEL CASE STUDY 20

Proof. From | =0OH we obtain R = H, with R defined as in the proof of

Theorem 4. In that proof we also showed | = R and f£>(R) = R. Since
(H A final) = r, we also obtain (R A final) = r by monotonicity of implication.
Hence, using Lemma 3 with J := R we obtain the desired conclusion S k& [=Cr.
O

We use Coq implementations of the thus-defined incremental invariant-streng-
thening technique, and of the above-established reduction of reachability to in-
variance, for proving the functional correctness of our hypervisor case study.

6. Hypervisor Model Case Study

6.1. General Description

We now describe our verification example: a security hypervisor for machine
code. The main idea is that the supervisor “scans” machine-code instructions
before letting them be executed by a processor in kernel mode. Running arbi-
trary instructions in kernel mode is considered to be a security risk.

Most instructions are normal, i.e., the processor can safely execute them
in kernel mode. These typically include arithmetical and logical operations on
user-reserved registers. Other instructions are special: they present a security
risk when executed in kernel mode, such as for example instructions that access
memory-management data structures. Before an instruction is executed, the
hypervisor determines by analysing its opcode whether it is normal or special.
If the instruction is normal then the hypervisor passes on the instruction to
the processor for execution. However, if the instruction is special, the hyper-
visor takes appropriate actions such as emulating the instruction in a safe and
controlled way, or, in extreme cases, blocking any further code execution.

The main functional correctness properties of the hypervisor are that (i) all
instructions passed on to the processor are safe to be executed in kernel mode and
(ii) the hypervised code’s semantics is not altered. That is, the hypervisor does all
what it is supposed to do, but not more. A crucial non-functional property of the
hypervisor, which guided its current design, is that hypervision should slow down
code execution as little as possible. This excludes, for example, machine-code
emulation of normal instructions by the supervisor, since the emulation is several
magnitude-orders slower than hardware execution in a processor. (However,
some special instructions, which are considerably fewer, can/must be emulated
in order to avoid security risks.) Another unrealistic design is to hypervise and
execute instructions one by one: indeed, the alternation between hypervision
and execution is a major source of execution-time overhead, because it involves
costly operations of saving/restoring software images of the processor’s state.

Thus, in order to avoid being too slow, the hypervisor must deal with as
many instructions as possible before letting them be executed by the processor.

A general graphical depiction of the hypervisor is shown in Figure 6. The
locations correspond to several modes in which the hypervisor (plus the hyper-
vised system) may be. In hyper mode the hypervisor scans instructions. If an
instruction is normal the hypervisor accepts it and goes on to supervise the next
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LN

Figure 6: General structure of hypervisor.

instruction, which in most cases is just the actual next-in-sequence instruction.
Except, of course, for jump instructions, which typically branch at different
addresses than that of the next-in-sequence one. Since the hypervisor only em-
ulates a small subset of the instructions in the code, it has, in general, no way
of knowing which is the next instruction that it should scan after a jump.

The idea is then to use the processor execution in a controlled way in or-
der to find out the missing information. The hypervised code is altered: the
problematic jump instruction is replaced by a so-called t¢rap instruction, and
the current sequence of hypervised instructions is “flushed” to the processor for
execution. In our state machine in Figure 6 this amounts to switching from
the hyper to the proc mode. When the inserted trap instruction is reached at
execution time, a software image of the processor state is generated, through
which the hypervisor “knows” where to continue hypervision after the jump.

It can thus go back to hyper mode after having restoring the jump instruction
in order to avoid leaving alterations in the code, and proceed with hypervision.

The same mechanism is used when a special instruction is encountered by
the hypervisor: it is replaced by a trap instruction, the system goes to proc
mode for executing the current list of hypervised instructions, and when trap
is executed, appropriate action is taken by the hypervisor: execution is either
blocked (corresponding to the blocked mode in Figure 6), or the special instruc-
tion is safely emulated and the system switches back to hyper mode, after having
restored the special instruction in place of the trap to avoid code alteration.

As already stated previously these “switches” from code hypervision to code
execution generate much execution overhead. The mode-switches generated by
special instructions cannot be avoided, otherwise, the hypervisor may violate
its functional-correctness requirements. Switches that can be avoided are only
among the ones generated by (normal) jump instructions.
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The idea for this is to save in the hypervisor’s state the list of instructions
already hypervised in the current hypervision phase. In case a jump instruction is
encountered, which branches to an instruction in this list, then there is no need
to use the above-mentioned trap-execution mechanism. Specifically, if the jump
instruction is conditional and only one of the two addresses it may go to is in the
already-hypervised instruction list, then hypervision can safely continue from
the other address since a second hypervision of a ”safe” instruction sequence is
useless. Moreover, if both addresses a jump instruction may go to are in the
current list, then, the need for further hypervision is eliminated altogether, since
the code execution will “loop” among instructions already hypervised and known
to be “safe”. In our state-machine representation this amounts to switching to
the free mode. The same thing happens for unconditional jumps that go to
an instruction in the already-hypervised instruction list. Only in the remaining
cases (all jumps go outside the list in question) is mode switching via trap-and-
execution required for discovering the next instruction to hypervise.

This optimisation is not arbitrary, as it deals well with standard compilation
of while-loops into machine code. The first time a loop body is encountered it
needs, of course, to be hypervised; but when the conditional jump of the loop’s
compiled code is encountered a second time, the hypervisor need not use a trap-
and-execution mechanism to “solve” the condition: all instructions in the loop
body have already been hypervised, thus, the processor will be able to safely
execute them; hence, hypervision just continues after the loop body.

Our hypervisor model has one last mode: error, which corresponds to, for
example, binary code that corresponds to no known machine instruction.

6.2. Coq Model of the Hypervisor

The transition-system model of the hypervisor has the general structure of
the state machine shown in Figure 6. In addition to the mode state-variable,
which ranges over the values hyper, proc, free, block, and error, there are
eight other state variables that constitute the State type. Thus, the type State
is a Cartesian product of nine components, in addition to mode:

e hi: points to the current instruction to be analysed;

e lo: points to the current instruction to be executed;

e oldlo: the previous version of lo (if any);

e i: memorises the instruction that was replaced by a trap;
e code: the piece of code being hypervised;

e seen: collects instructions in current hypervision phase;

e P: the part of the processor’s internal state relevant to the control flow of
the current code being hypervised;

e len: counts how many instructions were executed.

Before we show in a forthcoming paragraph the Coq encoding of the transition
relation we describe some additional artefacts.
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Instructions and their execution. It is here useless to encode in Coq all machine-
code instructions. In our model we only need to distinguish between normal,
special, trap, and halt instructions. In Coq this is encoded as a type Ins having
one value norm n (resp. spec n, resp- trap n) for each natural number n, and
one value halt. The latter instruction represents the end of the current code
execution. The effect of all other instructions is modelled by an abstractly
axiomatised function (technically, a Coq parameter) having the signature

effect : option Ins — procState — procState

That is, effect takes: a value of type option Ins (which is either Some i,
i.e., an instruction of type Ins, or the constant None®), and a value of type
procState (i.e., the part of the processor’s internal state that is relevant to the
control flow of the current code being hypervised); and the function produces a
new processor state, of type procState. The actual definition of this function
is not written in Coq, since we do not model the semantics of machine-code
instructions. Rather, some of its properties are axiomatised. For example, it
is stated that the effect of an instruction replaced (at code analysis/instrumen-
tation time) by a corresponding trap instruction is the same as that of the
trap instruction in question. This is used for proving the requirement that the
hypervisor does not alter the semantics of the code that it hypervises.

Static versus dynamic control flow. By static control flow of a piece of code we
mean the (typically, incomplete) control-flow information that is known without
executing the code. The instructions that jump at constant addresses (or do
not jump at all) have such a statically-determined control flow; by contrast, the
control flow for instructions that jump at addresses that dynamically depends on
procState (e.g., on register values) is not determined statically but dynamically.

The static control flow is used during hypervision phases since, for efficiency
reasons, the hypervisor only emulates a small fraction of the executed code; the
dynamic control flow is, naturally, used during code-execution phases.

For static control flow we use a type Next consisting of values none, one
n, and two n m for natural numbers n and m, which encodes the three possible
cases of an instruction having none, one, or two statically known successors.

The static control flow itself is modelled by a parameter function:

nxt : list Ins — nat — Next
that, given a list of instructions and a natural-number position, returns the next
statically-known address(es) of the next instruction(s) for the instruction at the
given position in the given list. Naturally, it is axiomatically specified that, if
the given position exceeds the given list length, none is returned.

The dynamic control flow is also modelled by a parameter:

findNext:1list Ins—nat—procState — option nat

that, given a list of instructions, a natural-number position, and the processor’s
state, returns the address of the next dynamically known instruction (if any) for

30ption types will also be used by other artefacts of our Coq model.
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the instruction at the given position in the given list. Naturally, relationships
between static and dynamic control have to be axiomatically assumed: i.e., if the
static control flow is known for a given instruction then the static and dynamic
control for the instruction in question have to coincide.

Code instrumentation. When the hypervisor encounters a special instruction, or
a normal instruction for which it cannot statically determine which instruction
comes next (e.g., a conditional jump instruction depending on register values), or
the halt instruction, it saves the problematic instruction in its state and replaces
it with a trap, which has the effect of branching execution in the hypervisor,
which takes appropriate action (e.g., safely emulating a special instruction).

In our Coq model code instrumentation is modelled by a function changeIns,
which is quite simple, thus we do not show it here. What’s more important is
that, for modelling and verification purposes only, we adopt the following con-
vention: halt is replaced by trap(0); and the instructions of the form norm(n),
resp. spec(n) are replaced with trap(2*n+2), resp. trap(2+n+1). This gives
us a bijective correspondence between the instructions that are replaced and
the instructions that replace them, allowing us to axiomatically specify that,
e.g., the global effect of emulating a special instruction is the same as that of
executing the instruction in hardware (which is essential for proving that the
hypervisor does not alter the code’s semantics). What is important here is the
bijective correspondence; the way we achieve it is a matter of modelling.

Transition relation. The transition relation trans:State—State—Prop is de-
fined using the Inductive keyword, just like the one shown in Section 2 but
significantly more complex. To illustrate it we show the following transition,
which corresponds to: the currently analysed instruction is normal, the next
instruction is statically known and was not seen in current analysis. Then, the
hypervisor moves to the next statically-known instruction. Here, the predicate
In tests the presence of an element in a list, : : constructs lists, and nth returns
the nth element of a list (or None if the element does not exist).

Vk lo hi oldlo i code pos seen P len, nth codehi=Some(norm k)—»nxt codehi
(one pos)— —In pos(hi::seen)— trans(hyper,lo,hi,oldlo,i,code,seen,P,len)
(hyper,lo,pos,oldlo,i,code, (hi::seen),P,len)

There are 17 such similarly-defined transitions; we do not list them all here.

6.3. Coq Proof of Hypervisor’s Functional Correctness

The functional correctness of the hypervisor is expressed as two Coq theo-
rems. The first theorem states an invariance property, saying that, at all times,
the hypervisor does not let special (i.e., potentially dangerous) instructions be
executed by the processor. The second theorem states a partial-correctness
property: when the hypervised code’s execution ends, its global effect on the
processor’s state is the same as as that of the same code running un-hypervised.
The first property must hold at all times, since special instructions may occur
at any time; by contrast, the second property needs only to hold at the end:
indeed, while a special instruction is being emulated, the property may not hold.
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All special instructions are hypervised. For this invariance property we define
the set of initial states of the system: the initial mode is hyper (since code
must first be hypervised before being run), the hypervisor’s and processor’s
instruction pointers hi resp. lo are set to zero (by convention, the address of
the first instruction in the code), etc. We also implement the general Definition 3
of valid invariance from a given state predicate init.

Our invariance property is then stated as the following theorem:

Theorem hypervisor_hypervises:
Valid(init =0 (fun s=match s with (mode,lo,_,_,_,code,_,_,_)=
(mode=procvmode=free)— 3 ins,nth code lo = Some ins AVk,ins#spec k end)).

Here, fun defines a predicate, which holds for the states whose relevant com-
ponents: mode, instruction pointer lo, and code (extracted from states using
match) satisfy the constraint that whenever instructions are executed (i.e, in
modes proc or free) the currently executed instruction is not a special one.

Hypervisor does not alter code semantics. For this partial-correctness property
we also need to characterise final states (i.e., without successor in the transition
relation) since partial correctness deals with executions ending in such states.
These are the states where the mode is either proc or free and the current
instruction being executed is either a halt or a trap 0 replacing it.

We also need to characterise unhypervised code execution, since our property
is about comparing it with hypervised execution. We thus inductively define a
predicate run that “applies” the effect function (that abstractly defines the
effect of instructions) for a sequence of instructions of a given length, starting
and ending at a given address an with given initial and final processor states.
Specifically, run code (first,procInit) len (last,procFinal) holds if, by exe-
cuting len instructions from code, starting at address first and from initial
processor state procInit, the address last and final processor state procFinal
are reached. The partial-correctness property is expressed as:

Theorem hypervisor_does not_alter_semantics : valid(init=<> (finalAfun s
=match s with(_,lo,_,_,_,code,_,P,len)=runcode(0,procInit)len(lo,P)end)).

That is, starting from initial states (characterised by state predicate init - the
one also used for the above invariance property), all executions that terminate
end up in a state satisfying (of course) final and, moreover, by running the code
unsupervised from the initial address zero and initial processor state procInit,
after len instructions (whose value is “extracted” from the final state), the final
address 1o and processor state P also coincide with those of the final state.

Proving the invariance property. For invariance properties we use a Coq im-
plementation of the incremental invariant-strengthening technique presented in
Section 5. 23 predicates we used to attain stability under the transition relation.
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Proving the partial-correctness property. We apply a Coq implementation of
Theorem 5 that reduces RL formula validity to the discovery of a strong-enough
invariant. For proving the RL formula of interest a invariant consisting of a
conjunction of 30 predicates was found. Fortunately we were able to reuse the 23
predicates required for proving the invariance property; hence, verification of the
partial-correctness property was an incremental effort over that of the invariance
property, using the same technique of incremental invariant-strengthening.

This concludes the presentation of the hypervisor case study.

7. Conclusion and Future Work

We introduce in this paper an approach for proving partial-correctness prop-
erties and invariance properties for transition systems. We generalise Reacha-
bility Logic (RL) from its usual setting (programs) to transition systems, and
propose a new, coinductive proof system for RL in this setting, for which we
prove soundness and completeness. While theoretical in nature, the complete-
ness result also has a practical value as it suggests a strategy for the proof
system that is able to deal with all valid RL formulas over a given transition
system. The Coq mechanisation of these results provides us with a Coqg-certified
interactive prover for RL. The reduction of partial correctness to invariance,
and an incremental approach for proving invariants, also formalised as a sound
and complete proof system, were helpful in enabling us to complete a nontrivial
case study of a security hypervisor within reasonable time and effort limits.

The main line of future work is exploiting our RL proof system in more
general ways than the strategy of reducing each formula’s proof to that of one
(typically large) invariant. This technique does work, both in theory and in
practice, but it does not result in modular proofs, which our proof system allows
in principle; for example, separately proving an RL formula characterising a
loop, and thereafter simplifying the proof by replacing the loop by the formula.
The inclusion of additional proof rules in our RL proof system, enabled by the
soundness and completeness results as illustrated in the paper, is a first step
towards such more general proofs. We are also planning to investigate whether
our proof systems for reachability =< and for invariance =0, two modalities
which have strong similarities with the homonymous LTL modalities, can be
combined into a system for proving, e.g., LTL formulas with nested modalities.
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