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Abstract. Fault injection is a well known method to test the robustness
and security vulnerabilities of software. Fault injections can be explored
by simulations (cheap, but not validated) and hardware experiments
(true, but very expensive). Recent simulation works have started to ap-
ply formal methods to the detection, analysis, and prevention of fault
injection attacks to address verifiability. However, these approaches are
ad-hoc and extremely limited in architecture, fault model, and breadth
of application. Further, there is very limited connection between simula-
tion results and hardware experiments. Recent work has started to con-
sider broad spectrum simulation approaches that can cover many fault
models and relatively large programs. Similarly the connection between
these broad spectrum simulations and hardware experiments is being val-
idated to bridge the gap between the two approaches. This presentation
highlights the latest developments in applying formal methods to fault
injection vulnerability detection, and validating software and hardware
results with one another.

Keywords: fault injection, vulnerability, model checking, formal meth-
ods, simulation

1 Introduction

Fault injection is a commonly used technique to test the robustness or vulner-
ability of systems against potential physical fault injection attacks. Testing for
system robustness is generally applied for systems that are deployed in hostile
environments where faults are likely to occur. Such environments include avia-
tion, military, space, etc. where atmospheric radiation, EMP, cosmic rays etc.
may induce faults. Vulnerability against attacks is usually used to detect places
where a malicious attacker may attempt to exploit a system with a targeted
fault injection. Since the underlying mechanism of a fault causing undesirable
behaviour is common to both of these scenarios, the detection of potential fault
injection vulnerabilities is an important area of research.

To support this research requires being able to reproduce the effect of some
kind of fault in an experimental environment. There are two broad classes of
approaches used to reproduce such faults, either simulating the fault injection
using a software based approach, or (re)producing the fault injection with some
specialised equipment as a hardware based approach.



The software based approach was first proposed as an alternative to the
requiring specialised hardware to (re)produce a fault [4, 16, 39]. The typical soft-
ware approach is to perform a simulation based upon a chosen fault model; a
model of how the fault effects the system. The main advantage of software based
approaches are that they are cheap and fast to implement since they require
only development skills and normal computing systems without any specialised
hardware. The main challenge for software based approaches are that they have
not been validated against hardware based approaches to verify that their results
coincide, i.e. that the vulnerabilities found by the software based approaches are
genuine.

The hardware based approach was proposed as a technique to study potential
vulnerabilities which may be created by environmental factors or potential ma-
licious attacks [21]. The hardware based approach consists of using specialised
hardware to induce an actual fault on a specific device. Some examples include:
setting up a laser that can target specific transistors in a chip [33], setting up an
X-ray beam to target a transistor [2], mounting an EMP probe over a chip to
disrupt normal behaviour [23], and many others [3,5,37]. The main advantage
of such hardware based approaches are that any detected vulnerability is guar-
anteed to be genuine and potentially reproducible. The main challenge for such
hardware based approaches are the cost of specialised hardware and expertise
to configure such an environment and conduct the experiments.

Since both software and hardware based approaches have advantages (and
disadvantages), research has proceeded using both approaches. Thus, there are
many works that explore the software based approach [8, 20, 25], and also many
works that explore hardware based approaches [5, 26, 34], but none that explore
both. However, due to the relative cost and also the potential for broader and
faster results, the more recent focus has been on improving software based ap-
proaches [14, 25, 27].

One recent development in the software based approaches is the use of formal
methods that can provide stronger claims about the existence (or more often
absence) of a fault injection vulnerability [13, 14]. The benefit of formal methods
is that the results allow for strong positive statements about the properties
that have been proved (or disproved) formally. Thus, results can show that a
particular attack cannot succeed [14], or that a particular counter-measure is
effective against an attack [24].

However, a significant challenge for the software based approaches is in their
breadth of applicability. Many software based approaches are only able to per-
form simulations of produce results for a single hardware architecture [11,25].
Similarly, many are only able to produce results for a single fault model, that is
they can only detect vulnerabilities against one kind of fault injection attack [27].
Further, some software based approaches only aim to formalise that very small
fragments of a program are not vulnerable to fault injection attack (or that a
counter-measure is effective), but cannot produce results on even whole functions
(let alone whole programs) [24]. Lastly, many approaches do not operate on the
binary and hardware model itself, but instead on a (higher-level) language that



is significantly abstracted away from the hardware and actual fault injections
[9].

Another significant challenge for the software based approaches are in the ac-
curacy and breadth of the tools they use. Various works have applied techniques
that build upon exploiting tools to transform between languages or models [14,
15] or that rely on tools for checking or verifying [27]. However, many of these
tools have their own limitations.

Recent works have started to address the above challenges by using an au-
tomated process to find fault injection vulnerabilities over whole functions and
with many fault models [13,14]. However, despite these showing good results
they are still challenges due to the tools used, and are still targeting a single
architecture (albeit upon the binary itself).

Similar issues appear in the hardware based approaches. For example, demon-
strating a vulnerability by flipping a bit with a laser on one chip, says nothing
about robustness or vulnerability: against flipping a different bit with the same
laser; being able to flip the same bit with an X-ray beam; flipping the same bit
on a different chip; or against EMP attacks, etc. Here the search for breadth in
results is significantly harder to achieve, since testing every possible transistor
of a single chip is already infeasible, let alone reasoning over all chips on the
market.

Further to the above challenges, to date there has been no significant effort to
correlate the software and hardware approaches on a common case study. Thus,
there is very little information on whether the two approaches coincide, and
whether many of the assumptions made about the approaches hold in practice.

This work provides an overview of some of these recent and significant devel-
opments and the general state of the art of fault injection vulnerability detection.
This covers a background on the key components of fault injection vulnerability
detection, and an overall explanation of how the software based and hardware
based approaches operate. The main focus here is on the capabilities and chal-
lenges for the state of the art, with a view towards how to develop improved
approaches to this area in future.

The latest in automated approaches that can be applied more generally to
binary programs are also recalled. This highlights the strengths and capabilities
of automating fault injection vulnerability detection, and recent developments in
the software based approach. These results are able to show several vulnerabil-
ities in cryptographic implementations. Significantly formal methods were able
to be applied to relatively complex program behaviour to produce useful results
with reasonable cost.

This paper also discusses the approach of ongoing work on connecting the
software and hardware based approaches together by experimenting on the same
case study. This overviews the requirements to yield useful results from these
experiments, and also identifies some open questions that can be addressed by
the results of this ongoing work.

More broadly this paper looks to the future of fault injection vulnerabil-
ity detection and how to improve the approaches. Longer term the goal should



be to raise fault injection vulnerability detection from a niche and specialised
area of software quality, to something that can be applied in the manner that
we currently apply bug detection and standards compliance. That is, a future
where fault injection vulnerability detection can be automated into development
environments and processes to seamlessly integrate with the development envi-
ronment and identify vulnerabilities efficiently and with negligible cost.

The structure of the paper is as follows. Section 2 recalls background in-
formation helpful for understanding this work Section 3 recalls recent related
works on various approaches to fault injection vulnerability detection. Section 4
discusses challenges for current approaches and tools. Section 5 overviews some
recent results on broad spectrum software approaches to detecting fault injection
vulnerabilities. Section 6 considers how to combine software and hardware based
approaches and the questions being addressed in ongoing work. Section 7 con-
siders the future directions in fault injection vulnerability detection. Section 8
concludes.

2 Background

This sections recalls useful background information for understanding the rest of
the paper. This includes an overview of the definition of fault injection and how
to reason about fault injection by fault models and their typical classification.
The two approaches (software and hardware) are both overviewed, along with
their main advantages and disadvantages.

2.1 Fault Injection

Fault injection is any modification at the hardware level which may change
normal program execution. Fault injection can be unintentional (e.g. background
radiation, power interruption [4,21]) or intentional (e.g. induced EMP [10, 23],
rowhammer [29, 35,41]).

Unintentional fault injection is generally attributed to the environment [12,
21] An example of this is one of the first observed fault injections where radioac-
tive elements present in packing materials caused bits to flip in chips [4].

Intentional fault injection occurs when the injection is done by an attacker
with the intention of changing program execution [23,29, 35, 41]. For example,
fault injection attacks performed on cryptographic algorithms (e.g. RSA [9], AES
[33], PRESENT [40]) where the fault is introduced to reveal information that
helps in computing the secret key.

A fault injection wulnerability is a fault injection that yields a change to
the program execution that is useful from the perspective of an attacker. This
is in contrast to other effects of fault injection that are not useful, such as
simply crashing a program, causing an infinite loop, or changing a value that is
subsequently over-written. Observe that the definition of a vulnerability is not
necessarily trivial or stable, the above example of a program crash may be a
vulnerability if the attacker desires to achieve a denial of service attack.



One challenge in understanding and reasoning about fault injection is to be
able to understand the effect that different kinds of faults can have upon the
system that is effected. This requires some definition of how to characterise a
fault and its behaviour in a manner that can be used experimentally.

2.2 Fault Model

Fault models are used to specify the nature and scope of the induced modifi-
cation. A fault model has two important parameters, location and impact. The
location includes the spatial and temporal location of fault injection relating
to the execution of the target program. The impact depends on the type and
granularity of the technique used to inject the fault, the granularity can be at
the level of bit, byte, or multiple bytes.

According to their granularity fault models can be classified into the follow-
ing kinds [31]. Bit-wise models: in these fault models the fault injection will
manipulate a single bit. One can distinguish five types of bit-wise fault model
[31]: bit-set, bit-flip, bit-reset, stuck-at and random-value. Byte-wise models: in
these fault models the fault injection will modify eight contiguous bits at a time
(usually in the same byte from the program or hardware perspective, not spread
across multiple bytes). One can distinguish three types of byte-wise fault model:
byte-set, byte-reset or random-byte. Wider models: in these fault models the
fault injection will manipulate an entire word (defined for the given architec-
ture). For this fault model a sequence of 8 to 64 bits will be modified depending
on the architecture, e.g. changing the value of an entire word at once. This will
typically target the modification of an entire instruction or single word value.

Based on the fault model classification presented in the paragraph above,
a list of fault models used in the experiment results presented in Section 5.2
are as follows. The bit flip (FLP) fault model that flips the value of a single
bit, either from 0 to 1 or from 1 to 0, this fault model is an example of a Bit-
wise model. The zero one byte (Z1B) fault model that sets a single byte to zero
(regardless of initial value), this fault model is an example of a Byte-wise model.
The unconditional jump (JMP) and conditional jump (JBE) fault models that
change the value of a single byte in the target of an unconditional or conditional
jump instruction (respectively), these are examples of Byte-wise fault models.
The non-operation (NOP) fault model that sets a byte to a non-operation code
for the chosen architecture, this is an example of a Byte-wise fault model (but
can also be implemented as a Wider model by changing the value of the whole
instruction word). The zero one word (Z1W) fault model that sets a whole word
to have the value zero (regardless of prior value), this is an example of the Wider
model model.

2.3 Software-Based Fault Injection Approaches

Software-based approaches consists of reproducing at software level the effect
that would have been produced by injecting a fault at the hardware level. Soft-
ware based approaches can be achieved in a number of ways, two common ones



are described below. The first common approach is to simulate the program ex-
ecution (sometimes including simulating the entire hardware stack as well) and
then simulate the fault injection as part of the simulation [17]. The results of
the simulation are then used to indicate the behaviour of the program under
the fault injection performed. The second common approach is to take the pro-
gram and use software to build a model of its behaviour [18]. The faults may
be injected into the program before or after the model is constructed, but the
model is then tested for specific behaviours or properties and the results used to
reason about the behaviour of the program. The second is becoming more pop-
ular in recent works [13,14] as formal methods can be used on the model that
allow for reasoning about all possible outcomes, and verifying when properties of
the model may hold. Note that a vulnerability can be defined rather abstractly
in many software based approaches since no clearly observable behaviour is re-
quired, merely some definition of how to define vulnerability for the simulation
or model.

The advantages of software-based approaches are in cost, automation, and
breadth. Software-based simulations do not require expensive or dedicated hard-
ware and can be run on most computing devices easily [26]. Also with various
software tools being developed and matured, limited expertise is needed to plug
together a toolchain to do fault injection vulnerability detection [13,14]. Such a
toolchain can then be automated to detect fault injection vulnerabilities without
direct oversight or intervention. Further, simulations can cover a wide variety of
fault models that represent different kinds of attacks and can therefore test a
broad range of attacks with a single system. Combining all of the above allows
for an easy automated process that can test a program for fault injection vul-
nerabilities against a wide variety of attack models, and with excellent coverage
of potential attacks.

The disadvantages of software-based approaches are largely in their imple-
mentations or in the veracity of their results. Many software-based approaches
have shown positive results, but are often limited by the tools and implemen-
tation details, with limitations in architecture, scope, etc. However, the biggest
weakness is the lack of veracity of the results: software-based approaches have
not been proven to map to actual vulnerabilities in practice.

2.4 Hardware-Based Fault Injection Approaches

Hardware-based approaches consists of disturbing the hardware at physical level,
using hardware materiel (e.g EMP, Laser, Temperature, etc.). Hardware based
approaches are usually achieved by configuring the specific hardware to be ex-
perimented on and loading the program to be tested for vulnerabilities. A special
device is then used to perform fault injection on the hardware during execution,
e.g. EMP a chip, laser a transistor, overheat a chip. The result of the execution
of the program is observed under this fault injection, with some particular out-
comes considered to be “vulnerable” and thus a vulnerability is considered to
have been achieved. One typical requirement for this approach is to have idea
of how a vulnerability is observable from program execution, since otherwise it



is unclear whether the outcome of execution is a vulnerability or merely some
normal or faulty behaviour.

The advantages of hardware-based approaches are in the quality of the re-
sults. A fault injection that has been demonstrated in practice with hardware
cannot be denied to be genuine.

The disadvantages of hardware-based approaches are the cost, automation,
and breadth. To do hardware-based fault injection vulnerability detection re-
quires specialised hardware and expertise to conduct the experiments. This is
compounded when multiple kinds of attacks are to be considered; since differ-
ent equipment is needed to perform different kinds of fault injection (e.g. EMP,
laser, power interrupt). Further, hardware-based approaches tend to be difficult
to automate, since the experiments must be done with care and oversight, and
also the result can damage or interrupt the hardware in a manner that breaks
the automation. Lastly, hardware-based approaches tend to have limited breadth
of application; this is due to requiring many different pieces of hardware to test
different architectures, attacks, etc. and also due to the time and cost to test
large numbers of locations for fault injection vulnerability.

3 Existing Work

This section recalls recent works related to the detection of fault injection vulner-
abilities. These are divided according to their general approach as being either
software or hardware based.

3.1 Software Based Approach

This section recalls recent related works that use software based approaches for
detection of fault injection vulnerabilities.

One recent work which uses formal methods to detect vulnerabilities is [19].
Here the authors presents a symbolic LLVM-based Software-implemented Fault
Injection (SWiFI) evaluation framework for resilience evaluation. InSWiFI the
fault injection simulation and the vulnerability detection are done on the inter-
mediate language LLVM-IR, which limits accurate simulation of fault models
closely related to low level hardware effects.

The Symbolic Program Level Fault Injection and Error Detection Framework
(SymPLFIED) [25] is a program-level framework to identify potential vulnera-
bilities in software. The vulnerabilities are detected by combining symbolic ex-
ecution and model checking techniques. The SymPLFIED framework is limited
as SymPLFIED only supports the MIPS architecture [28].

Lazart [27] is a tool that can simulate a variety of fault injection attacks and
detect vulnerabilities using formal methods. The Lazart process begins with the
source code which is compiled to LLVM-IR. The simulated fault is created by
modifying the control flow of the LLVM-IR. Symbolic execution is then used to
detect differences in the control flow, and thus detect vulnerabilities. One of the



main limitations of Lazart is that it is unable to reason about or detect fault
injection attacks that operate on binaries rather than the LLVM-IR.

In [32] the authors propose combining the Lazart process with the Embedded
Fault Simulator (EFS) [6]. This extends from the capabilities of Lazart alone by
adding lower level fault injection analysis that is also embedded in the chip
with the program. The simulation of the fault is performed in the hardware,
so the semantics of the executed program correspond to the real execution of
the program. However, EFS is limited to only considering instruction skip faults
(equivalent to NOPs of Section 2.2).

An entirely low level approach is taken by Moro et al. [24] who use model
checking to formally prove the correctness of their proposed software counter-
measures schemes against fault injection attacks. The focus is on a very specific
and limited fault injection model that causes instruction skips and ignores other
kinds of attacks. Further, the model checking is over only limited fragments of
the assembly code, and not the program as a whole.

A less formal approach is taken in [1] where experiments are used for test-
ing the TTP/C protocol in the presence of faults. Rather than attempting to
find fault injection attacks, they injected faults to test robustness of the pro-
tocol. They combined both hardware testing and software simulation testing,
comparing the results as validation of their approach.

A fault model inference focused approach is taken by Dureuil et al. [11].
They fix a hardware model and then test various fault injection attacks based
upon this hardware model. Fault detection is limited to EEPROM faults on the
ARMv7-M architecture. The fault model is then inferred from the parameters
of the attack and the embedded program. The faults are simulated upon the
assembly code and the results checked with predefined oracles on the embedded
program.

3.2 Hardware Based Approach

This section recalls recent related works that use software based approaches for
detection of fault injection vulnerabilities.

In [34] the authors applies the electromagnetic and the optical attacks to the
RSA algorithm, a well known algorithm used in various cryptographic systems.
The authors presented a successful attack on the RSA algorithm implementation
over an 8-bit architecture micro-controller. Experiments showed that the faults
can affect program flow as well as the SRAM content and the flash memory.

Skorobogatov [36] showed using a laser, one can effect certain memory cells
SRAM and cause them to switch. The experiments were conducted on an PIC16F84
micro-controller. The advantage of using a laser is that they can accurately target
a single bit to modify.

In [7] the authors presents a practical laser fault attack which target creating
fault in the Deep Neural Networks (DNN) on a low-cost micro-controller.

An other type of hardware attack was presented in [5] where the authors
showed that they can perform successful attacks by alternating the power supply.
The experiments were performed on a software implementation of the AES and



RSA crypto algorithm running on a ARM9 CPU. The result showed that it
was possible to retrieve the full 256-bit key of the AES crypto algorithm, and
reproduce with cheaper equipment a known attack against RSA.

In [26,42] the authors present a survey of the different hardware based ap-
proach techniques used to inject a fault. The authors also refer to relevant works
where the various fault injection techniques are used. For many other recent and
older works on hardware fault injection and their approaches we refer the reader
to these works.

4 Challenges

This section discusses common challenges for fault injection vulnerability detec-
tion and how they impact the current state of the art in this and closely related
areas.

Historically informal approaches (i.e. those that do not employ formal meth-
ods) while using a software based approach are unable to provide strong guaran-
tees about the absence of fault injection vulnerabilities [30]. A similar challenge
faces hardware based approaches that cannot guarantee that their inability to
find a vulnerability ensures that no such vulnerability exists.

One solution to the above challenge is the employment of formal methods
in the vulnerability detection approach [14, 25]. This allows results to guarantee
that if no vulnerability is found, then no vulnerability exists in the program
that was analysed. However, in practice most of these approaches are only able
to formally show the lack of vulnerability for a very specific case, or the effective-
ness of a counter-measure with limited scope. Thus they are still challenged to
produce broad or general results that have the guarantee of formal correctness.

More generally another key challenge for both software and hardware based
approaches is the limited scope considered. For either approach the results tend
to be highly specific with respect to the architecture being considered [11,25].
That is, although the results may be complete and correct for one program,
they only hold for a single implementation executed on a single specific chip and
against a single fault injection technique or fault model [27]. Although this does
not limit the significance of finding a fault injection vulnerability, the absence of
any vulnerability is not a particularly strong claim under these conditions. Thus
the challenge here for both software and hardware based approaches is to find
some way to generalise beyond very small and highly specific case studies.

To some extent the software based approaches can be generalised to incor-
porate multiple fault models and so offer broader coverage and vulnerability
detection. However, this requires a software based approach that can be scaled
effectively to multiple fault models [13, 14].

For the hardware based approaches the fault model is inherent to the attack
and so does not need to be considered. On the other hand, there is limited
opportunity to transfer or generalise results. Demonstrating a vulnerability with
a laser offers very limited information about whether a vulnerability can be
produced with an EMP. Thus a challenge here is to find ways to be able to



transfer or compare both positive and negative results between different kinds
of hardware attacks.

Considering this, recent broad spectrum approaches to fault injection vul-
nerability detection by using automated software approaches show significant
promise [13, 14]. However, even these are still limited to some specific architec-
tures and known or implemented fault models.

This identifies yet another challenge area for the software based approaches:
the limitations of the tools used in their software process. For many software
based approaches there are specific tools developed for them, that tend to lack
breadth and maturity [15,27]. For others that employ tools (often from other
domains), these tools tend to have limitations of their own such as being unable
to handle everything required (e.g. not supporting all instructions of a given
architecture), or being unreliable or inconsistent in their results [13, 14].

5 Broad Spectrum Simulation

This section recalls some recent approaches to addressing the various challenges
discussed above. In particular, the focus here is on recent broad spectrum sim-
ulations that adopt an automated scalable formal process for detecting fault
injection vulnerabilities in binary files [13, 14]. These works address some of the
challenges described above and progress towards approaches that vastly reduce
their limitations, and thus are more widely applicable.

5.1 Process

This section recalls the core concepts of the process used in [13, 14] for the broad
spectrum detection of fault injection vulnerabilities. One of the main contribu-
tions of these works is in the development of this automated process that can
apply formal verification techniques to the detection of fault injection vulnera-
bilities in binary files. An overview of the key concepts of the process is depicted
in Fig. 1, the rest of this section discusses the key points of implementation and
application of this process.

The process begins with a binary file that is to be checked for fault injection
vulnerabilities. In [13,14] the properties that define the correct and vulnera-
ble behaviours are also in this file as annotations maintained by the compiler.
(These properties may also define other behaviours such as incorrect or crashed,
but these are used for exploration and precision rather than detection of fault
injection vulnerabilities.)

The binary file is then translated into a model that represents the behaviour
of the binary program in an intermediate language suitable for a formal verifi-
cation tool. In [13,14] this translation is done to LLVM-IR as an intermediate
language that is then used by a model checker (see below). This translation to
LLVM-IR also maintains the properties and converts them to known properties
for the model checker.
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The properties are then checked by a model checker to validate that they
do indeed hold on the original binary program. In [13,14] this is done using
LLBMC a bounded model checker for LLVM-IR. The purpose of this step is to
verify that the properties hold and are correctly defined for the binary program,
and so that later results can be compared with the validation.

The binary is then injected with a simulated fault injection according to a
choice of fault model. This can include many different fault models, and they
can be injected in many different locations within the binary. Each possible fault
injection combination (of fault model and location) yields a new mutant binary.
Note that some care is taken here to ensure fault injection does not effect the
property annotations.

The mutant binary is then translated to a model in LLVM-IR, and this
model is then checked with LLBMC, both of these are done in the same manner
as for the original binary program. The results of this checking on the mutant
binary are compared with the validation results for the original program, with
any changes being attributed to the fault injection. Thus, the introduction of
a “vulnerable” result by the simulated fault injection indicates a fault injection
vulnerability.

Note that in [13] this process is refined to be vastly more efficient, but the
core concepts are the same in both works.

5.2 Results

This section recalls the main results of these broad spectrum experiments and
their implications for detecting fault injection vulnerabilities. The above process
was applied to the PRESENT and SPECK cryptographic algorithm implemen-
tations. In both cases these algorithms are significantly complex and would be
infeasible for a human to check for fault injection vulnerabilities manually. This
infeasibility is particularly true for some of the more unusual fault injection
mutations that cause instructions to be accessed at a different offset and so
interpreted as different instructions.
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An overview of the results of applying the process to PRESENT with six
fault models described in Section 2.2 (flipping one bit FLP, zeroing one byte
7Z1B, zeroing one word Z1W, nopping one instruction NOP, modifying a on-
conditional jump address JMP, and modifying a conditional jump address JBE)
can be seen in Fig. 2. Each square in the diagram indicates a byte of the program
that was analysed, with white indicating no impact on execution. Overall 73 vul-
nerabilities to various properties were found in PRESENT using this automated
fault injection vulnerability detection process. Only a small number of these (9
occurrences, indicated with a “2” on the square in the diagram) were found to
violate a property that allowed an attacker to send the plaintext in place of the
ciphertext. The majority (64 occurrences, indicated with a “3” on the square
in the diagram) were crypto-analytical vulnerabilities that allow the encryption
key to be calculated from a number of ciphertexts by an attacker. The remain-
ing non-white squares indicated a different “incorrect” behaviour due to fault
injection. (Note that a square with a “2” may contain multiple fault injection
vulnerabilities depending on the fault model used.)

Overall these broad spectrum experiments indicated that several significant
fault injection vulnerabilities existed in the PRESENT algorithm. Further, the
results indicated which fault model and location would be able to implement a
successful fault injection attack in practice.

The same process with the same six fault models (from Section 2.2) was ap-
plied to SPECK yielding the results overviewed in Fig. 3. Overall there were only
9 vulnerabilities found in SPECK, and all of them were fault injection vulner-
abilities that allowed the attacker to directly access the plaintext (indicated by
a “2” on the square corresponding to the byte in the program in the diagram).
Other colours are as described above for PRESENT.

Again these results indicated there exist vulnerabilities in the SPECK im-
plementation, as well as the exact fault model and location to implement the
attack.

6 Connection to Hardware

Another major challenge is the lack of connection between the software and
hardware experiments in fault injection vulnerability detection. The natural pro-
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gression in this area would be to combine the software based simulations with
hardware based experiments. This section presents some of the key concepts of
ongoing work, and the questions being addressed by this work.

The experimental approach used is to take a case study that has a variety
of behaviours, and includes weaknesses that are believed to be vulnerable to
some kinds of fault injection (i.e. some fault models). This case study is then
experimented on using both software and hardware based approaches. The braod
spectrum software based approach of Section 5.1 is applied to the whole program
with a variety of fault models. A hardware based fault injection technique is also
used to test the whole program for fault injection vulnerabilities.

This combined approach requires significantly more experimental work than
is typically conducted. The software based experiments must cover the whole
program and a wide variety of (or ideally all known) fault models to be able
to reason about and compare the results well. This is in contrast to many prior
works where merely checking a specific location, fault model, or counter-measure
was the goal. Similarly, the hardware experiments must cover the whole program
(and with enough repetitions to be reliable) to ensure that all possible configu-
rations have been tested, and that they can be compared with all the software
results. Again this differs from prior work where the hardware approach typically
focuses only on very specific (known to be potentially vulnerable) code points
and exploits the expert knowledge of the experimenter.

The results of such experiments on a common case study and with coverage
of the whole program allows for many interesting questions to be addressed
including those below.

— Do the software and hardware based approaches coincide? That is, do the
results actually match each other, or are the two unrelated in where they
find vulnerabilities and how they explain such vulnerabilities.

— Do the software results have false negatives or positives? In theory using a
(correct) formal approach should never yield false negative results since this
would imply the formalism is incorrect. However, false positives are a more
interesting question since the inability to produce a fault with a hardware
technique may be due to a variety of factors. Further, a false positive may
merely indicate an extremely rare or difficult to reproduce attack.



— What fault model matches a hardware attack method? For some hardware
attacks such as lasering a bit the fault model is very clear. For other hard-
ware methods such as EMP the fault model is considered to correlate with
skipping an instruction [22], but with such an imprecise attack the evidence
could show otherwise.

— Can combining both software and hardware improve vulnerability detection?
Although having access to both approaches (particularly for a variety of
hardware attacks) is not feasible, knowing how to make the most efficient
use of the available resources could be an advantage gained by knowing the
coincidence between software and hardware. That is, software could indicate
where to attempt to fault the hardware in a program without a known (or
suspected) weakness.

These and other open questions can be addressed by conducting such combined
experiments, yielding deeper insight into both the software and hardware aspects
of fault injection vulnerability detection.

7 Looking Forward

Recent works have shown significant advances in detecting fault injection vul-
nerabilities using software, hardware, and combined approaches. However, there
are still many opportunities for progress and areas that need significant effort
to be able to make fault injection vulnerability detection a reliable and easily
applicable part of software development.

One significant challenges for many of the recent and current approaches is
the underlying tools that they depend upon. For example, the translation tools
used for the results highlighted here rely upon MC-Sema [38] that has various
limitations with instruction sets, or failures to correctly translation behaviour.
Similarly, in many other works [15,25] the tools limit the applicability of the
technique to some limited scope, limited architecture, limited size, etc. Thus, in
many areas the tools used require refinement and maturity, and in other areas
the tools simply do not exist and would need to be created. Another example
is of the limitations of applying some of the tools in the manner used here,
such as LLBMC as used in [14] is not able to produce a counter-example to
the property and thus indicate which combination of inputs were vulnerable
for a given fault injection vulnerability, further in [13] LLBMC was shown to
be inconsistent when producing results. Here an alternative model checker (and
likely alternative intermediate language and so translation tools) could yield
much more precise results.

Another main area of improvement would be in the automation of fault injec-
tion vulnerability detection. Although some recent works highlighted here [13,
14] have begun to address automation, most approaches have not. Being able
to automate the the search for vulnerabilities allows fault injection vulnerability
detection to be changed from a highly manual process, to another quality or veri-
fication process used during software development. Indeed, this would allow fault
injection vulnerability to be considered along with other quality checks such as:



bug detection, standards compliance, verification, correctness-by-construction,
etc.

Another area to advance in would be in the application of formal methods.
Many of the current approaches use highly specific and limited applications of
formal methods [14,25,27], or a heavy technique that does not exploit domain
specific information. For example, the model checking highlighted here does not
take into account prior results, or modularity of sub-components. Thus, an in-
cremental approach may yield significant efficiency returns. Similarly, developing
and exploiting formal methods that focus on the exact problems considered in
vulnerability detection could yield much more precise results than those that are
currently state of the art.

Work on strongly connecting the software and hardware based approaches
is clearly a goal for future research and development. A strong foundation of
understanding of the relations between different kinds of software and hardware
based approaches will enrich and improve the results of both. Further, by con-
necting these results, software based results can be validated to be genuine by
reproducing them with hardware experiments. In the other direction, hardware
based experiments will demonstrate the efficacy and accuracy of the software
based approaches.

Finally, many existing works in the domain of fault injection vulnerabilities
and their detection work on examples or programs where a vulnerability is al-
ready known to exist. The goal of the work is to (re)produce a known attack
(or exploit one that has been intentionally designed in) to demonstrate the effi-
cacy of the approaches used. However, finding vulnerabilities that were not even
suspected in advance, or devising approaches that allow the finding of such vul-
nerabilities in an efficient manner is a clear requirement for practical application
in the future.

8 Conclusion

Fault injection represent a serious threat to the robustness and security of many
software systems used in daily life. There are two main approaches to detect-
ing fault injection vulnerabilities and testing system robustness; software and
hardware based. Both approaches have yielded useful results and can make use-
ful contributions. Software based approaches are good for simulation and being
able to cheaply implement, albeit at the cost of the ability to demonstrate a
fault injection vulnerability is genuine and can be exploited. Hardware based
approaches are good for proving genuine exploitability, but are expensive in
time, equipment, and expertise to conduct.

Many recent software based approaches propose the use of formal methods in
the process of detecting fault injection vulnerabilities. However, these solutions
still have challenges regarding the proposed process as an whole or the tools
used in their implementation. Although some of the most recent works attempt
to broaden the abilities of software based approaches, in combination with formal
methods, there are still challenges ahead for the underlying tools.



Recently proposed and evaluated software approaches have shown their ef-
ficiency in detecting potential fault injection vulnerabilities. These software ap-
proaches were applied to a variety of systems, working on different architectures,
embedding different types of programs. Further, these software approaches have
demonstrated scalability in being able to be applied to many fault models in
many locations on non-trivial real-world programs with previously unknown vul-
nerabilities.

Despite these software approach’s good results, they can not guarantee that
the detected vulnerabilities correspond to real vulnerabilities in practice. The
fact that the fault injection are simulated gives no guarantee that in a real
physical fault injection attack on the system will have the same effect. Thus the
challenge of combining both software and hardware based approaches on a single
case study to explore how the two approaches connect. Such experiments should
improve our understanding of how to interpret software based approaches: do
they produce false positives, false negatives, how reproducible the claimed fault
injection vulnerabilities are, and other questions. Similarly, such experiments
will allow the fault models of hardware based approaches to be more accurately
determined. Further, combining both approaches may yield vastly more effective
techniques to find vulnerabilities by exploiting the strengths of each approach.

There are many challenges open in the domain of fault injection vulnerabil-
ity detection. In addition to those explicitly mentioned above, the broader goal
can be to have fault injection vulnerability detection reach the maturity and
confidence of other software quality approaches. Developing tools that can inte-
grate into development environments or build processes to automatically detect
(potential) fault injection vulnerabilities in the near future is a desirable goal.
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