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Abstract1

We investigate the effectiveness of dimensionality reduction for computing the persistent ho-2

mology for both k-distance and kernel distance. For k-distance, we show that the standard3

Johnson-Lindenstrauss reduction preserves the k-distance, which preserves the persistent homo-4

logy upto a (1− ε)−1 factor with target dimension O(k logn/ε2). We also prove a concentration5

inequality for sums of dependent chi-squared random variables, which, under some conditions,6

allows the persistent homology to be preserved in O(logn/ε2) dimensions. This answers an open7

question of Sheehy. For Gaussian kernels, we show that the standard Johnson-Lindenstrauss8

reduction preserves the persistent homology up to an 4(1− ε)−1 factor.9
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1 Introduction10

Persistent homology is one of the main tools used to extract information from the data in11

topological data analysis. Given a data set as a point cloud in some ambient space, the12

idea is to construct a filtration sequence of topological spaces from the point cloud, and13

extract the topological information from this sequence. The topological spaces are usually14

constructed by considering balls around the data points, in some given metric of interest,15

as the open sets. However the usual distance function is highly sensitive to the presence of16

outliers and noise. The notion of distance-to-a-measure and the related k-distance (for finite17

data sets), proposed recently by Chazal et al. [3] are more robust to noise and outliers.18

Although this is a promising direction, an exact implementation is extremely costly. To19

overcome this difficulty, approximations of the k-distance have been proposed recently that20

led to certified approximations of persistent homology [2]. In a different direction, Phillips,21

Wang and Zheng [16] have proposed using the kernel density estimates and the associated22

kernel distance to overcome the problem of outliers and noise. Further, they show that23

this approach has the advantage of allowing the construction of coresets, which retain the24
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23:2 Dimension Reduction with k-distance

geometric and topological information of the data up to any desired error factor, but have25

size depending only on the error factor and not on the initial data set.26

However, in all the above settings, computing the persistent homology involves answer-27

ing nearest-neighbour and range-membership queries for the data points. Although many28

standard algorithms are known for these problems, they have exponential or worse depend-29

ence on the ambient dimension, and rapidly become unusable once the dimension grows30

beyond a few tens - which is indeed the case in many applications, for example in im-31

age processing, neuro-biological networks, data mining (see e.g. [9]), a phenomenon often32

referred to as the curse of dimensionality. One of the simplest and most commonly used33

mechanisms to mitigate this curse, is that of random projections, as applied in the celebrated34

Johnson and Lindenstrauss lemma (JL lemma for short) [11]. The JL lemma has been used35

by Sheehy [18] and Lotz [13] to reduce the complexity of computing persistent homology,36

by showing that the persistent homology of a point cloud is approximately preserved under37

random projections [18, 13], up to a [1 − ε, 1 + ε] multiplicative factor, for any ε ∈ [0, 1].38

However, their method involves only the usual distance to a point set and therefore remains39

sensitive to outliers and noise as mentioned earlier. The question of adapting the method40

of random projections in order to reduce the complexity of computing persistent homology41

with k-distance, is therefore a natural one, and has been raised by Sheehy [18], who ob-42

serves that “One notable distance function that is missing from this paper is the so-called43

distance to a measure or . . . k-distance . . . it remains open whether the k-distance itself is44

(1± ε)-preserved under random projection".45

Our contribution: In this paper, we combine the method of random projections with46

k-distance, and show its application in computing persistent homology. It can be shown47

(see Theorem 2) without too much trouble, that for a given point set P , the usual Johnson-48

Lindenstrauss mapping pointwise preserves the k-distance to P . However, this does not49

suffice to preserve the persistent homology, because, as Sheehy [18] and Lotz [13] have noted,50

one needs to preserve the filtration of the Čech complex, and this means preserving l-wise51

intersections of balls, at varying scales of the radius parameter. In Section 3, we show how52

Theorem 2 can be used to preserve the persistent homology with k-distance, but with target53

dimension O(k logn/ε2). We prove, in Section 4, a result of possible independent interest -54

a general concentration bound for sums of certain dependent chi-squared random variables,55

which shows that under certain reasonable and naturally occuring conditions, they behave56

almost like sums of independent chi-squared variables. This enables us to get rid of the57

extra factor of k in the target dimension, yielding again a reduced dimensionality similar to58

the usual Johnson-Lindenstrauss bound, in Theorem 3. We also give a few examples where59

our stronger inequality holds, such as for random point sets and locally dense nets. Coming60

to the kernel distance, in Section 5, we show that under the usual Johnson-Lindenstrauss61

mapping, the persistent modules of the Čech complex are 2(1 − ε)−1-interleaved, which62

implies the persistent homology is preserved up to the same factor.63

The rest of this paper is as follows. In Section 2, we briefly summarize some basic definitions64

and background. We end with some final remarks and open questions in Section 6.65

1.1 Results66

We first prove a general concentration bound for the sum of k dependent chi-squared random67

variables having d degrees of freedom which, under some conditions, is almost as strong as68

a sum for the independent case.69

I Theorem 1. Given a matrix V ∈ RD×k having column vectors v1, v2, . . . , vk ∈ RD, rank70
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r, and singular values σ1 ≥ σ2 . . . ≥ σr > σr+1 = . . . σk = 0, if there exists a constant c,71

0 < c ≤ k/r such that σ2
1 ≤

c

k

∑k
i=1 σ

2
i , then for any 0 < ε < 1, there exists a mapping72

f : RD → Rd such that,73

P

[
1
k

k∑
i=1
‖f(vi)‖2 > (1 + ε) 1

k

k∑
i=1
‖vi‖2

]
< e−rdε

2/4+rdε3/6.74

For the subsequent theorems, let P be a set of n points in RD. Our next theorem shows75

that for the points in P , the k-distance is pointwise preserved by the standard Johnson-76

Lindenstrauss random projection.77

I Theorem 2. Given ε ∈ [0, 1], there exists a mapping f : RD → Rd, where d = O(ε−2 logn)78

such that for all points x ∈ P ,79

(1− ε)d2
P,k(x) ≤ d2

P,k(f(x)) ≤ (1 + ε)d2
P,k(x).80

As mentioned previously, the pointwise preservation of the k-distance does not imply81

the preservation of the Čech complex formed using the points in P . The following theorem82

shows that this can always be done using O(k logn/ε2) dimensions. Further, under some83

reasonable extra conditions, O(logn/ε2) dimensions suffice.84

Let BaryP,k be the set of barycenters of every k-subset of P and let rad(S) be the radius85

of the minimum enclosing ball of set S. Define F to be the family of sets of k vectors, formed86

by the difference of any barycenter in BaryP,k with any set of k points in P , that is87

F := {{p− b : p ∈ S ∈
Ç
P

k

å
}, b ∈ BaryP,k}.88

Let r be the minimum dimension of the subspaces formed by the k-sets of vectors in F .89

I Theorem 3. Let S ⊆ BaryP,k define a simplex σ in the Čech complex Čα(X) defined by90

the k-distance, then there exists a map f : RD → Rd such that91

(1− ε)rad2(σ) ≤ rad2(f(σ)) ≤ (1 + ε)rad2(σ),92

where d = O
Ä
k log(n/k)

ε2

ä
. Further, if r = O(k) then d = O

Ä log(nk )
ε2

ä
.93

Using Lemma 14 and Theorem 3, we get the persistent homology modules of the Čech94

filtration are (1− ε)−1 interleaved.95

I Corollary 4. Under the assumption of Theorem 3 the persistent homology modules associ-96

ated to the Čech filtrations of P and f(P) under the k-distance are multiplicatively (1− ε)−1
97

interleaved.98

For the approximation of the k-distance given by [2], we show the following.99

I Theorem 5 (Approximate k-distance). Let P be a set of points in X = RD. Let S ⊆ P100

define a simplex σ in the Čech complex Čα(X) defined by the approximate k-distance, then101

∃ a map f : RD → Rd be a map such that102

(1− ε)rad2(σ) ≤ rad2(f(σ)) ≤ (1 + ε)rad2(σ) and d = O(logn/ε2).103

I Corollary 6. The persistent homology modules for the Čech filtrations of P and f(P )104

under the approximate k-distance are (1− ε)−1 interleaved.105

SOCG 2019



23:4 Dimension Reduction with k-distance

For the kernel distance with Gaussian kernels, we show the following.106

I Theorem 7. Let P ⊂ X = RD. Let S ⊆ P define a simplex σ in the Čech complex107

Čα,K(X) defined by the kernel power distance and let f : RD → Rd be a map such that for108

all x, y ∈ P and 0 < ε < 1/3,109

(1− ε)‖x− y‖2 ≤ ‖f(x)− f(y)‖2 ≤ (1 + ε)‖x− y‖2.110

Then the following holds for the radius of the minimum enclosing ball of σ,111

1
2(1− ε)rad2(σ) ≤ rad2(f(σ)) ≤ 2(1 + ε)rad2(σ).112

As a corollary, the persistent homology is 4(1− ε)−1-preserved.113

I Corollary 8. Under the assumption of Theorem 7 the persistent modules of the Čech114

filtration are 4
1−ε interleaved.115

2 Background116

2.1 Distance to Measure117

The distance to a point set P is usually taken to be the minimum distance to a point in the118

set, in other words dP (x) is the smallest r such that the closed ball B̄(x, r) intersects P .119

However, this distance is extremely sensitive to outliers. To handle the problem of outliers120

in geometric and topological inference, Chazal, Cohen-Steiner and Mérigot in [3] introduced121

the distance to a probability measure.122

I Definition 9 (Pseudo-distance to µ). Let µ be a probability measure on a metric space X123

and let m ∈ [0, 1) be a mass parameter, the pseudo-distance to µ is defined as124

δµ,m : x ∈ X → {inf r ≥ 0 | µ(B(x, r)) > m}.125

The distance to the probability measure µ is then defined as follows126

I Definition 10 (Distance to a measure). Let µ be a probability measure on a metric space127

X and let m ∈ [0, 1) be a mass parameter, the distance to measure µ is defined as128

dµ,m(x) =
 

1
m

∫ m

0
δ2
µ,l(x)dl. (1)129

Differently from the pseudo-distance above, this distance to a measure is stable with respect130

to perturbations of the measure µ under the Wasserstein distance. [3] If we take a set131

P ⊂ RD of n points and the mass parameter to be m = k/n where k ∈ {1, ..., n}, then the132

distance to the uniform probability measure on P is called the k-distance, denoted dP,k133

I Definition 11 (k-distance). For a set P of n points in RD and k ∈ {1, ..., n},134

dP,k(x) =
Ã

1
k

∑
p∈NNk

P
(x)

‖x− p‖2, (2)135

where NNkP (x) ⊂ P denotes the k nearest neighbours in P to the point x ∈ RD136
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It was shown in [10], that the k-distance can be also written as a power distance. If BaryP,k137

is a set of iso-barycentres of any subset of k points in P then138

dP,k(x) = min
b∈BaryP,k

Å
‖x− b‖2 + w(b)

ã1/2
, (3)139

where the weight of a barycentre b = 1
k

∑
i pi is given by w(b) = 1

k

∑
i ‖b− pi‖2. Since dP,k140

can be written as a power distance, the sub-level sets of dP,k is the union of at most
(
n
k

)
141

balls. However, some of the balls can be included in others. In fact, the number of balls142

required corresponds to the non-empty cells of the kth order Voronoi diagram. The number143

of non empty cells is O(nb
D+1

2 ckd
D+1

2 e) [7]. Computing higher-order Voronoi diagrams in144

high dimensions is too costly to make computations tractable. It is then natural to look for145

approximations of the k-distance as proposed in [2]146

I Definition 12 (Approximation). Let P ⊂ RD and x ∈ RD. The approximate k-distance147

d̃P,k(x) is the power distance defined as148

d̃P,k(x) :=
…

min
p∈P

d2
P,k(p) + ‖p− x‖2,149

Here dP,k(x) is the k-distance of p and minp∈P d2
P,k(p) can be seen as the weight of point p.150

So now the sublevel sets are union of balls around the points of P , which reduces the151

number of balls significantly, from
(
n
k

)
to n. Still, dpP,k(x) approximates the k-distance [2]152

1√
2
dP,k ≤ dpP,k ≤

√
3 dP,k153

2.2 Random Projections154

The Johnson Lindenstrauss lemma [11] states that any n point subset of the Euclidean space155

can be embedded in O(ε−2 logn) dimension with (1± ε) distortion by randomly projecting156

the points in a lower dimensional subspace.157

I Lemma 13 (JL Lemma). Let 0 < ε < 1. Then, ∀u, v ∈ P , a finite n point subset in RD,158

∃ a mapping f : RD → Rd, where d = O(ε−2 logn) such that,159

(1− ε)‖u− v‖2 ≤ ‖f(u)− f(v)‖2 ≤ (1 + ε)‖u− v‖2.160

2.3 Persistent Homology161

Persistent Homology. Given a family of topological spaces {Fα}, where α is a parameter162

in R, persistent homology tracks the evolution of the homology of the spaces as the parameter163

α changes from −∞ to +∞. To each dimension h of the homology groups is associated a164

persistent diagram which encodes the homological information of dimension h in the form165

of a multiset of pairs (αbirth, αdeath), where αbirth is the birth time of the topological h-166

dimensional feature and αdeath is the death time of the same feature. This can be represented167

as a set of points (αbirth, αdeath) in R2 or as sets of intervals called barcodes.168

SOCG 2019



23:6 Dimension Reduction with k-distance

Persistence Modules169

A filtration {Fα}α∈R is a family of topological spaces Fα such that for any α ≤ β, Fα ⊂170

Fβ . A persistence module is a family of vector spaces {Uα}, α ∈ R over a field F and171

homomorphisms uβα : Uα → Uβ such that for all α ≤ β ≤ γ, uγα = uγβ · uβα and uαα =172

Id. For the filtration {Fα}α∈R, α ≤ β =⇒ Fα ⊂ Fβ induces a homomorphism at the173

homology level. These homology groups of Fα and the homomorphisms form a persistent174

module. Persistence diagrams can be compared by interleaving the persistence modules. If175

U = (Uα, uβα) and V = (Vα, vβα) are two persistence modules, then they are ε-interleaved if176

there exists a collection of homomorphism φ = {φα : Uα → Vα+ε} such that the following177

diagram commutes for all α ≤ β,178

Uα Uβ

Vα+ε Vβ+ε

uβα

φα φβ

vβ+ε
α+ε

179

The interleaved persistence modules have persistence diagrams close to each other with180

respect to the bottleneck distance. The bottleneck distance is a metric defined on the181

persistent diagrams and the idea is that two persistence diagrams are close if their features182

with long lifespan have close birth and death times. In particular, the ε-interleaving of183

modules implies dln
B(diagram(U), diagram(V )) < ln(ε), where dln

B is the bottleneck distance184

in the log scale [4]. .We have:185

I Lemma 14 (Lemma 2.3 [13]). Let P ⊆ RD be a finite set and dP : RD → R be a distance186

function. Assume we have a function F : RD → Rd such that for all subsets S ⊆ P we have187

(1− ε)rad(S) ≤ rad(F (S)) ≤ (1 + ε)rad(S),188

where rad(X) is the minimum enclosing ball of X Then the persistent homology modules189

associated to the Čech filtrations of P and F (P ) are multiplicatively (1− ε)−1 interleaved.190

Simplicial Complexes and Filtrations191

A k-simplex is the convex hull of (k+1) affinely independent points. Let σ be the k-simplex192

defined on S = {v0, v1, .., vk}. A simplex τ defined on a subset of S is known as a face of σ.193

A simplicial complex K is a collection of simplices such that every face of a simplex in K194

is also a simplex in K and the non-empty intersection of two simplices in K must be a face195

of both simplices. An abstract simplicial complex is a collection K of finite non-empty sets196

such that if A ∈ K and B ⊆ A,B 6= ∅, then B ∈ K. The sets in K are the simplices of K.197

A simplicial complex K with a function f : K → R such that f(σ) ≤ f(τ) whenever198

σ is a face of τ is a filtered simplicial complex. Let the sublevel set at r ∈ R be defined199

as f−1 (−∞, r]. This is a subcomplex of K. By considering different values of r, we get a200

nested sequence of subcomplexes of K, ∅ = K0 ⊆ K1 ⊆ ... ⊆ Km = K, where Ki is the201

sublevel set at value ri. Let P be a set of points in RD. The sublevel filtration of a distance202

function dP is d−1
P (−∞, α]. In this paper we consider dP to be the k-distance.203

Čech Filtration204

We know from the previous section that the k-distance can be written in the form of a power205

distance. Let (P,w) be a set of weighted points and dP be the power distance. Recall that206
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the power distance to a point set P is207

dP (x) = min
p∈P

»
‖x− p‖2 + w(p)208

where x ∈ RD and w(p) is the weight of the point p. Then the sublevel sets d−1
P (−∞, α] are209

the union of balls centered at points in P and of radius rp(α) =
√
α2 − w(p) for α ≥ 0 and210

rp(α) = 0 when α < 0.211

I Definition 15 (Weighted Čech Complex). Let (P,w) be a weighted set of points inX = RD.212

The Čech complex at α is defined as213

Čα(X) = {σ ∈ P | ∩p∈σ B(p, rp(α)) 6= ∅}214

where B(p, rp(α)) is the closed ball of radius rp(α) centered at p in X.215

Equivalently, we can define the Čech complex Čα(X) as the set of simplices σ such that216

σ ∈ Čα(X) iff rad(σ) ≤ α, where rad(σ) is the radius rad(σ) of the smallest enclosing ball217

of σ which satisfies rad2(σ) = maxp∈σ(‖cP − p‖2 + w(p)), where the centre cP is defined218

as cP = argminx∈RD maxp∈σ(‖x − p‖2 + w(p)). The Čech complex Čα is the nerve of the219

balls B(p, rp(α)), p ∈ P . By the nerve lemma, we know that the union of the balls and220

Čα have the same homotopy type. Moreover, the persistent nerve lemma shows that the221

persistent homology of the Čech complex is the same as the α-sublevel filtration of the222

distance function.223

The Vietoris-Rips complex VRα(X) can be viewed as a simplification of the Čech com-224

plex. The Weighted Rips complex VRα(X) is the maximal complex whose 1-skeleton is the225

same as Čα(X). Naturally, Čα(X) ⊆ VRα(X), and by [10] we have VRα(X) ⊆ Č2α(X).226

3 Application to Persistent Homology227

In this section, we first prove Theorem 2 which shows that the standard Johnson Linden-228

strauss Lemma preserves the k-distance in dimension O(logn).229

Let P = {p1, p2, ...pn} be a set of n points in X ∈ RD.230

Proof of Theorem 2. Let x ∈ P and let p1, p2, ..., pk be its k nearest neighbours in P . From231

Lemma 13, we have ∀pi ∈ P232

(1− ε)‖x− pi‖2 ≤ ‖f(x)− f(pi)‖2 ≤ (1 + ε)‖x− pi‖2.233

By summing up these inequalities we have,234

(1− ε) 1
k

k∑
i=1
‖x− pi‖2 ≤ 1

k

k∑
i=1
‖f(x)− f(pi)‖2 ≤ (1 + ε) 1

k

k∑
i=1
‖x− pi‖2.235

Since the k-distance of f(x) is the root mean squared distance to its k-nearest neighbours,236

d2
f(P ),k(f(x)) ≤ 1

k

∑k
i=1 ‖f(x)− f(pi)‖2. So, for the upper bound, we have,237

d2
f(P ),k(f(x)) ≤ 1

k

k∑
i=1
‖f(x)− f(pi)‖2 ≤ (1 + ε) 1

k

k∑
i=1
‖x− pi‖2 = (1 + ε)d2

P,k(x).238

Let q1, q2, ..., qk ∈ P be such that f(q1), f(q2), ..., f(qk) are the k-nearest neighbours of239

f(x). Then for the lower bound we have,240

(1− ε) 1
k

k∑
i=1
‖x− qi‖2 ≤ 1

k

k∑
i=1
‖f(x)− f(qi)‖2 = d2

f(P ),k(f(x)).241
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23:8 Dimension Reduction with k-distance

And since p1, ..., pk are the nearest neighbours of x, d2
P,k(x) = 1

k

∑k
i=1 ‖x−pi‖2 ≤ 1

k

∑k
i=1 ‖x−242

qi‖2. This gives the required lower bound. J243

So, we have that the standard Johnson Lindenstrauss mapping on Euclidean pairwise244

distances, preserves the k-distance. Let BaryP,k be the set of barycentres of subsets of k245

points of P . The k-distance can be written as a power distance i.e.246

dP,k(x) =
Å

min
b∈BaryP,k

‖x− b‖2 + w(b)
ã1/2

,247

where w(b) = 1/k
∑
i ‖b − pi‖2 for b = 1/k

∑
i pi. So we have a weighted set of points,248

BaryP,k and balls around them of varying radii as sublevel sets.249

Let rad(S) be the radius of the minimum enclosing ball of weighted S ⊂ X = RD and250

its center be cS . Recall,251

cS = argminx∈RD max
s∈S
‖x− s‖2 + w(s) and rad2(S) = max

s∈S
‖cS − s‖2 + w(s).252

To show that the persistent modules of the Čech complex are comparable, by lemma 14253

we need to prove that the radius of the minimum enclosing ball of simplices in the Čech254

complex are comparable.255

Since the simplices in the Čech complex are formed by the intersection of the balls256

centered at BaryP,k, the standard Johnson Lindenstrauss lemma acting on the point set P257

will not be sufficient. It is showed in [13] and [18] that for the power distance for a point set258

P , the persistent modules of the Čech complexes are interleaved. The k-distance is a power259

distance for weighted barycenters. So, to interleave the modules we would have to augment260

the points in BaryP,k to the point set P increasing the number of points to O
(
n
k

)
giving a261

target dimension d = O(k logn). Using the stronger concentration inequality we get a much262

better target dimension.263

3.1 Proof of Theorem 3264

In this section, we use the mappings in Theorems 2 and 1 to prove that persistent homology265

modules of the Čech complex are comparable after dimension reduction. This is formally266

stated in Theorem 3. To prove Theorem 3, we require a few preliminary results. Let267

σ = {b1, b2, ..., br}, bi ∈ BaryP,k, Since we are dealing with a weighted point set BaryP,k,268

we need to find the radius of the minimum enclosing ball of a set of balls centered at bi ∈ σ.269

We infer the following lemmas from lemma 3.3 and lemma 3.19 in [8].270

I Lemma 16. (i) The center cσ is a convex combination of points in σ, i.e. cσ =271 ∑r
i=1 λibi and

∑r
i=1 λi = 1 where λi’s are non-negative.272

(ii) In particular, either λi = 0 or, λi > 0 and the ball centered at bi is internally tangent273

to the minimum enclosing ball.274

Proof of Theorem 3. We have σ = {b1, b2, ..., br} and cσ =
∑r
i=1 λibi where

∑r
i=1 λi = 1.275

From the above lemma we have, the balls around bi are either internally tangent to the276

minimum enclosing ball or the corresponding λi = 0. This implies the radius of the minimum277

enclosing ball is the weighted distance between the center and bi for which λi 6= 0. Since278 ∑r
i=1 λi = 1, we can write279

rad2(σ) =
r∑
i=1

λi
(
‖cσ − bi‖2 + w(bi)

)
.280
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We use the following simple fact from [13]281 ∑
i=1

λi‖cσ − bi‖2 = 1
2
∑
i

∑
j

λiλj‖bi − bj‖2.282

283

rad2(σ) =
r∑
i=1

λi
(
‖cσ − bi‖2 + w(bi)

)
(4)284

= 1
2

r∑
j=1

r∑
i=1

λjλi‖bi − bj‖2 + 1
2

r∑
i=1

2λiw(bi) (5)285

= 1
2

r∑
j=1

λj

r∑
i=1

λi

Å
‖bj − bi‖2 + w(bi) + w(bi)

ã
. (6)286

We can write ‖bj − bi‖2 +w(bi) = 1/k
∑k
l=1 ‖bj − pil‖2 where bi = 1/k

∑k
l=1 pil and w(bi) =287

1/k
∑k
l=1 ‖bi − pil‖2. These distances are in the form of the k-distance if we augment the288

barycenters to the point set P . Let f(cσ) =
∑
i λif(bi). So,289

rad2(σ) ≤ 1
1− ε

[
1
2

r∑
j=1

λj

r∑
i=1

λi

Å1
k

k∑
l=1
‖f(bj)− f(pil)‖2 + 1

k

k∑
l=1
‖f(bi)− f(pil)‖2)

ã]
(7)

290

≤ 1
1− ε

[
1
2

r∑
j=1

λj

r∑
i=1

λi

Å
‖f(bj)− f(bi)‖2 + w(f(bi)) + w((f(bi)))

ã]
(8)291

≤ 1
1− ε

[
r∑
i=1

λi
(
‖f(cσ)− f(bi)‖2 + w(f(bi))

)]
. (9)292

The function
∑r
i=1 λi

(
‖c− f(bi)‖2) is minimized at c = f(cσ). Let the center of f(σ) be ĉ.293

So,294

rad2(σ) ≤ 1
1− ε

[
r∑
i=1

λi
(
‖ĉ− f(bi)‖2 + w(f(bi))

)]
= 1

1− ε rad
2(f(σ)). (10)295

The other direction can be proved similarly.296

Dimension analysis. We require that f must (1 ± ε) preserve the distances of the297

form
∑k
i=1 ‖x − yi‖2 where x ∈ BaryP,k and yi ∈ S ∈

(
P
k

)
. To prove the first statement298

in the theorem, we apply the Johnson-Lindenstrauss mapping in Theorem 2 for the set299 (
P
k

)
∪ BaryP,k. This gives a target dimension of O

Å
log (nk)2

ε2

ã
= O

Ä
k log(n/k)

ε2

ä
, using

(
n
k

)
≤300

(en/k)k.301

To prove the second statement of the theorem, we shall use the tail bounds in The-302

orem 1 which are O(e−rdε2/4). That is, the probability that the distortion
∑k
i=1 ‖f(x) −303

f(yi)‖2/
∑k
i=1 ‖x − yi‖2 does not lie in the range [1 − ε, 1 + ε] is at most O(e−rdε2/4). We304

want to find the target dimension required such that for all x ∈ BaryP,k, yi ∈ S ∈
(
P
k

)
,305

the distortion lies in [1− ε, 1 + ε]. A trivial union bound gives us
(
n
k

)
×
(
n
k

)
× e−rdε

2/4 < 1.306

Taking log on both sides and using
(
n
k

)
< (ne/k)k gives us d = O(kr log(nk )).307

J308

In section 2.1, we defined the approximate k-distance to be309

d̃P,k(x) :=
…

min
p∈P

d2
P,k(p) + ‖p− x‖2,310
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where w(p) = d2
P,k(p). And so the Čech complex would be formed by the intersections of311

the balls around the weighted points in P .312

Proof of Theorem 5. This proof follows Theorem 3. Let σ = {p1, p2, ..., pr} and cσ be the313

center of the minimum enclosing ball of the σ.314

rad2(σ) =
r∑
i=1

λi
(
‖cσ − pi‖2 + w(pi)

)
=
∑
i<j

λiλj‖pi − pj‖2 +
k∑
i=1

λiw(pi),315

where w(p) = d2
P,k(p). The standard Johnson Lindenstrauss lemma preserves pairwise316

distances and the k-distance in dimension O(logn). So following the proof of Theorem 3,317

we have the result. J318

When is the assumption true? Suppose the points are distributed according to an i.i.d.319

Gaussian distribution. Then the distance vectors are also i.i.d. Gaussian. We required that320

the maximum singular value of the initial vector matrix is not too far from the average321

singular value. For random matrices of dimension N ×n with independent columns we have322

that the singular values lie in [
√
N−C

√
n,
√
N+C

√
n] for some constant C with probability323

O(e−cN ) (see e.g. [19, 17]). By our assumption, N � n, i.e. D � k. Therefore by a union324

bound over all sets of k points, it follows that the condition in the Theorem is satisfied, with325

r = O(k).326

4 Tail bounds for the sum of weighted χ2
(d) random variables327

Tail bounds for sums of independent unweighted chi-squared random variables, with arbit-328

rary degrees of freedom, are standard in the literature [12]. In the more general case, when329

the random variables can be weighted and are not necessarily independent, they fall into the330

class of gamma distributions. However, the only tail bounds known for this case are general331

bounds for gamma distributions, which can be weaker and can be inconvenient to use, as332

they are usually stated in terms of the parameters of the gamma distribution. In this section,333

we prove tail bounds for sums of weighted, dependent chi-squared random variables, having334

d degrees of freedom. When the weights are close to uniform, and the covariance matrix335

has high rank, our bounds essentially behave like the unweighted, independent case. They336

degrade gradually with non-uniformity of the weight distribution, and the decreasing rank337

of the covariance matrix, eventually reducing to the case of a single χ2
(d) random variable,338

when the rank is 1.339

340

For the remainder of this section, we shall work with the following setup. Given a matrix341

V ∈ RD×k with column vectors v1, v2, . . . , vk ∈ RD and gaussian vectors g1, g2, . . . , gd ∼342

ND(0, I), define, Lj =
∑d
i=1〈gi, vj〉2, for 1 ≤ j ≤ k. By definition, the Ljs are χ2

(d) random343

variables with weights ‖vj‖2. Let L denote their sum, i.e. L :=
∑k
j=1 Lj . In the following344

lemma we prove that L can be written as a sum of independent weighted chi-squared random345

variables.346

I Lemma 17. L is a sum of independent weighted chi-squared random variables of d degrees347

of freedom.348

Proof. First, observe that by changing the order of summation, we get L =
∑d
i=1
∑k
j=1〈gi, vj〉2.349

DefineQi :=
∑k
j=1〈gi, vj〉2. LetXi be the random vector defined asXi = [〈gi, v1〉, ..., 〈gi, vk〉]>.350

So, Qi = Xᵀ
i Xi. Each 〈gi, vj〉 is normally distributed with mean 0 and variance ‖vj‖2 i.e.351
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〈gi, vj〉 ∼ N (0, ‖vj‖2). So Xi follows a multivariate normal distribution, Xi ∼ Nk(0,Σ)352

where Σ is the k × k covariance matrix. To find Σ, we calculate353

cov[〈gi, vj〉〈gi, vl〉] =E[〈gi, vj〉〈gi, vl〉]− E[〈gi, vj〉]E[〈gi, vl〉] (11)354

=E[
D∑
p=1

D∑
m=1

gipvpjgimvml] =
D∑
p=1

D∑
m=1

vpjvmlE[gipgim] (12)355

=
D∑

p=m=1
vpjvpl = vᵀj vl. (13)356

Thus, each entry of Σ is of the form vᵀj vl with diagonal entries being ‖vi‖2, in other words357

Σ = V ᵀV . Σ is a k×k symmetric matrix, and by Cholesky decomposition Σ = BBᵀ where B358

is k×r matrix and rank(Σ) = r ≤ k. We write Xi = BYi where Yi is a standard multivariate359

normal distribution, i.e. Y ∼ Nr(0, I). Now, we calculate Qi = Xᵀ
i Xi = Y ᵀ

i B
ᵀBYi. Write360

A = BᵀB, so A is a r × r symmetric matrix. There exists an orthogonal r × r matrix P361

such that P ᵀAP = diag(λ1, ..., λr) where λ1, ..., λr are the eigenvalues of matrix A. Let362

Zi = P ᵀYi =⇒ Yi = PZi as PP ᵀ = I. This means Zi ∼ Nr(0, I).363

Y ᵀ
i AYi = Zᵀ

i P
ᵀAPZi = Zᵀ

i diag(λ1, ..., λr)Zi = λ1z
2
i1 + λ2z

2
i2 + ...+ λrz

2
ir,364

where each zij is an independently distributed standard normal random variable and z2
ij ∼365

χ2
(1), j = 1, ..., r. Note that the eigenvalues of matrix A = BᵀB is equal to the non-zero366

eigenvalues of Σ. And since Σ = V ᵀV , the eigenvalues of Σ are equal to the singular values367

squared of matrix V , that is λi = σ2
i for all i. So, we have Qi =

∑r
j=1〈gi, vj〉2 =

∑r
j=1 σ

2
j z

2
ij .368

Since, L =
∑d
i=1 Qi and each Gaussian vector gi, i = 1, 2, . . . , d, is independent we have369

L =
r∑
j=1

d∑
i=1

σ2
j z

2
ij =

r∑
j=1

σ2
j z̃

2
j ,370

where z̃2
j are independent chi-squared random variables of d degrees of freedom i.e. z̃2

j ∼ χ2
(d).371

J372

I Theorem 18. Given Z1, Z2, . . . , Zk independent chi-squared random variables of d degrees373

of freedom and weights w1, w2, . . . , wk ≥ 0. Let Z =
∑k
i=1 wiZi. Then for 0 < δ < 1, the374

following holds,375

P [|Z − E [Z] | > δ E [Z]] ≤ exp
Ç
kdδ

2 − kdδ2

4 + kdδ3

6 − δd
∑k
i=1 wi

2wm

å
.376

Proof. We shall prove the bound for the upper tail; the proof of the lower tail follows377

similarly. We want to estimate the tail bounds for Z =
∑k
i=1 wiZi. First, by linearity of378

expectation we have that E[Z] =
∑k
i=1 wiE[Zi] = (

∑k
i=1 wi)d. Second, we find the moment379

generating function E[etZ ]. By independence of Zi we get, E[etZ ] = E[
∏k
i=1 e

tZiwi ] =380 ∏k
i=1 E[etZiwi ].381

The m.g.f of χ2
(d) random variable Y is M(Y ) = (1 − 2t)−d/2. So, M(wiZi) = (1 −382

2wit)−d/2. And,383

M(Z) =
k∏
i=1

(1− 2wit)−d/2.384
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385

P [Z > (1 + δ)E [Z]] = P
î
etZ > et(1+δ) E[X]

ó
. (14)386

By the Markov inequality, (14) is at most387

P
î
etZ > et(1+δ) E[X]

ó
≤

E
[
etZ
]

et(1+δ) E[Z] =
∏k
i=1(1− 2wit)−d/2

et(1−δ)d
∑k

i=1 wi
. (15)388

We need to choose a t such that (1 − 2wit) ≥ 0 for all wi. So, substituting the value of389

t = δ

2wm(1 + δ) , where wm is the maximum weight, and using log(1 + x) < x− x2/2 +x3/3390

we get (15) is at most391

(1 + δ)kd/2 exp
Ç
−δd

∑k
i=1 wi

2wm

å
≤ exp

Ç
kdδ

2 − kdδ2

4 + kdδ3

6 − δd
∑k
i=1 wi

2wm

å
. (16)392

J393

Now, we prove Theorem 1, which shows that under certain conditions, the squared sum394

of k distances is more strongly concentrated around its mean than the Euclidean distance.395

Proof of Theorem 1. Let V = (v1, ..., vk) be a set of k vectors in RD. Let G be a random396

Gaussian matrix of order d × D such that each entry gij
i.i.d∼ N (0, 1) where d < D. Let397

f : (RD)k → (Rd)k defined as follows398

f(V ) = 1√
d
GV.399

Let gi denote the row of matrix G, so each entry of GV would be of the form 〈gi, vj〉. Let400

f(vi) denote the ith vector of f(V ). Recalling the proof setup at the beginning of this401

section, we get that402

1
k

k∑
i=1
‖f(vi)‖2 = 1

d
· 1
k

d∑
i=1

k∑
j=1
〈gi, vj〉2 = 1

d
· 1
k
L.403

From Lemma 17 we have,404

L = dk
k∑
i=1
‖f(vi)‖2 =

r∑
j=1

σ2
j z̃

2
j ,405

where z̃2
j are independent chi-squared random variables of d degrees of freedom. Also, note406

that the sum of the singular value squared is the trace of the matrix V ᵀV , so
∑r
i=1 σ

2
i =407 ∑k

i=1 ‖vi‖2.408

Now, we estimate the probability of the event409 {1
k

k∑
i=1
‖f(vi)‖2 > (1 + ε) 1

k

k∑
i=1
‖vi‖2

}
=
{ L
kd

> (1 + ε) 1
k

k∑
i=1

σ2
i

}
,410

where σr+1 = . . . = σk = 0411

Since L is the sum of r independent weighted chi-squared random variables of d degrees412

of freedom, using Theorem 18 we have413

P

[
L > (1 + ε)(

k∑
j=1

σ2
j )d
]
≤ exp

Ç
rdε

2 −
rdε2

4 + rdε3

6 − εk
∑k
i=1 σ

2
i

2σ2
1

å
414
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By assumption,
∑k
i=1 σ

2
i

σ2
1

≥ k

c
and c ≤ k/r we get,415

exp
Ç
rdε

2 −
rdε2

4 + rdε3

6 − εd
∑k
i=1 σ

2
i

2σ2
1

å
≤ exp

Å
rdε

2 −
rdε2

4 + rdε3

6 − rdε

2

ã
416

≤ exp
Å
−rdε

2

4 + rdε3

6

ã
.417

J418

5 Kernel Distance419

We refer the reader to [15] for a background on kernels. A kernel K : RD × RD →420

R is a similarity function. In this section, we consider Gaussian Kernels of the form421

K(x, y) = σ2 exp
(
−‖x− y‖2/2σ2). A similarity between measures µ and ν is κ(µ, ν) =422 ∫

p∈RD
∫
q∈RD K(p, q)µ(p)ν(q)dpdq.423

I Definition 19 (Kernel Distance). The kernel distance between two measures µ and ν is424

defined as425

DK(µ, ν) =
»
k(µ, µ) + k(ν, ν)− 2k(µ, ν).426

The kernel distance between two measures is a metric. If we take the dirac measure with427

respect to x and y we can write DK(x, y)2 = 2σ2(1−e−‖x−y‖2/2σ2) Now we define the kernel428

distance with respect to an underlying probability measure µ, dµK : RD → R.429

dµK(x) = DK(µ, x) =
»
k(µ, µ) + k(x, x)− 2k(µ, x).430

The x in DK(µ, x) represents the Dirac measure with respect to x. This distance function431

has been used in place of the distance to measure for geometric and topological inference.432

A power distance version of this distance function is given in [16].433

fKP (x) =
…

min
p∈P

(DK(p, x)2 + dµK(p))2, (17)434

where the dµK(p) can be seen as the weight of the point p. To prove the stability properties435

of the persistence diagrams, the distance is approximated by fKP+
(x). The construction of436

P+ for the case of the empirical measure on µ is given in [16]. The following bounds hold437

for the power distance approximation of the kernel distance with respect to the measure438

1√
2
dµK(x) ≤ fKP (x) ≤

√
14dµK(x).439

5.1 Dimension Reduction with Kernels440

In this section we show that the standard Johnson Lindenstrauss transform preserves the441

Kernel Distance to a certain factor and we show that the corresponding Čech complexes are442

also comparable.443

Using 1− t ≤ e−t ≤ 1− t+ (1/2)t2 when t ≥ 0, for ‖x− y‖ ≤
√

3σ we get444

1
2‖x− y‖

2 ≤ DK(x, y) ≤ ‖x− y‖2. (18)445
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I Lemma 20. Let 0 < ε < 1/3. Then, ∀x, y ∈ P ⊂ RD, |P | = n, ∃ a mapping f : RD → Rd,446

where d = O(ε−2 logn) such that,447

(1− ε)
2 DK(x, y)2 ≤ DK(f(x), f(y))2 ≤ 2(1 + ε)DK(x, y)2.448

Proof. Using (18) and Lemma 13 for ‖x− y‖2 ≤ 3σ2 we have,449

(1− ε)DK(x, y)2 ≤ (1− ε)‖x− y‖2 ≤ ‖f(x)− f(y)‖2 ≤ 2DK(f(x), f(y))450

We know that DK(x, y)2 = 2σ2 (1− exp
(
−‖x− y‖2/2σ2)) ≤ 2σ2. Using ‖x − y‖2 > 3σ2,451

ε ≤ 1/3 and Lemma 13,452

DK(f(x, f(y)))2 = 2σ2 (1− exp
(
−‖f(x)− f(y)‖2/2σ2)) (19)453

≥ 2σ2 (1− exp
(
−(1− ε)‖x− y‖2/2σ2)) (20)454

≥ 2σ2 (1− exp(−1)) ≥ σ2 ≥ DK(x, y)2/2 ≥ (1− ε)DK(x, y)2/2 (21)455

The upper bound follows similarly from (18).456

J457

I Corollary 21. Let µ be the empirical measure on P .458

(1− ε)
2 dµK(p)2 ≤ dµK(f(p))2 ≤ 2(1 + ε)dµK(p)2. (22)459

Proof. Since dµK(p) = DK(µ, p) =
√
k(µ, µ) + k(p, p)− 2k(µ, p). Using this we get,460

dµK(p)2 = 1
2n2

∑
x∈P

∑
y∈P
−DK(x, y)2 + 1

n

∑
x∈P

DK(x, p)2.461

By taking sums of the inequalities in Lemma 20, we have the result. J462

Let radK(S) be the radius of the minimum enclosing ball of a subset S ∈ RD under the463

kernel power distance and let rad(S) be the radius of the minimum enclosing ball of under464

the usual euclidean power distance. The proof of Theorem 7 is given in the Appendix.465

6 Future Work466

We conclude this paper with several open questions.467

Relaxing the assumptions. We have shown that the k-distance is preserved under random468

projections and is more strongly concentrated under certain assumptions. We showed that469

for random point sets the result is generally true. It is left as an open question whether470

these assumptions can be relaxed in general.471

General probability measures. We have considered the distance to measure for uniform472

measures. Do random projections preserve distances for general probability measures?473

Manifolds. Baraniuk andWakin [1] introduced random projections for the case of manifolds474

and showed a variant of the JL lemma where the target dimension depends on the intrinsic475

dimension of the underlying manifold. As shown in Theorem 2, we have that the k-distance476

is preserved under random projections for manifolds, but it remains to show if the target477

dimension can be reduced further using the stronger concentration inequality.478

Kernel Distances. In Theorem 7 we get a constant factor of 3 and 8 depending on the479

value of σ, the noise factor. Instead of using the standard Johnson Lindenstrauss Lemma,480
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it is shown in [6], that an approximate embedding φ̂ : RD → Rd induces a kernel distance481

DK̂(x, y) = 〈φ̂(x), φ̂(y)〉 and for 0 < ε < 1, the kernel distance is interleaved as follows:482

1
1 + ε

DK(x, y) ≤ DK̂(x, y) ≤ 1
1− ε DK(x, y).483

So using this kind of embedding we can expect something better, a reduction of a factor of484

2. We intend to address this in the future.485
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Appendix537

Proof of Theorem 7. Let BK(x, r) = {y ∈ X|DK(x, y) ≤ r}, B(x, r) = {y ∈ X| ‖x− y‖ ≤538

r} and let w(p) = dµK(p)2 = dPK(p)2, since we consider the empirical measure on P . We539

know that540

σ ∈ Čα,K(X) ⇐⇒ ∩p∈σBK(p,
»
α2 − w(p)) 6= ∅541

Let x ∈ BK(p,
√
α2 − w(p)), thenDK(p, x)2 ≤ α2−w(p) ⇐⇒ ‖p−x‖2 ≤ −2σ2 ln( 2σ2−(α2−w(p))

2σ2 ).542

So x ∈ B(p,
»
−2σ2 ln

( 2σ2−(α2−w(p))
2σ2

)
) where α2 ≥ w(p). So, in other words543

σ ∈ Čα,K(X) ⇐⇒
⋂
p∈σ

B

(
p,

 
−2σ2 ln

Å2σ2 − (α2 − w(p))
2σ2

ã)
6= ∅.544

Note that since by definition, DK(x, p)2 ≤ 2σ2, therefore we have that the maximum α that545

ever occurs in the Čech filtration must satisfy α2 = D2
K(x, p) + w(p) ≤ 2σ2 + w(p), so that546

we always have α2−w(p)
2σ2 ≤ 1. Therefore, we can use the Taylor expansion for ln(1 − x) to547

get,548

−2σ2 ln
Å2σ2 − (α2 − w(p))

2σ2

ã
≤ −2σ2 ln

Å
1−α

2 − w(p)
2σ2

ã
≤ 2σ2

Å
α2 − w(p)

2σ2 +α2 − w(p)2

8σ4 +. . .
ã
.549

Fix p ∈ P , and let x ∈ RD be an arbitrary point. We consider the following two cases.550

Case I: ‖x − p‖2 ≤ (2 ln 2)σ2. In this case, we have that by the monotonicity of D2
K(x, p)551

with ‖x− p‖2, D2
K(x, p) ≤ σ2. Therefore, in the kernel distance, x lies in a ball of radius α552

centered at p, such that α2−w(p)
2σ2 = D2

K(x,p)
2σ2 ≤ 1/2. For |x| ≤ 1/2, the Taylor expansion can553

be approximated as ln(1− x) ≤ 3x/2. Therefore, we get that554

rad2(σ) ≤ D2
K(x, p) + w(p) ≤ D2

K(x, p) + 3w(p)
2 ≤ 3α2/2.555

Case II: ‖x − p‖2 > (2 ln 2)σ2. In this case, we have σ2 < D2
K(x, p) ≤ 2σ2. Thus,556

σ2 > D2
K(x, p)/2. Therefore, we get557

D2
K(x, p)

2 + w(p) ≤ σ2 + w(p) < α2, or,558

559

D2
K(x, p) + w(p) ≤ D2

K(x, p) + 2w(p) < 2α2.560

Thus, in both the above cases, we get that561

rad(σ) ≤
√

2α ⇐⇒ σ ∈ Č√2α,K(X).562
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Let σ = {p1, p2, ..., pr} and cσ =
∑
i λipi be the center of the minimum enclosing ball of563

the σ. Following the proof of Theorem 3 we have that,564

rad2(σ) =
r∑
i=1

λi
(
‖cσ − pi‖2 + w(pi)

)
=
∑
i<j

λiλj‖pi − pj‖2 +
k∑
i=1

λiw(pi),565

where w(p) = dPK(p)2. Using Corollary 21 we have (1−ε)
2 w(p) ≤ w(f(p)) ≤ 2(1 + ε)w(p). So,566

following the proof of Theorem 5 we get the desired result. J567
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