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Abstract

We develop a new stochastic algorithm with variance reduction for solving pseudo-
monotone stochastic variational inequalities. Our method builds on Tseng’s
forward-backward-forward algorithm, which is known in the deterministic lit-
erature to be a valuable alternative to Korpelevich’s extragradient method when
solving variational inequalities over a convex and closed set governed with pseudo-
monotone and Lipschitz continuous operators. The main computational advantage
of Tseng’s algorithm is that it relies only on a single projection step, and two
independent queries of a stochastic oracle. Our algorithm incorporates a variance
reduction mechanism, and leads to a.s. convergence to solutions of a merely
pseudo-monotone stochastic variational inequality problem. To the best of our
knowledge, this is the first stochastic algorithm achieving this by using only a
single projection at each iteration.

1 Introduction

The standard deterministic variational inequality problem, which we will denote as VI(T,X ), or
simply VI, is defined as follows: given a closed convex set X ⊂ Rn and a single valued map
T : Rn → Rn, find x∗ ∈ X such that

〈T (x∗), x− x∗〉 ≥ 0. (1.1)

Call S(T,X ) ≡ X∗ the set of solutions of VI(T,X ). The variational inequality problem includes
many interesting applications in economics, game theory and engineering (see e.g. Juditsky et al.
[2011], Kannan and Shanbhag [2012], Mertikopoulos and Staudigl [2018], Ravat and Shanbhag
[2011], Scutari et al. [2010]). If X is unbounded it also can be used to formulate complementarity
problems, systems of equations, saddle point problems and many equilibrium problems. We refer the
reader to Facchinei and Pang [2003] for an extensive review of applications in engineering, physical
sciences and economics.

In the stochastic VI problem, we start with a measurable set (Ξ,A), and measurable function
F : Rn × Ω → Rn and a random variable ξ : (Ω,F) → (Ξ,A), defined on a probability space
(Ω,F ,P) such that F (x, ξ) ∈ L1(Ω;Rn). We let P = P ◦ ξ−1 be the law of the random variable ξ
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on (Ξ,A), and define

T (x) := Eξ[F (x, ξ)] :=

∫
Ω

F (x, ξ(ω)) dP(ω) =

∫
Ξ

F (x, z) dP(z). (1.2)

The expected value formulation (EV) of the stochastic variational inequality problem, is to find
x∗ ∈ X such that 〈T (x∗), x− x∗〉 ≥ 0 for all x ∈ X .

2 Setup and preliminaries

A map H : C → Rn is pseudo-monotone if

〈H(x), y − x〉 ≥ 0⇒ 〈H(y), y − x〉 ≥ 0 (2.1)

Pseudo-monotonicity is a weakened notion of monotonicity in variational analysis.1 If T = ∇f then
T is pseudo-monotone whenever f is quasi-convex. The Minty Lemma implies that

S(H,C) = {x ∈ C|(∀p ∈ C) : 〈H(p), p− x〉 ≥ 0}.

3 The stochastic forward-backward-forward algorithm

The standing hypothesis we use in our analysis are summarized in the following paragraph.

Assumption 1 (Consistency). The solution set X∗ = S(T,X ) is nonemtpy.

Assumption 2 (Stochastic Model). X ⊂ Rn is closed convex, (Ξ,A) is a measurable space and
F : X × Ξ → Rn is a Carathéodory map (i.e. continuous in x, measurable in ξ). ξ is a random
variable with values in Ξ, defined on a probability space (Ω,F ,P).

Assumption 3 (Lipschitz continuity). The averaged map T : X → Rn is Lipschitz continuous with
modulus L > 0.

Assumption 4 (Pseudo-Monotonicity). The map T (x) = E[F (x, ξ)] is pseudo-monotone on Rn.

At each iteration, the decision maker has access to a stochastic oracle (SO), reporting an approximation
of T (x) of the form

An+1(x) ,
1

mn+1

mn+1∑
i=1

F (x, ξ
(i)
n+1) x ∈ Rn. (3.1)

The sequence (mn)n≥1 ⊂ N determines the sample rate, or batch size, of the SO. The random
sequence ξn = (ξ

(1)
n , . . . , ξ

(mn)
n ) is an i.i.d draw from P. Approximations of the form (3.1) have

received some considerable in machine learning and computational statistics (see e.g. Atchadé et al.
[2017], and references therein). The implicit assumption on the SO standing behind (3.1) is that it
is possible to obtain i.i.d samples from the measure P. As in the extragradient method (EG), the
stochastic forward-backward-forward (SFBF) method of Tseng type requires two queries from the
SO. Its pseudocode is given in Algorithm 1. In particular, given the batch size sequence (mn)n≥1,
introduce two stochastic processes ξn, ηn such that

ξn , (ξ(1)
n , . . . , ξ(mn)

n ) and ηn , (η(1)
n , . . . , η(mn)

n ) ∀n ≥ 1

and define the sub-sigma algebras (Fn)n≥0, (F̂n)n≥0 by F0 = σ(X0), and Fn =

σ(X0, ξ1, ξ2, . . . , ξn, η1, . . . , ηn) and F̂n = σ(X0, ξ1, ξ2, . . . , ξn+1, η1, . . . , ηn).

Assumption 5 (Stepsize choice). The stepsize sequence (αn)n≥0 in Algorithm 1 satisfies

0 < inf
n≥0

αn ≤ ᾱ = sup
n≥1

αn <
1√
2L
. (3.4)

1The strongest, and most used assumption is strong monotonicity: 〈H(y) −H(x), x − y〉 ≥ λ‖x − y‖2
for some λ ≥ 0. This clearly implies monotonicity: 〈H(y) − H(x), x − y〉 ≥ 0, which in turn implies
pseudo-monotonicity. None of the reverse implications is true.
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Algorithm 1 Stochastic Tseng-Forward-Backward-Forward method (SFBF)

Require: step-size sequence (αn)n≥0; batch size sequence (mn)n≥1;
probability measure µ

1: initialize X0 ∼ µ # initialization
2: for n ≥ 0 do
3: Given Xn, draw ξn+1 = (ξ

(i)
n+1)1≤i≤mn+1

and ηn+1 = (η
(i)
n+1)1≤i≤mn+1

∼ P
4: Oracle returns

An+1 = 1
mn+1

∑mn+1

i=1 F (Xn, ξ
(i)
n+1). (3.2)

# First Oracle query
5: Compute Yn = ΠX (Xn − αnAn+1) # Forward step
6: Oracle returns

Bn+1 = 1
mn+1

∑mn+1

i=1 F (Yn, η
(i)
n+1). (3.3)

# Second Oracle query
7: Compute Xn+1 = Yn + αn(An+1 −Bn+1) # Backward step
8: n← n+ 1 # next stage
9: end for

For n ≥ 0, we introduce the approximation error

Wn+1 , An+1 − T (Xn), and Zn+1 , Bn+1 − T (Yn), (3.5)

One can check that (Yn)n∈N0
is measurable with respect to the sub-sigma algebra (F̂n)n∈N0

and
(Xn)n∈N0

is measurable with respect to the sub-sigma algebra (Fn)n∈N0
. The next assumption is

essentially the same as the variance control assumption in Iusem et al. [2017].
Assumption 6 (Variance Control). There exists p ≥ 2 and x∗ ∈ X∗ and σ(x∗) > 0 such that for all
x ∈ Rn

E[‖F (x, ξ)− T (x)‖p]1/p ≤ σ(x∗) + σ0‖x− x∗‖. (3.6)

This Assumption considerably weakens the standard assumption in stochastic optimization of uni-
formly bounded oracle variance (UVB). Since SFBF is an infeasible method, we have to make
assumption on the SO variance on the full domain Rn, which makes (UVB) an extremely restrictive
assumption. In fact, if X is unbounded, estimates of the form (3.6) are the most natural ones, as also
argued in Iusem et al. [2017]. It can be shown that estimate (3.6) holds if the map x 7→ F (x, ξ) is
random Lipschitz with a Lipschitz modulus L(ξ) ∈ Lp(P). Assumption (6), coupled with eqs. (3.2)
and (3.3), imply an online variance reduction scheme, as made precise in the following Lemma.
Lemma 3.1. Let p ≥ 2 be as in Assumption 6. For all n ≥ 0, p′ ∈ [2, p] we have

E[‖Wn+1‖p
′
|Fn]

1
p′ ≤ Cp′ (σ(x∗) + σ0‖Xn − x∗‖)√

mn+1
(3.7)

and
E[‖Zn+1‖p

′
|Fn]

1
p′ ≤ Cp′√

mn+1

(
σ(x∗) + σ0E[‖Yn − x∗‖p

′
|Fn]

1
p′
)
. (3.8)

Variance reduction techniques as the above have been successfully used in stochastic variational
problems in Palaniappan and Bach [2016] and Shi et al. [2017] in the context of convex-concave
saddle-point problems, and Iusem et al. [2017] in the context of variational inequalities. The latter
paper gives a thorough discussion when Assumption 6 is appropriate.

4 Convergence Analysis

We can give a full convergence proof of the stochastic process {(Xk, Yk); k ∈ N} generated by
Algorithm 1.2 To measure the progress of SFBF, we need to introduce a merit function. For our
purposes, the most convenient choice for a merit function is the residual function

rα(x) , ‖x−ΠX (x− αT (x))‖ ∀x ∈ Rn. (4.1)
2All proofs of the announced results are available upon request.
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(a) SFBF vs. EG for fractional program (5.1) [n = 50].
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(b) SFBF vs. EG in bimatrix games.

Define ρn , 1 − 2L2α2
n for all n ≥ 0. Our analysis starts be verifying a Stochastic quasi Fejér

property of the sequence
(
‖Xn − x∗‖2

)
k≥0

.

Proposition 4.1. For all x∗ ∈ X∗, we have

E[‖Xn+1−x∗‖2|Fn] ≤ ‖Xn−x∗‖2−
ρn
2
rαn(Xn)2 +

κn
mn+1

[
σ2

0‖Xn − x∗‖2 + σ(x∗)2
]
, (4.2)

where κn = α2
nC

2
2 [2(4 + ρn) + 16(1 + αnL+ σ0αnC

2
2/
√
mn+1)2], and C2 > 0 is a constant.

Proposition 4.1 allows us to deduce that the process (Xn)n≥0 converges a.s. to a random variable
X with values in the set X∗ as a consequence of the classical Robbins-Siegmund Lemma, and
general facts due to Combettes and Pesquet [2015]. More precisely, define the random set of cluster
points Lim(X)(ω) , {x ∈ Rn|(∃(nj) ↑ ∞) : limnj→∞Xnj

(ω) = x}. Then we can show that
Lim(X)(ω) ⊂ X∗ for almost all ω ∈ Ω. In particular, this result holds for constant step size policies
αn ≡ α ∈ [α, ᾱ], with step size bounds as specified in Assumption 5.

The theoretical complexity and the provable rate of convergence is very similar to stochastic EG.
Our constants in the estimates are, however, always smaller. As shown in the numerical experiments
we performed, this means that SFBF will never be slower than stochastic EG, but asymptotically its
behavior is very similar. Hence, we have developed a method with (i) lower per-iteration complexity,
and (ii) similar convergence rate than EG, with smaller constant factors in the estimates.

Proposition 4.2. Consider Assumption 1-6. Let φ ∈ (0,
√

5−1
2 ), and ε > 0 be given, and assume

that the step-size is constant αn ≡ α ∈ (α, ᾱ). Define Nε = inf{n ≥ 0|E[rα(XNε)2] ≤ ε}. For
every x∗ ∈ X∗ as guaranteed in Assumption 6. There is an integer n0 = n0(x∗) and a constant
Q(x∗, φ, n0) such that

E[rα(XNε)2] ≤ Q(x∗, φ, n0)

Nε
. (4.3)

5 Numerical experiments

We have tested SFBF on a stochastic fractional program problem of the form

min
x∈X

{
f(x) = E

[
G(x, ξ)

h(x)

]}
(5.1)

where G(x, ξ) = x>Q(ξ)x+ c(ξ)>x+ q(ξ) with Q(ξ) a positive semi-definite random matrix with
positive semi-definite mean Q, and h(x) = a>x + b > 0 for x ∈ X . We compared the average
performance of SFBF with the stochastic EG method of Iusem et al. [2017] using a constant step
size. Figure 1a shows the numerical comparison. As a second numerical test, we have solved
random bi-matrix games with payoff matrices (UI , UII) with SFBF, using the formulation of Nash
equilibrium as a complementarity problem, as described in Von Stengel [2002]. Figure 1b shows the
results obtained, showing the clear superiority of the SFBF compared to EG. In our opinion these
results are very supportive for our approach.
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