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Abstract

The evolution of the oceanic free-surface is responsible for the propagation of fast surface gravity waves, which

approximatively propagate at speed
√
gH (with g the gravity and H the local water depth). In the deep

ocean, this phase speed is roughly two orders of magnitude faster than the fastest internal gravity waves. The

very strong stability constraint imposed by those fast surface waves on the time-step of numerical models is

handled using a mode splitting between slow (internal / baroclinic) and fast (external / barotropic) motions

to allow the possibility to adopt specific numerical treatments in each component. The barotropic mode is

traditionally approximated by the vertically integrated flow because it has only slight vertical variations.

However the implications of this assumption on the stability of the splitting are not well documented. In this

paper, we describe a stability analysis of the mode splitting technique based on an eigenvector decomposition

using the true (depth-dependent) barotropic mode. This allows us to quantify the amount of dissipation

required to stabilize the approximative splitting. We show that, to achieve stable integrations, the dissipation

usually applied through averaging filters can be drastically reduced when incorporated at the level of the

barotropic time stepping. The benefits are illustrated by numerical experiments. In addition, the formulation

of a new mode splitting algorithm using the depth-dependent barotropic mode is introduced.
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2010 MSC: 00-01, 99-00

1. Introduction

Almost all current ocean circulation models have now relaxed the rigid lid approximation and integrate

a prognostic equation for the free surface evolution. In this case, external gravity waves which roughly

propagate at speed
√
gH (with g the gravity and H the water depth) are explicitly simulated. Because a

tridimensional implicit time stepping algorithm seems computationally impractical, explicit time stepping

schemes are preferred; however, the numerical integration of the fastest external waves then introduces a

strong stability constraint on the model time step. Under several assumptions (including a flat bottom), the

linear stratified primitive equations can be projected onto a set of orthogonal normal modes. This projection

highlights a fast (external or barotropic) mode and slow (internal or baroclinic) modes. The usual approach
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for time integration in state-of-the-art oceanic models is to introduce a mode splitting, where the barotropic

mode is integrated separately from the baroclinic modes. In order to satisfy the stability condition, the

barotropic part can be integrated using either a 2D implicit time stepping algorithm [1] or a time splitting

approach [2] where the 2D barotropic mode is evolved with small sub-time steps. Here we only consider

the time splitting approach, which is less prone to dispersion errors. It seems likely that the approach

presented here could also be applied to the case of implicit time stepping for the barotropic mode, but this

is not pursued. A usual assumption [2] consists in assuming that the external mode is vertically constant

(i.e. depth independent). However, although depth-averaging provides an accurate approximation to the

barotropic mode, this leads to a non orthogonal separation of slow and fast modes, even in the linear case.

A reconciliation of the estimates of the barotropic mode coming from the 2D barotropic integration and the

3D baroclinic integration is thus needed, and stability of the splitting scheme separating fast and slow modes

is not guaranteed. In addition to this inexact splitting, several other reasons motivate the need for some

form of time filtering [3, 4]. They are described below.

To be more specific, let us introduce the nonlinear barotropic 2D x− z system:





∂u

∂t
+ g

∂η

∂x
= − 1

ρ0

∂

∂x

1

H + η

∫ η

−H
phdz +G(u)

∂η

∂t
+
∂(H + η)u

∂x
= 0

(1)

where u is the depth averaged velocity, η the elevation of the free surface, and the right hand side is the

sum of the depth integrated internal pressure gradient and G(u) the vertical average of all other terms (i.e.

nonlinear advection, diffusion . . . ). ρ0 is the constant reference density and g the gravity. This right hand

side of (1) is held constant during the barotropic integration (i.e. the Nsplit sub-time steps corresponding to5

one time step for the baroclinic part). However the free surface η evolves during these barotropic sub-time

steps, which makes the coherence of the vertical integral problematic, since its upper bound is η. An efficient

remedy based on a redefinition of the barotropic pressure-gradient terms to account for the local variations

in density field is proposed in [3]. Moreover, aliasing errors due to nonlinear advection are an additional

source of instability, which is controlled by time averaging. The beneficial effect of recomputing the fast10

barotropic part of this term at each sub-time steps has been studied in [5].

To prevent instabilities associated to these splitting errors, a time filtering of the barotropic variables has to

be applied. This can be achieved by using a diffusive time stepping algorithm in the barotropic integration

itself [2]. But in practice, most ocean models perform this time-filtering using explicit averaging filters (see

[6],[4] and §4.1) involving the sub-time step instantaneous barotropic solutions, before reconciliation with15

the 3D parts.

Among all the splitting errors described above, it is not yet well understood which source of error is the

most damaging for stability (and consequently which error justifies the amount of extra diffusion introduced

through time-filtering). One objective of this paper deals with the impact of the aforementioned inexact

splitting on the stability of numerical models. In [7, 8, 9], detailed numerical analysis of various 2D/3D time20

stepping algorithms are presented in two-layers models. Those studies specifically looked at the impact of

the 2D/3D time stepping algorithms and of adding diffusion in the 2D part of a numerical model. However,
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the impact of the depth-independent barotropic mode assumption is not explicitly highlighted and this is

precisely the objective of this work. Another objective is to provide a general framework for the stability

analysis of the mode splitting approach. Unlike previous studies, our analysis is based on a projection of the25

solution on the basis formed by non-approximate (depth-dependent) barotropic and baroclinic modes. This

framework should allow the design of efficient 2D/3D time stepping algorithms.

The paper is organized as follows. We first briefly recall the classical theory of vertical mode decomposi-

tion and introduce important parameters for the stability analysis. Then we proceed to the stability analysis,

focusing on the amount of diffusion required to control the instability arising from the depth-independent30

barotropic mode assumption. We then compare the choice of averaging filters and diffusion within the

2D time integration scheme. Idealized numerical experiments are performed and confirm the large amount

of diffusion introduced by the averaging filters. More realistic experiments (nonlinear equations, non flat

bottom) of internal tides generation are then presented with similar conclusions.

2. Normal mode decomposition35

2.1. Projection onto normal modes

First, we briefly recall the normal mode decomposition theory (e.g [10, 11]). We consider a linearization

of the 2D (x-z) primitive equations (i.e. under the Boussinesq and hydrostatic assumptions) around a

motionless state in hydrostatic equilibrium and in absence of rotation:

∂u

∂t
+

1

ρ0

∂p

∂x
= 0 (2)

∂p

∂z
= −gρ (3)

∂u

∂x
+
∂w

∂z
= 0 (4)

∂ρ

∂t
+ w

dρ

dz
= 0 (5)

In the vertical direction the model extends from the flat bottom z = −H to the top given by the free surface

elevation z = η(x, t). Here u(x, z, t) and w(x, z, t) denote the perturbation components of horizontal and

vertical fluid velocities (primes are omitted for clarity). p(x, z, t) and ρ(x, z, t) denote pressure and density

perturbations around a state (p̄(z), ρ(z)) satisfying the hydrostatic relation
dp(z)

dz
= −ρ(z)g where ρ(z) is a

reference density profile and ρ0 its depth-averaged value. This density profile is assumed to be stable, i.e.
dρ

dz
(z) < 0.

The linearized (η � H) surface and bottom boundary conditions read

∂η

∂t
= w(z = 0) at z = 0 (6)

w = 0 at z = −H (7)

p(z = 0) = ρ0gη at z = 0 (8)
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The solution of (2)-(5) can be decomposed using vertical modes Mq(z) ([11])

u(x, z, t) =

∞∑

q=0

uq(x, t)Mq(z) (9)

p(x, z, t) = ρ0g

∞∑

q=0

hq(x, t)Mq(z) (10)

Inserting these decompositions respectively in (3), (4),(7), and (8) implies:

ρ(x, z, t) = −ρ0

∞∑

q=0

hq(x, t)
dMq

dz
(z) (11)

w(x, z, t) = −
∞∑

q=0

∂uq
∂x

(x, t)

∫ z

−H
Mq(s) ds (12)

η(x, t) =

∞∑

q=0

hq(x, t)Mq(0) (13)

(4) can be rewritten as
∂u

∂x
− 1

ρ0

∂

∂z

(
N−2(z)

∂

∂z

)(
∂p

∂t

)
(z, t) = 0 (14)

with N(z) =

(
− g

ρ0

dρ

dz

)1/2

the Brünt-Vaisala frequency (which is positive, since the reference density profile

is stable). This equation, along with appropriate boundary conditions coming from (6) and (7), demonstrates

that Mq(z) are the eigenvectors of the following Sturm Liouville problem:

ΛMq(z) = λqMq(z) −H < z < 0 (15)

dMq

dz
(−H) = 0 (16)

dMq

dz
(0) = −N

2(0)

g
Mq(0) (17)

where Λ = − d

dz

(
N−2(z)

d

dz

)
. Since Λ is a compact symmetric operator, it admits a basis of orthonormal

eigenvectors Mq(z) with positive eigenvalues λq (0 ≤ λ0 < λ1 < . . .). The vertical modes are orthonormal

with respect to the scalar product 〈f, g〉 =
1

H

∫ 0

−H
f(z)g(z)dz (the vertical integration extends from −H to

0 instead of η in this linear framework), so that we can write uq = 〈u,Mq〉 , and hq =
1

ρ0g
〈p,Mq〉. Since40

the λqs have the same units as Λ, i.e. m−2.s2 (see (15)), we will denote λq = 1/c2q in the following. cq is the

phase speed associated to the qth mode (in particular, c0 is the speed of external gravity waves).

The time evolution of uq and hq are then obtained as follows:

• The scalar product of (2) and Mq(z) (i.e. multiplying (2) by Mq(z) and integrating vertically over

[−H, 0]) leads to
∂uq
∂t

+ g
∂hq
∂x

= 0

• The scalar product of (14) and Mq(z) leads to

∂hq
∂t

+
c2q
g

∂uq
∂x

= 0

4



We thus get a set of uncoupled systems for q = 0, 1 . . .:

∂uq
∂t

+ g
∂hq
∂x

= 0 (18)

∂hq
∂t

+
c2q
g

∂uq
∂x

= 0 (19)

We will now investigate further the structure of the modes Mq, starting with the simplified case of a constant

stratification.45

2.2. Vertical modes in the case of a constant background stratification

In this paragraph, we consider the particular case of a constant background stratification dρ/dz (i.e. ρ

is an affine function of z). Let us introduce the dimensionless parameter ε = N2H/g whose typical value

is such that ε � 1 (due to the Boussinesq hypothesis). Indeed, for N = 10−3s−1 and H = 4000 m, we get

ε ≈ 4.10−4. The normal mode definition (15-17) can be expressed in terms of ε (considering λq = c−2
q )





−d2Mq

dz2
= ε

g

c2qH
Mq

dMq

dz
(−H) = 0

dMq

dz
(0) = − ε

H
Mq(0)

(20)

The analytical solution of this Sturm-Liouville problem is:

Mq(z) = Mq(0)

[
cos

(√
ε

√
gH

cq

z

H

)
−√ε cq√

gH
sin

(√
ε

√
gH

cq

z

H

)]
(21)

with tan

(√
ε

√
gH

cq

)
=
√
ε

cq√
gH

(22)

The values c0, c1, . . . can be found by solving (22). It is easy to see that the positive roots rq of the equation

tanY = ε/Y are located in each interval (qπ; qπ + π/2). Hence cq =
√
ε

√
gH

rq
.

The fastest mode (i.e. q = 0) is called the barotropic mode. Since ε� 1, r0 is close to 0, which means that

c0 is large. A Taylor expansion of (22) w.r.t. ε leads to

c0 =
√
gH

(
1 +

ε

6

)
+O(ε2)

A Taylor expansion of (21) then yields

M0(z) = M0(0)

(
1− ε

[
z

H
+

z2

2H2

]
+O(ε2)

)

Using the fact that 〈M0,M0〉 = 1, one gets a Taylor expansion of M0(0), which finally leads to




c0 = α0

√
gH with α0 = 1 +

ε

6
+O(ε2)

M0(z) = 1− ε
[

1

3
+

z

H
+

z2

2H2

]
+O(ε2)

(23)

It is then clear that the barotropic mode is not equal to the constant function 1, corresponding to the velocity
√
gH, but slightly departs from it. The other values of cq(q ≥ 1) are obtained in the same way. A Taylor

expansion of (22) yields rq = qπ +
ε

qπ
+O(ε2). We can then find the expression of the so-called baroclinic

modes:

q ≥ 1,





cq = αq
√
gH with αq =

√
ε

qπ
+O(ε3/2)

Mq(z) =
√

2

[
cos
(qπ
H
z
)
− ε

qπ
sin
(qπ
H
z
)]

+O(ε2)

(24)
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2.3. Non constant background stratification case

The stability analysis performed in the next sections will essentially use the fact that α0 is close to, and

greater than, 1. However the knowledge of its exact value, obtained in the previous paragraph in the case

of constant N , is not required. In the case of non constant N , a good approximation of c20/(gH) has been

given in [12] (eq. (29)). Under the hydrostatic and Boussinesq assumptions, applying the same technique as

in [12] leads (at first order in ε) to

α0 =
c0√
gH

=

√
1 +

1

gH2

∫ 0

−H

(∫ 0

z

N2(z′)(H + z′)dz′
)

dz (25)

which proves that α0 > 1. Note that, in the case of constantN , this expression (25) gives α0 =

√
1 +

1

3

N2H

g
=

√
1 +

ε

3
, which matches our development (23).

In the following we will also use the equalities (which hold for non constant N):

1

H

∫ 0

−H
Mq(z)dz =

Mq(0)

λqgH
= α2

qMq(0) (26)

+∞∑

q=0

[
1

H

∫ 0

−H
Mq(z) dz

]2

= 1 (27)

The first equality (26) is obtained by vertically integrating the normal mode definition (15). The second50

equality (27) is obtained by writing the decomposition of a constant velocity field 1 = u =

+∞∑

q=0

uqMq, which

leads to uq =< 1,Mq >=
1

H

∫ 0

−H
Mq(z) dz and

1

H

∫ 0

−H
u2 dz = 1 =

+∞∑

q=0

1

H
u2
q.

2.4. Usual approximation of depth independent barotropic mode

A usual approximation of the barotropic mode is the following. Considering that ε = N2(0)H/g is small,

the surface boundary condition (17) can be approximated by

dMq

dz
(0) = 0

This approximation corresponds to the one done in rigid lid ocean models where
∂η

∂t
= 0. In this approx-

imation, 0 is an eigenvalue of the Sturm Liouville system (15)-(17) and the approximated modes (denoted

here by M̃) satisfy the following properties

M̃0(z) = 1,

∫ 0

−H
M̃q(z)dz = 0 for q ≥ 1.

The corresponding ”barotropic” velocity and pressure components are thus obtained by a simple vertical

averaging:

ũ0(x, t) = u(x, t) =
1

H

∫ 0

−H
u(x, z, t) dz, h̃0(x, t) =

1

ρ0g
p(x, t) =

1

ρ0gH

∫ 0

−H
p(x, z, t) dz

A direct time integration of h̃0(x, t) is not possible anymore since (19) is not valid for λ0 = 0 (i.e. c0 = +∞)

but the pressure can be decomposed into surface and internal values using

p(x, z, t) = ρ0gη(x, t) + ph(x, z, t)
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with

ph(x, 0, t) = 0 (28)

∂ph
∂z

= −ρg (29)

so that h̃0(x, t) = η(x, t) +
1

ρ0gH

∫ 0

−H
ph(x, z, t)dz. At the expense of a clear inconsistency with the assump-

tion used to approximate the barotropic mode, the time evolution of the free surface η is then given by the

surface boundary condition (6):
∂η

∂t
= w(z = 0)

and w at the surface is deduced from the vertical integration of the continuity equation (4) to get w(x, z =

0, t) = −H∂u

∂x
(x, t). The corresponding barotropic system is thus finally given by:





∂u

∂t
+ g

∂

∂x

(
η +

1

ρ0gH

∫ 0

−H
ph

)
= 0

∂η

∂t
+H

∂u

∂x
= 0

(30)

2.5. Depth dependent versus depth independent barotropic system

As shown above, the depth independent approximation replaces the system of type (18)-(19) for q = 0

(the true barotropic mode) by the sytem (30) which actually includes contribution from all modes. As a

matter of fact, in this depth independent approximation, the vertical average of the internal pressure can be

decomposed as

1

H

∫ 0

−H
phdz =

1

H

∫ 0

−H

∑

q≥0

ρ0ghq [Mq(z)−Mq(0)] dz = ρ0g
∑

q≥0

(
1

H

∫ 0

−H
Mq(z)−Mq(0)

)
hq (31)

In particular, the contribution of the barotropic mode is not zero but proportional to

(
1

H

∫ 0

−H
M0(z)dz −M0(0)

)

which, in the case of constant N , can be expressed using (23) as

1

H

∫ 0

−H
M0(z) dz −M0(0) ≈ ε

3

In numerical models using this depth independent approximation, the vertically integrated internal pressure55

gradient of (30) is put on the right hand side and is held constant during the time integration of the barotropic

velocity. This means in particular that the contribution of the barotropic mode, although rapidly changing,

is also held constant, which is the main source of instability in this linear framework.

Similarly it can be shown that the approximated baroclinic part (u−u) has a barotropic component of order

ε2 and this will have an impact in term of stability (see §4.4).60

2.6. Illustration of the numerical instability in an idealized test case

Let us illustrate here the aforementioned instability, using an idealized test case. The linearized primitive

equations (2)-(5) are solved on a periodic 2-D (x, z) domain of length Lx = 10000km with a depth of

H = 4km. The Brünt Vaisala frequency N is taken equal to 10−3 s−1 (constant background stratification

7



case). The model is initialized with a barotropic field corresponding to a wave travelling to the right

(u0 − g
c0
h0 = 0):

h0(x, t = 0) = 10 sin

(
2π

Lx
x

)
e−(x−Lx)2/(2∆)2 , u0(x, t = 0) =

g

c0
h0(x, 0)

with ∆ = 2000km. The initial velocity, density and free surface fields are then deduced:

u(x, z, t = 0) = u0(x, t = 0)M0(z), ρ(x, z, t = 0) = −ρ0h0(x, t = 0)
dM0(z)

dz
, η(x, t = 0) = h0(x, t = 0)M0(0)

The initial density field ρ(x, z, t = 0) is plotted on Figure 1:

2000 4000 6000 8000

x (km)

−3500

−3000

−2500

−2000

−1500

−1000

−500

z (m)

Initial condition: ρ(x, z, t = 0)

-3.75e-04

-2.83e-04

-1.91e-04

-9.94e-05

-7.64e-06

8.41e-05

1.76e-04

2.68e-04

3.59e-04

4.51e-04

Figure 1: Initial value of the density field

Discretization and numerical schemes. The model uses a horizontally staggered grid (Arakawa C-grid) and

a Lorenz vertical grid with a geopotential vertical coordinate. It uses second order finite differences. The

horizontal and vertical grid resolutions are ∆x = 50km and ∆z = 50m. The 3D time integration scheme is65

the non dissipative Euler Forward Backward scheme. The 2D time integration for the barotropic part of the

flow is also based on a non dissipative Forward Backward scheme. The value of the barotropic time steps

∆t0 is chosen so that the 2D Courant number ν0 =
c0∆t0

∆x
= 0.75. The splitting ratio Nsplit = ∆t/∆t0 is

chosen equal to 60, leading to a value of the 3D Courant number ν1 =
c1∆t

∆x
= 0.31 (this mode splitting

strategy will be explained in detail in §3.1).70

Results. As a diagnostic, we look at the time evolution of the maximum absolute value of the free surface

elevation. The result is compared to a reference solution without mode splitting: the 3D equations are

integrated with a time step that fulfills the barotropic CFL condition. Figure 2 clearly illustrates the

instability, with a growing maximum value of the free surface elevation in the splitting case.

8
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Reference (no splitting)
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Figure 2: Time evolution of the maximum absolute value of the free surface elevation. Comparaison of the nummerical solution

with (dashed line) and without (plain line) splitting.

3. Formalization of the time integration scheme using normal mode decomposition75

In this section, in order to explore the stability of the mode splitting approach when the depth-averaged

approximation of the barotropic mode is made, we will formalize the time integration scheme, using the basis

composed of the vertical modes Mq(z).

3.1. 2D-3D correction

Similarly to §2.6, let ∆t be the baroclinic time step and Nsplit the number of barotropic sub-time steps.80

The barotropic time step is given by ∆t0 =
∆t

Nsplit
.

The stability of the barotropic/baroclinic splitting will be affected by the following key points:

1. the dissipation put in the 2D part, either through averaging filters or through explicit diffusion (see

§4.1);

2. the computation of the internal pressure gradient;85

3. The 3D time integration scheme.

At time step n, we assume the consistency conditions:

un =
1

H

∫ 0

−H
un3d and pn(z = 0) = ρ0gη

n

An example of a simple time integration algorithm is depicted in Figure 3.

In this simple case, the hydrostatic pressure gradient is computed at time step n (other alternatives will

be discussed in §4.4) and vertically integrated to provide the right hand side of the barotropic momentum

equations which are integrated with the small time step ∆t0. The 3D equations are themselves integrated90

9



Barotropic

Baroclinic

mode

mode

n n+1

m=0 m=Nsplit

�t

�t

un
3d, pn un+1

3d , pn+1

un, ⌘n un+1, ⌘n+1

1

⇢0
@x

✓
1

H

Z 0

�H

pn
h dz

◆ 1

H

Z 0

�H

un+1
3d = un+1

pn+1(z = 0) = ⇢0g⌘
n+1

Enforce

�t0

Figure 3: An example of a mode splitting algorithm where the vertically integrated pressure gradient is computed at time n

with the large time step ∆t.

After the 2D barotropic and 3D baroclinic integrations, the consistency conditions at time step n+ 1 imply

two corrections:

1. The first one is to modify the 3D velocities so that their vertical average matches the barotropic (depth

averaged) velocity un+1. If un+1
3d and un+1,c

3d denote the 3D velocities at time step n + 1 before and

after correction, the correction step reads

un+1,c
3d = un+1

3d +
[
un+1 − un+1

3d

]
with un+1

3d =
1

H

∫ 0

−H
un+1dz

In term of projected variables uq, this correction can be written as

un+1,c
q =< un+1,c

3d ,Mq > = un+1
q +

(
1

H

∫ 0

−H
Mq(z)dz

)[
un+1 − un+1

3d

]

= un+1
q + α2

qMq(0)
[
un+1 − un+1

3d

]
(32)

2. In the 2D integration, the free surface evolves and this leads to a modification of the surface pressure

gradient p(z = 0) = ρ0gη. This evolution has to be in agreement with the modal decomposition which

states that p(z = 0) = ρ0g

K−1∑

q=0

hqMq(0) (note that, once the depth H discretized into K cells, the

vertical mode decomposition leads to the barotropic mode and K − 1 baroclinic modes). This second

correction on hq must ensure that

pn+1(z = 0) = ρ0gη
n+1 = ρ0g

K−1∑

q=0

hn+1,c
q Mq(0) (33)

This correction can be written as:

hn+1,c
q = hn+1

q +α4
qMq(0)

(
ηn+1 − ηn+1

3d

)
, where ηn+1

3d = pn+1(z = 0)/(ρ0g) =

K−1∑

j=0

hn+1
j Mj(0) (34)

10



Indeed it leads to
∑

q

hn+1,c
q Mq(0) =

∑

q

hn+1
q Mq(0) +

(
ηn+1 − ηn+1

3d

)∑

q

α4
qMq(0)2 = ηn+1 since

∑
α4
qMq(0)2 = 1 using (26)-(27).

Note that satisfying (33, 34) is equivalent to ensuring that the density field (hence the hq compo-

nents) has to be integrated with a velocity field which has a vertical average that matches the one

needed to make the free surface η evolve from time step n to time step n+1. Indeed if u satisfies
ηn+1 − ηn

∆t
= −∂H

¯̄u

∂x
, we can write

hn+1
q = hnq −

∆t

gλqH

∂

∂x
Hu?q , hn+1,c

q = hnq −
∆t

gλqH

∂

∂x
H
(
u?q + α2

qMq(0)
[
u− u?

])

where u? is the 3D velocity field used to integrate the density field (its specific location in time is

dependent on the time stepping). We get

hn+1,c
q − hn+1

q =
∆t

gλqH
α2
qMq(0)

[
ηn+1 − ηn

∆t
− ηn+1

3d − ηn
∆t

]

= α4
qMq(0)

[
ηn+1 − ηn+1

3d

]
using λq = 1/(α2

qgH)

which is identical to (34).

In the literature this correction is also known as constancy preservation (e.g. [13, 4]) since, in a free95

surface nonlinear model, it ensures that an initially constant tracer field will remain constant.

3.2. Temporal evolution in matrix form

Let Xq =


 uq

hq


 be the vector of velocity and pressure projections onto the mode Mq. The system

(18)-(19) can be written as:
∂Xq

∂t
+Aq

∂Xq

∂x
= 0

with

Aq =




0 g

c2q
g

0




The corrections (32)-(34) can be formulated as:

Xn+1,c
q = Xn+1

q + Cq




ūn+1 − un+1
3d

ηn+1 − ηn+1
3d


 (35)

where

Cq =


 α2

qMq(0) 0

0 α4
qMq(0)




Since, for baroclinic modes (q ≥ 1), αq = O(
√
ε), Eq. (35) shows that the correction is O(ε) for velocity

components and O(ε2) for pressure components.
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Evolution through the 2D integration100

The objective is now to express the vector




ūn+1,2d − ūn+1,3d

ηn+1,2d − ηn+1,3d


 according to the 2D barotropic inte-

gration. Using the fact that the internal pressure gradient is held constant during the barotropic integration,

i.e.
∂ζ

∂t
=
∂η

∂t
within a baroclinic time step ∆t, the barotropic system (30) can be rewritten as





∂u

∂t
+ g

∂ζ

∂x
= 0

∂ζ

∂t
+
∂Hu

∂x
= 0

on [n∆t, (n+ 1)∆t] (36)

where ζ = η +
1

ρ0g

1

H

∫ 0

−H
phdz. Using A2d the matrix corresponding to the discrete 2D time stepping

algorithm over one barotropic sub-time step, we write

 un+1

ζn+1


 =

[
A2d

]Nsplit


 un

ζn


 (37)

where Nsplit is the number of barotropic sub-time steps.

The evolution of the free surface is thus given by:


 un+1

ηn+1


 =

[
A2d

]Nsplit


 un

ηn


+

([
A2d

]Nsplit − I
)



0

1

ρ0gH

∫ 0

−H
phdz


 (38)

At time step n, the 2D variables ū and η can be expressed as

un = un3d =
∑

p

α2
pMp(0)unp , ηn = ηn3d =

∑

p

hnpMp(0),

so that 
 un

ηn


 =

∑

p

Vp


 unp

hnp


 , with Vp = Mp(0)


 α2

p 0

0 1




As mentioned before, we assume that the internal pressure gradient is computed at time step n in (38).

Using (31), the decomposition of the internal pressure gradient is

1

ρ0g

1

H

∫ 0

−H
pnhdz =

∑

p

(α2
p − 1)Mp(0)hnp , (39)

so that



0

1

ρ0g

1

H

∫ 0

−H
pnhdz


 =

∑

p

Mp(0)


 0 0

0 α2
p − 1




 unp

hnp


 =

∑

p

(
α2
pMp(0)I − Vp

)

 unp

hnp




We deduce from (38) :


 un+1

ηn+1


 =

∑

p

([
A2d

]Nsplit
Vp +

([
A2d

]Nsplit − I
)

(α2
pMp(0)I − Vp)

)

 unp

hnp




=
∑

p

(
Vp + α2

pMp(0)
([
A2d

]Nsplit − I
))

 unp

hnp




12



which we will write as: 
 un+1

ηn+1


 =

∑

p

VpA
2d
p


 unp

hnp




with

A2d
p = I +Wp

([
A2d

]Nsplit − I
)
, Wp =


 1 0

0 α2
p


 (40)

A2d
p is the matrix that makes the projections evolve during the barotropic sub-time steps. For the barotropic

component (p = 0), α0 ≈ 1, W0 ≈ I and this matrix is close to
[
A2d

]Nsplit .

Evolution through the 3D integration and 2D/3D correction

We denote by A3d
p the amplification matrix of the 3D baroclinic time step, such that, in a family of one

step time integration schemes, 
 un+1

p

hn+1
p


 = A3d

p


 unp

hnp




We thus have 
 un+1

3d

ηn+1
3d


 =

∑

p

VpA
3d
p


 unp

hnp




and 
 un+1

ηn+1


−


 un+1

3d

ηn+1
3d


 =

∑

p

Vp
(
A2d
p −A3d

p

)

 unp

hnp


 . (41)

Combining (35) and (41), we finally get:

Xn+1,c
q = Xn+1

q + Cq
∑

p

Vp
(
A2d
p −A3d

p

)
Xn
p

= A3d
q X

n
q + Cq

∑

p

Vp
(
A2d
p −A3d

p

)
Xn
p

(42)

4. Stability analysis105

In §2.6, we have illustrated the unstable behaviour of the depth-independent approach which is due to the

pressure gradient term held constant during the barotropic integration. To counter this instability and the

potential other sources of splitting errors, ocean models rely on additional dissipation put on the barotropic

mode dynamics. In §4.1 below, different ways of introducing dissipation are presented, and then a stability

analysis is performed in the rest of this section.110

4.1. Discussion on usual filters

In this subsection, we discuss the two possible ways of introducing dissipation in the barotropic mode

before reconciliation with its 3D counterpart: averaging filters and diffusion within the barotropic time

stepping. The averaging filters are implemented as

un+1
F =

Nfilter∑

m=0

amu
m

13



where the weights am are normalized and such that the average is centered at time step n+ 1 (see [3]):

Nfilter∑

m=0

am = 1,
1

Nsplit

Nfilter∑

m=0

mam = 1

Note that when using averaging filters, in order to be able to center the average at time n+ 1, the window of

integration of the barotropic equations has of course to be extended beyond n+1. These extra computations

can have a significant impact on the total computational cost, especially for parallel simulations where the

ratio of computation to communication is low in comparison to the 3D parts (i.e. the 2D integration becomes115

the limiting factor in the scaling efficiency of the code).

Let present now two usual averaging filters (flat filter and cosine filter), as well as a common time stepping

algorithm (forward-backward scheme) that can also be modified to act as a filter. The weights am of the

two filters are displayed in Figure 4.

Let µ0 = kc0∆t, k being the wavenumber of a Fourier component of the numerical solution, and let d0(µ0)

n n + 1 n + 2

n + 3/2n + 1/2

am

Flat filter

Cosine filter

Figure 4: The weights shape of two averaging filters: cosine filter (top) and flat filter (bottom).

120

be the damping factor associated with these filters. Expressions of d0 can be easily obtained:

• Flat filter of size Nfilter = 2Nsplit: am = 1/(2Nsplit + 1)

dFlat
0 eiµ0 =

1

2Nsplit + 1

2Nsplit∑

m=0

e
im

µ0
Nsplit

=
1

2Nsplit + 1
eiµ0

sin((2Nsplit + 1)µ0/2Nsplit)

sin(µ0/2Nsplit)

≈ sinµ0

µ0
eiµ0 for large Nsplit

The development of dFlat
0 at low frequencies leads to

dFlat
0 (µ0) ' 1− 1

6
µ2

0 (43)

• Cosine filter of sizeNfilter = 3Nsplit/2: am = 0 for m < Nsplit/2, am = 1
Nsplit

[
1 + cos 2π m

Nsplit

]
for Nsplit/2 ≤

14



m ≤ 3Nsplit/2

dcos
0 eiµ0 =

1

Nsplit

m=3Nsplit/2∑

m=Nsplit/2

[
1 + cos 2π

m

Nsplit

]
e
im

µ0
Nsplit =

2

Nsplit

(sin π
Nsplit

)2 sin µ0

2

tan µ0

2Nsplit

(
cos µ0

Nsplit
− cos 2π

Nsplit

)eiµ0

≈ sin(µ0/2)
µ0

2 (1− µ2
0

4π2 )
for large Nsplit

The development of dcos
0 at low frequencies leads to

dcos
0 (µ0) ' 1−

(
1

24
− 1

4π2

)
µ2

0 (44)

• A dissipative Forward Backward (FB) scheme. Let consider the following forward backward scheme,

which is a diffusive 2D time stepping :




um+1 = um −∆t0 g∂xζ
m

ζm+1 = ζm −∆t0 ∂x[(1 + θ)um+1 − θum]H

for 0 ≤ m ≤ Nsplit − 1 (45)

where ∆t0 =
∆t

Nsplit
is the barotropic time step. It is well known that the scheme (45) is neutral for

θ = 0 and is dissipative for θ > 0. The corresponding amplification factor over Nsplit time steps reads:

dFB
0 (µ0) =



√

1− θ
(

µ0

Nsplit

)2


Nsplit

The development of d0 at low frequencies leads to

dFB
0 (µ0) ' 1− γµ2

0 with γ =
θ

2Nsplit
(46)

To illustrate the damping effect of these filters, we fixed some parameters. The ratio Nsplit is naturally close

to
c0
c1

(
≈ π

N

√
g

H

)
, its actual value depending on the stability conditions of the 2D and 3D time stepping

algorithms. Typical maximum values of µ0 = kc0∆t will also be close to
c0
c1

.

For a value of H = 4000m, we consider the two values of the Brunt Vaisala frequency N given in Table125

1. The numerical values of the 2D FB parameter θ =
εNsplit

6
are also given since, in the next subsection,

these values (which imply γ =
ε

12
in (46)) will be proved to guarantee the stability of the splitting.

N
c0
c1

ε = N2H
g Nsplit θ =

εNsplit

6

10−2 15 0.041 20 0.14

10−3 155 0.00041 200 0.014

Table 1: Set of parameters N and corresponding values of
c0

c1
, ε, Nsplit, θ for H = 4000m

Figure 5 shows the damping factors |d0(µ0)| for the two averaging filters and for the dissipative FB scheme.

For this FB scheme, θ is given by θ = 0.14 which corresponds to the strong stratification case N = 10−2.

Note that we choose this value of θ even in the weakly stratified case N = 10−3 since in practice, in the130

numerical model, θ will imposed by the maximum value of N over the whole domain. This figure illustrates

the strong differences among all these filters.
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Figure 5: Damping factor |d0(µ0)| as a function of µ0 for the flat (thin plain line) and cosine (dashed line) averaging filters

and for the dissipative Forward Backward (FB, thick plain line) scheme (with θ = 0.14) for N = 10−2, Nsplit = 20 (left),

N = 10−3, Nsplit = 200 (right). µ0 is in the range [0, c0
c1

]. The right plot is however limited to µ0 ≤ 60.

4.2. Stability of the barotropic mode integration

We first study the stability of the 2D integration alone with respect to the barotropic variables (u0, h0).

According to (42), the evolution of the barotropic components is given by A3d
0 + C0V0(A2d

0 −A3d
0 ) = A2d

0 +

(C0V0 − I)(A2d
0 − A3d

0 ). Since C0V0 − I = (α4
0M

2
0 (0) − 1)I is, using (23), of the order of ε2, the last term

will be neglected in this subsection and the whole evolution of the barotropic mode is approximated by A2d
0 .

This term, and thus the impact of the three dimensional time stepping included in A3d
0 , will be taken into

account in subsection 4.3.

The question is here is to determine the minimum amount of diffusion to add to the 2D integration to

compensate for the fact that the depth integrated vertical pressure gradient is held constant. Let’s suppose

that the 2D system (37) has been integrated without dispersion errors and with a damping factor d0. A2d

corresponds to a shallow water system with a propagation speed of
√
gH (or c0/α0) leading (in Fourier

space) to:

[A2d]Nsplit = P rl
0


 d0e

−iµ0/α0 0

0 d0e
iµ0/α0


 (P rl

0 )−1, with (P rl
0 )−1 =




1 α0
g

c0

1 −α0
g

c0




where µ0 = kc0∆t (µ0/α0 = k
√
gH∆t), k being the wavenumber. A2d

0 is given by (40) for p = 0. Except

within small intervals around cosµ0/α0 = −1 (or equivalently k
√
gH∆t = (2p + 1)π with p an integer),

the matrix A2d
0 has two complex conjugate eigenvalues (λ0, λ0) and its determinant has the following simple

expression:

det(A2d
0 ) = |λ0|2 = d0

(
α2

0d0 − (α2
0 − 1) cosµ0/α0

)
(47)

Let us first study low frequencies (or large horizontal scales) µ0 � 1 and assume that at those scales d0(µ0)

can be developed as d0 = 1− γµ2
0 (second order damping). A second order Taylor expansion leads to

|λ0|2 = 1 +

(
1

2

α2
0 − 1

α2
0

− γ(1 + α2
0)

)
µ2

0 +O(µ4
0) (48)
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Since α0 > 1 (see 23,25), this shows that if γ = 0 (no damping) the model is unstable. This instability

is tracked back to the computation of the pressure gradient at time step n (Euler Forward scheme). The

minimum value of γ that leads to |λ0| ≤ 1 is given by

γ ≥ α2
0 − 1

2α2
0 (α2

0 + 1)

and (assuming constant N) using expression (23) of α0 and a first order expansion in ε we get:

γ ≥ ε

12
(49)

Eq. 49 is a necessary condition for the stability of the mode splitting approach (under the condition of a

pressure gradient computed at time step n). It implies that at large scales the filter has to correspond to a

second order filter with a minimum value given by (49).

At smaller scales (i.e. for larger values of µ0), the maximum of the eigenvalues module is attained at points

where cos(µ0/α0) = −1. At these points A2d
0 is given by

A2d
0 (cos(µ0/α0) = −1) =


 −d0 0

0 1− α2
0(1 + d0)


 .

The maximum of eigenvalues module is then given by |λ0| = |1 − α2
0(1 + d0)| ≈

(
d0 + 1+d0

3 ε
)
. (Due to

this, all the following figures representing the magnitudes of the barotropic modes will contain special points135

(at µ0 = (2p + 1)α0π) where the two barotropic modes have distinct magnitudes.) Figure 6 illustrates

the barotropic mode amplification (i.e. maximum eigenvalue of A2d
0 ) for values of N = 10−2, H = 4000

(ε = 0.041) both without damping (d0 = 1) and when the filters described in §4.1 are activated. All filters

are able to stabilize the barotropic mode integration (both at large and small scales)1.

0 0 3 0
0

0.96

0.98

1.0

1.02

1.04

a)
Barotropic mode amplification factor for N = 10 2 s 1 (No damping)

0 0 3 0
0

0.0

0.2

0.4

0.6

0.8

1.0
b)

Barotropic mode amplification factor for N = 10 2 s 1

Flat weights
Cosine weights

= 0.14

Figure 6: Barotropic mode amplification for N = 10−2, H = 4000. a) No damping, b) with damping according to different

filters (plain line: Flat filter; dashed line: Cosine filter; Thick plain line: FB scheme with θ = 0.14).

140

1For the Forward Backward dissipative time stepping, |λ0(µ0 = α0π)| ≈ 1− ε
(
π2/12− 2/3

)
< 1
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4.3. Addition of the first baroclinic mode

We here add one baroclinic mode in the analysis, mainly to look at the damping of this first baroclinic

mode associated with the 2D filtering. This will also allow to look at the impact of the 3D time stepping

algorithm and at the impact of the centering of the vertically integrated pressure gradient. Since for higher

baroclinic modes, the corrections will be smaller, it is expected that the stability of the first baroclinic mode

ensures the stability of higher order baroclinic modes, and of the total integration. This is what has been

observed in real simulations.

The system coming from (42) can be written as :

Xn+1,corrected = GXn

where X is truncated to the first two modes: X = (X0, X1)T and with

G =




C0V0A
2d
0 +

(
I − C0V0)A3d

0

)
C0V1

(
A2d

1 −A3d
1

)

C1V0

(
A2d

0 −A3d
0

)
A3d

1 + C1V1

(
A2d

1 −A3d
1

)


 (50)

A2d
0 is the same as in the previous section (i.e. without dispersion errors). Going on with the family of one

step, forward in time, algorithms, the three dimensional fields are integrated with a simple forward backward

scheme that reads as follows:

un+1
q = unq −∆t g

∂hnq
∂x

hn+1
q = hnq −∆t

c2q
g

∂un+1
q

∂x

(51)

In terms of the original variables (u,w, ρ), this scheme corresponds to:

∂pn

∂z
= −gρn

un+1 = un −∆t
1

ρ0

∂pn

∂x

∂un+1

∂x
+
∂wn+1

∂z
= 0

ρn+1 = ρn −∆t wn+1 dρ

∂z

It is well known that the Forward Backward scheme (51) is neutral when it is stable (i.e. under condition

cqk∆t ≤ 2). It will typically be unstable for the barotropic mode (i.e. A3d
0 has eigenvalues with modulus

larger than 1). The amplifications of the barotropic and baroclinic modes are plotted on figure (7) in the

case of no damping (d0 = 1). The barotropic mode is unstable at all scales while the baroclinic modes have145

small instabilities at small scales.

Figure (8) shows the same amplification factors with added filtering for the case N = 10−2. The filtering is

added either using a flat filter, a cosine filter or using a 2D Forward backward diffusive time stepping (with

θ = 0.14 as above). All filters are able to stabilize the integration and as expected the dissipative Forward

Backward scheme is less diffusive than the averaging filters.150
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Figure 7: Magnitude of eigenvalues without damping for N = 10−2 (Nsplit = 20). Four curves are superimposed corresponding

to the left and right going barotropic and baroclinic waves.
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Figure 8: Barotropic (left) and baroclinic (right) modes amplification for N = 10−2 and Nsplit = 20. Black line: FB scheme,

black dashed line: cosine filter, grey line: flat filter.

4.4. Alternate temporal discretizations

The general framework developed in §3.2 has been applied in §4.2 and §4.3 with two discretization choices:

the vertical integral of the internal pressure gradient is computed using the density field (hence the hqs) at

time step n and the 3D equations are integrated using a Forward Backward scheme with a specific order (see

Eqs (51)): the velocity field is integrated before the density field. Here we investigate other alternatives.

The order of integration in the 3D equations is specified by the parameter β in the following equations.

un+1
q = unq −∆t g

∂

∂x

(
βhnq + (1− β)hn+1

q

)

hn+1
q = hnq −∆t

c2q
g

∂

∂x

(
(1− β)unq + βun+1

q

) (52)

β can be either 0 or 1, in order to keep the time integration explicit. β = 1 leads to the previous Forward-

Backward scheme while β = 0 reverses the integration order.

We also consider additional ways of computing the vertical integral of the internal pressure gradient which

forces the 2D barotropic equations. The corresponding density field can also be chosen as a weighted average
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of the density field at time n and n+ 1 (deduced from the time integration of the 3D equations):

h?q = γhnq + (1− γ)hn+1
q (53)

or extrapolated from past values:

h?q =
3

2
hnq −

1

2
hn−1
q (54)

h?q is then used to provide the vertical integral of the pressure gradient (i.e. hnq is replaced by h?q in Eq. (39).

The choice made in the previous subsections was β = 1 in (52) and the formulation (53) with γ = 1.

Note that one interest of choosing formulation (53) with γ = 1/2 or the extrapolation (54) is that it leads

to a second order accurate time integration of the depth-dependent barotropic components (u0, h0).155

Figure (9) shows the magnitude of the corresponding eigenvalues (barotropic and first baroclinic modes).

We dot not detail the computations. These eigenvalues have been numerically computed using a simple

extension of the previous framework:

• The formulation (53) with γ 6= 1 makes the A2d
q matrices dependent on the A3d

q matrices.

• The extrapolation (54) introduces another level (n− 1) of time variables that has to be taken into ac-160

count in the framework. The eigenvalues associated with the computational modes have been removed

from Figure 9 since they do not affect the stability.

Comments on Figure 9:

1. The weighted formulation (53) is stable at large scales (µ0 � 1) for γ < 1
2 (Fig. 9a,b) as can be seen

in the Taylor development of the amplifcation factor:

|λ0| = 1 +
ε

12
(−1 + 2γ)µ2

0 +O(µ4
0)

For γ = 1
2 , we obtain:

|λ0| = 1 +
ε

144
(1 + 6(1− 2β)β)µ4

0 +O(µ6
0)

and the formulation is stable at large scales for β = 1 (Fig. 9d) unstable for β = 0 (Fig. 9c)

2. When γ 6= 1, the density field at time n+ 1 (hence the hn+1
q ) is used in the evaluation of the vertically165

integrated pressure gradient and the instability of the 3D integration is transferred to the 2D part. The

instability is more severe when β = 1 than when β = 0, since the density field is integrated after the

velocity field for β = 1, and thus “sees” more the instability than the velocity fields. This eliminates

the choice γ = 0, β = 1 (Fig. 9b) and γ = 1/2, β = 1 (Fig. 9d).

3. The density field at time step n+1 is not used in the vertically averaged pressure gradient either when170

γ = 1 in the weighting formulae (53) or when an extrapolation is used (54). In these cases, the stability

of the mode splitting algorithm is dominated by the correction of the baroclinic components associated

with the correction of the barotropic components, i.e. the lower left part of the G amplification matrix

(50): C1V0

(
A2d

0 −A3d
0

)
. In this respect, it is better to have the largest instability on the density field

(h0) than on the velocity field (u0) since the 2D/3D correction is of the order of ε2 while the correction175

of the velocity field is of the order of ε (see Eq. (35)). This advocates the choice β = 1 (but here in

the case where hn+1
0 is not part of the computation of the vertically integrated pressure gradient).
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4. In comparison with the case γ = 1 (i.e. the pressure gradient is computed at time step n), the

extrapolation of the right hand side slightly increases the instabilities but allows for second order

accuracy.180

This lets us conclude that the best choices for this family of one step 3D integration is i) a vertically integrated

pressure gradient that does not make use of a density field computed at time (n+1) ii) a 3D forward-backward

time step that favors an amplification of the density field rather than of the velocity field. The vertically

integrated pressure can be based on a extrapolated density field, allowing second order accuracy at the price

of a slightly increased instability. As shown in §4.3, it is possible to stabilize the algorithm with β = 1, γ = 1185

with the filters introduced in §4.1. The same can be shown for the extrapolation case (and with the same

value of the parameter θ for the 2D Forward-Backward dissipative scheme).

The other choices presented in this section would require much more damping to become stable. Even with

the most dissipative filters (e.g. the flat weights averaging filter), this will eventually lead to a restriction of

the stability range for µ0: i.e. the baroclinic time step ∆t has to be reduced far from the theoretical stability190

limit of the 3D integration scheme.

5. Numerical experiments

In this section, we will illustrate the theoretical study both on the simple idealized test case, introduced

in §2.6, that relies on the linearized (around a state at rest) primitive equations (2,3,4,5), and then on

a nonlinear internal tide generation by topography. While the idealized test case allows us to check the195

preceding analytic stability results, the more complex test case allows to include non-linearities and variable

bottom topography effects.

5.1. Idealized test case

This idealized test case has been described in §2.6. We present here the numerical results with respect to

the chosen filtering techniques. As a diagnostic of the induced damping of the different filtering techniques200

we again look at the evolution of the maximum of the free surface elevation. Figure 10 shows the results

obtained with filtering techniques presented in §4.1. In addition to the flat and cosine filters described above,

we add results obtained with the second order power law averaging filter implemented in the ROMS ([3]).

This scheme is known to be less dissipative than the previously presented averaging filters. In particular, it

is second order accurate. Note that we did not include this filter in the preceding sections since the discrete205

expression of the weights is not explicit (see [3]) and only the asymptotic expression of the amplification

factor (i.e. for large Nsplit) is known.

The amount of dissipation varies quite strongly between the different averaging filters and, as expected,

the use of the second order power law filter reduces the damping of the free surface elevation. Two other

numerical solutions are also presented in Figure 10: the first one corresponds to the use of a diffusive 2D210

time stepping using a forward backward scheme with θ = 0.14, and the second one is based on the use of the

true depth-dependent barotropic mode in the mode-splitting separation (see Appendix A for the details of

the implementation) without any filtering. The use of a dissipative 2D time stepping is stable and introduces
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much less damping than the averaging filters. Since there is no damping, the solution obtained with the true

barotropic mode exactly matches the reference solution.215

5.2. Internal tide test case

We here study the nonlinear internal tide generation by topography. The test case is the same as

in [14]. The domain is 2D x − z with a length of L = 4800km. The bathymetry is given by H(x) =

5000−1000e−( x−L/215000 )
2

. The initial density field is horizontally homogeneous with a constant vertical gradient

given by a Brunt Vaisala frequency N = 1.4 ∗ 10−3s−1. Initial velocities are zero and an initial free surface

elevation gradient is prescribed by η(x, t = 0) = x−L/2
L/2 . The left and right boundaries are closed. The

domain geometry leads to the generation of a barotropic wave with a 12h-period. The total barotropic

mechanical energy defined by

E(t) = Ec(t) + Ep(t) =

∫ L

0

ρ0
1

2
(H + η(x, t))ū(x, t)2 +

∫ L

0

ρ0
1

2
gη(x, t)2

During the time integration, part of the barotropic energy will be converted into baroclinic energy while

part of the barotropic energy will be dissipated.

5.2.1. The ROMS model

We used here the Regional Oceanic Modelling System (ROMS) [3] in its ROMS AGRIF version (see [15]220

for differences between the ROMS branches). The model solves the nonlinear hydrostatic primitive equations

written in a terrain following vertical coordinate. The time stepping algorithms of the ROMS are as follows:

the three dimensional time stepping is a third order predictor corrector time step (Leap Frog - Adams

Moulton) while the two dimensional time stepping is a third order generalized forward backward scheme

[3]. The internal pressure gradient is extrapolated at time n + 1/2 using a third order Adams Bashforth225

extrapolation. The model uses third order upstream biased advection schemes for momentum and tracers.

The original 2D time stepping has been modified in order to enable the addition of a laplacian diffusion as

in §4.1. The modification of the original scheme is described in Appendix B.

5.2.2. Numerical settings and results

The grid resolution is ∆x = 3km in the horizontal, while there are 30 sigma levels in the vertical. The230

propagation speed of the barotropic mode is c0 =
√
gH ≈ 222 m.s−1, while the speed of the first internal

mode is well approximated by c1 =
NH

π
≈ 2.25 m.s−1. The value of the small parameter ε =

N2H

g
is

approximately equal to 10−3. The dissipation of the barotropic mechanical energy is closely linked to the

different filters used to prevent the barotropic mode instability. The amount of required diffusion is essen-

tially a function of the baroclinic/barotropic time steps ratio Nsplit. When the baroclinic time step ∆t is235

decreased, Nsplit can be decreased in a proportional way (∆t0 keeps the same value) and the amount of

diffusion, both via averaging filters or through a 2D dissipative time stepping will also decrease. What is

important to look at is thus the sensitivity of the numerical solution to the splitting ratio Nsplit.

The maximum baroclinic time step allowed by the ROMS time and space baroclinic discretizations is approxi-

matively ∆t = 960s. For this maximum value of ∆t, a splitting ratio of Nsplit = 112 (∆t0 = ∆t/Nsplit ≈ 8.5s)240

22



is required to maintain the stability of the barotropic integration. In the following experiments, the sen-

sitivity study is done for two others values of ∆t: ∆t = 240s, ∆t = 60s and corresponding splitting ratio

Nsplit = 28, Nsplit = 7 (the barotropic time step ∆t0 is identical in the three experiments). Solutions are

given for the power law averaging filter (which is the least dissipative filter among those presented previously)

and the 2D dissipative time stepping with second order diffusion. Even if the model is stable with smaller245

values of θ, we maintain here a diffusion parameter equal to θ = 0.142 which is the (safe) value used in the

code for realistic applications. Figure 11 shows the time evolution of the barotropic mechanical energy for

the three different choices of ∆t.

The numerical solution obtained with the averaging filter (power law) is highly sensitive to the choice of the

baroclinic time step. With a small time step (∆t = 60s), the solutions obtained with the averaging filter and250

the forward backward scheme are close, and the decrease of the barotropic mechanical energy is essentially

due to conversion to baroclinic energy. But when the time step is increased (hence the splitting ratio Nsplit

accordingly), the dissipation added by the averaging filter is clearly visible. Results (shown on Figure 12) of

simulations with a flat bottom configuration (and thus no conversion to baroclinic energy) confirm that the

barotropic mechanical energy is almost constant with the forward backward scheme and decreases similarly255

to Figure 11 with the averaging filter.

On the computational point of view, as mentioned in §4.1, simulations with averaging filters require a win-

dow of integration of the barotropic equations beyond t + ∆t in order for the average to be centered at

time t + ∆t. For the power law filter, the barotropic model is integrated between approximatively t and

t + 3∆t/2. The corresponding 2D simulations are thus 1.5 times more expensive than the ones with the260

diffusive forward backward scheme. In the configuration studied here, this represents an increase of 10% of

the total computational cost.

6. Conclusion

Barotropic/baroclinic mode splitting for free surface ocean models remains an issue since it can require

a large amount of non-physical diffusion to achieve a stable integration of the split equations. In this265

paper, we introduce a framework for the stability analysis of the splitting technique. It is based on a

decomposition that uses the true (depth-dependent) barotropic mode, as opposed to the traditional depth-

independent assumption adopted in realistic oceanic models, which requires extra sources of diffusion to

maintain stability (either through time-filters or dissipative integration schemes). Our study reveals that

the amount of diffusion induced by classical averaging filters is much larger than needed to compensate270

for the inexact mode splitting (i.e. under the depth-independent assumption). We thus favor the use of

slightly dissipative 2D time stepping algorithms. Moreover, our stability analysis allows to quantify the

minimum amount of required diffusion necessary to counteract mode splitting instabilities due to the depth-

independent barotropic mode approximation. Numerical experiments were done here in a very simplified

model where all the assumptions of the normal mode decomposition are valid. We have however also run275

2θ = 0.14 corresponds to a value of α = θ/2 = 0.07 in the scheme presented in Appendix B.

23



several realistic experiments using the ROMS model. Adding an amount of Laplacian diffusion to the 2D

barotropic time stepping algorithm, corresponding to the theoretical study presented in this paper, and

removing the existing averaging filter, has led to long terms stable runs. This option is now the default

choice in the ROMS AGRIF model.

Moreover, using 2D dissipative time stepping algorithms has several additional advantages over the averaging280

filters. First the barotropic integration stops at time step n + 1 and does not require additional time steps

like in averaging filters. This lowers the computational cost, especially on parallel computers where the

2D integration is the less scalable part of the numerical model. It also allows to obtain a continuous free

surface elevation. The formulation of a mode splitting technique that uses the depth-dependent barotropic

mode has been introduced. In this formulation, the barotropic component of both velocities and density are285

integrated with small time steps. Several developments are still needed to be able to use this formulation

in a realistic context (e.g. non flat bottom) where the normal mode decomposition is not valid and possibly

where the density itself is not integrated but diagnosed from temperature and salinity. However, despite

these approximations, it is hoped that this formulation will enable a reduction in the amount of numerical

diffusion necessary to maintain stability of the mode splitting approach.290
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Appendix A. Practical implementation of the (depth-dependent) barotropic/baroclinic mode

splitting

The integration of the barotropic part is given by eqs (18,19) for q = 0

∂u0

∂t
+ g

∂h0

∂x
= 0,

∂h0

∂t
+
c20
g

∂u0

∂x
= 0 (A.1)

For the practical implementation, we reformulate this equation in term of u0, η, ρb where

ρb =
1

H

∫ 0

−H
ρ(x, z, t)N−2(z)

dM0(z)

dz
dz

ρb is the barotropic component of the density field and is zero when the barotropic mode is assumed to be

depth-independent. One of the reason of introducing ρb and η is to able to have access to the free surface

elevation during the barotropic integration. It may be useful for example if the free surface is used in

the boundary conditions. But there is a more fundamental reason. If h0 is computed inside the barotropic

integration, then at the end of this integration the correction is naturally applied to the barotropic component

of the pressure field. However when discretized on a vertical Lorenz grid, the presence of a computational

mode ([16],[17]) prevents the determination of a unique correction on the density field (which is what is

needed at the end) from a correction on the pressure field.

From the decomposition of ρ (13), we can prove that:

h0 =
M0(0)

λ0gH
η − 1

λ0

ρb
ρ0

(A.2)

Note that is this expression M0(0)
λ0gH

is equal to the vertical integral of the barotropic mode

∫ 0

−H
M0(z)dz.

Integrating (A.2) in (A.1) leads to

∂u0

∂t
+

∂

∂x

[
M0(0)

λ0H
η − g

λ0ρ0
ρb

]
= 0,

∂ρb
∂t
− ρ0M0(0)

gH

∂η

∂t
− ρ0

g

∂u0

∂x
= 0
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The time evolution of η is as usual given by divergence of the depth integrated transport:

∂η

∂t
+
∂Hū

∂x
= 0

where ū is expressed as a function of u0 and the truly baroclinic part:

ū(x, t) =
1

H

∫ 0

−H
u(x, z, t) =

1

H

∫ 0

−H
[u0(x, t)M0(z) + u′(x, z, t)] =

M0(0)

λ0gH
u0(x, t) +

1

H

∫ 0

−H
u′(x, z, t)

1

H

∫ 0

−H
u′(x, z, t) contains only baroclinic modes and thus is the slow part of the depth averaged velocity. In

practice, this term is computed at the beginning of the barotropic integration and is held constant over the

barotropic time steps (even if it could also be extrapolated). The final form of the barotropic equations is:





∂u0

∂t
+

∂

∂x

[
M0(0)

λ0H
η − g

λ0ρ0
ρb

]
= 0

∂ρb
∂t

+
ρ0M0(0)

gH

∂Hū

∂x
− ρ0

g

∂u0

∂x
= 0

ū =
M0(0)

λ0gH
u0 +

1

H

∫ 0

−H
u′(x, z, t)

∂η

∂t
+
∂Hū

∂x
= 0

and we recall that when a vertically constant barotropic mode is assumed, the barotropic system is:





∂ū

∂t
+ g

∂η

∂x
= − 1

ρ0

∂

∂x

1

H

∫ 0

−H
phdz

∂η̄

∂t
+
∂Hū

∂x
= 0

Appendix A.1. Correction of 3d variables360

The correction step, that makes the barotropic mode coincide with the 3D part has been explained in

(3.1) for the case of depth-independent barotropic mode. In the depth-dependent case, it includes in addition

a correction of the density field:





1
H

∫ 0

−H
un+1,cM0 = un+1

0

1
H

∫ 0

−H
ρn+1,cN−2 dM0(z)

dz
= ρn+1

b

pn+1(0) = ρ0gη
n+1

The velocity correction is done as follows

un+1,c = un+1 +

[
un+1

0 − 1

H

∫ 0

−H
un+1M0(z)dz

]
M0(z)

while the density correction is:

ρn+1,c = ρn+1 +
1

λ0 − M0(0)2

gH

[
ρn+1
b − 1

H

∫ 0

−H
ρn+1N−2 dM0(z)

dz

]
dM0(z)

dz
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Appendix B. ROMS generalized forward backward scheme

The generalized forward backward scheme (AB3- and AM4- like) time step writes:

ζn+1 = ζn − iµ
[(

3

2
+ β

)
un −

(
1

2
+ 2β

)
un−1 + βun−2

]

un+1 = un − iµ
[
δζn+1 + (1− δ − γ − ε)ζn + γζn−1 + εζn−2

] (B.1)

The characteristic polynomial of (B.1) is equal to

P (λ) =
1

2

(
2(−1 + λ)2λ4 + (ε+ γλ− (−1 + δ + ε+ γ)λ2 + δλ3)(2β(−1 + λ)2 + λ(−1 + 3λ))µ2

)

The amplification factors of (B.1) can be obtained by solving the characteristic equation P (λ) = 0. We

approximate the amplification of the physical mode of (B.1) by computing a perturbation of the true solution

λ = eiµ. So we look for ε� 1 such that for P(λε) = 0 where λε = eiµ(1 + ε) where P is a Taylor expansion

around ε = 0, µ = 0. Doing this expansion at first order in ε and fifth order in µ results in an analytic form

of λε (computed by Mathematica). Second order expansion of the modulus of λε leads to

|λε| = 1 +

(
1

4
− δ

2
+ ε+

γ

2

)
µ2 +O(µ4)

Requiring the time step to be second order dissipative (|λε| = 1− αµ2 +O(µ4)) leads to :

δ =
1

2
+ 2ε+ γ + 2α (B.2)

We then require that the time step has a third order phase error which leads to the additional constraint

given by :

γ =
1

3
− β − 3ε− 2α2 (B.3)

Note that by setting α = 0 in (B.2) and (B.3), we recover the conditions (2.52, 2.57) of (Schept2005) for

third order accuracy of the time step.

As in (Schept2005), the value of β is fixed to 0.281105 which gives the largest stability limit for advection (in

case of a non linear system). Once α is specified by the required amount of second order damping of external

gravity waves, we have a one parameter (ε) optimization problem for the maximization of the stability range.

The optimization is performed under the constraint of monotonic damping of the resulting time step. Figure

(B.13) shows the optimum value of ε for varying α in the range [0; 0.05].

In absence of diffusion the time stepping algorithm has a relatively strong stability constraint (µmax(α =

0) ≈ 1). The range of stability increases with the diffusion coefficient.

In order to increase the stability limit, the original ROMS time step algorithm relaxes the third order

accuracy by removing the constraint (B.3). Doing so and maintaining the same maximum phase error

than the original scheme leads to a two parameters optimization problem (ε, γ). Figure (B.14) shows the

corresponding results.

Relaxing constraint (B.3) indeed allows a large increase of the stability range. The green lines on Fig. (B.14)

represent polynomial fits to optimal values of ε, γ given by the following formulae:

ε = 0.00976186− 0.13451357α, γ = 0.083445− 0.513584α (B.4)
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Characteristic roots of the algorithms with third order phase error are shown on figure (B.15).

Without second order diffusion (Fig. (B.15), left), it is not possible to strictly enforce monotonic damping.

The resulting scheme is third order accurate and closed to an AB3-AM3 scheme. Note that even at low

frequencies, the ROMS time step has only a second order phase error; and at medium frequencies the phase365

error of the ROMS scheme is much smaller that the formally third order accurate scheme.

Relaxing the constraint of third order phase error at low frequencies, characteristic roots of the algorithms

with second order phase error are shown on figure (B.16).

When α = 0 (no second order damping), the optimal (unapproximated by (B.4)) coefficients given by are

ε = 0.0107, γ = 0.0836842, the resulting algorithm is closed to the ROMS original algorithm (ε = 0.013, γ =370

0.0880). The resulting algorithm has a slightly enlarged stability range and is less dissipative at the price of

a slightly higher phase error.

With α = 0.045, the optimized algorithm (Fig. (B.16), right, green) is, as expected, more dissipative than

the original algorithm while the phase errors are almost identical.

In conclusion, the optimized scheme with parameters β = 0.281105, ε, γ given by (B.4) and δ given by (B.2)375

is formally first order in time with (as required) second order damping (|λ| = 1−αµ2 +O(µ4)) with a range

of stability and a phase error closed to the original ROMS scheme.
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Figure 9: Magnitude of eigenvalues for several choices of β, γ and for N = 10−2(Nsplit = 20). Note that the vertical axes differ

among the plots.
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Figure 10: Time evolution of the maximum absolute value of the free surface elevation. Comparaison of usual filters against a

reference solution without splitting.
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Figure 11: Time evolution of the barotropic mechanical energy
E(t)

E(0)
for three different baroclinic time step ∆t and for different

filters: Power filter and a Forward Backward diffusive time stepping.
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Figure 12: Time evolution of the barotropic mechanical energy
E(t)

E(0)
for different filters: Power filter and a Forward Backward

diffusive time stepping. Difference between flat bottom and non flat bottom experiments.
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Figure B.13: Time stepping with third order phase error: optimal ε value for maximum stability range and corresponding γ

(given by (B.3)) and stability range (µmax value).
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Figure B.14: Time stepping with second order phase error: optimal ε, γ values for maximum stability range and stability range

(µmax value).

32



Figure B.15: Characteristic roots (in green) for third order phase error for optimized ε and for α = 0 (i.e. without second order

damping, left, µmax = 1.01) and α = 0.045 (right, µmax = 1.58). The black curves correspond to the roots of the original

ROMS algorithm (µmax = 1.78).

Figure B.16: Characteristic roots (in green) for second order phase error for optimized ε, γ and for α = 0 (i.e. without second

order damping, left, µmax = 1.83) and α = 0.045 (right, µmax = 1.69). The black curves correspond to the roots of the original

ROMS algorithm (µmax = 1.78).
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