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Abstract This paper presents a list decoding algorithm for the number field codes of
Guruswami [12]. The algorithm is an implementation of the unified framework for
list decoding of algebraic codes of Guruswami, Sahai and Sudan [14], specialised for
number field codes. The computational complexity of the algorithm is evaluated in
terms of the size of the inputs and field invariants.
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1 Introduction

Error-correcting codes derived from algebraic number fields were first considered by
Lenstra [28], and more recently by Guruswami [12]. These codes generalise the con-
struction of Chinese remainder codes (or simply, CRT codes), the number-theoretic
analogues of Reed-Solomon codes. Although the two are similar, Guruswami’s con-
struction, called number field codes (or NF-codes), is less general than the construc-
tion given by Lenstra. However, the generalisation of CRT codes to NF-codes pro-
vides a clearer analogue of the generalisation to algebraic geometry codes of Reed-
Solomon codes.

Currently, all known algorithms for decoding of codes derived from algebraic
number fields are limited to CRT codes. For CRT codes, decoding reduces to the
following problem: given n relatively prime integers p1 < . . . < pn, a vector
(r1, . . . , rn) ∈ Zn and an integer k < n, find all m ∈ Z with 0 ≤ m <

∏k
i=1 pi such

thatm ≡ ri (mod pi) for t values of i, 1 ≤ i ≤ n. For t ≥ (n+k)/2, if such a value
of m exists, then it is unique and can be found with Mandelbaum’s [30] decoding al-
gorithm. For smaller values of t, uniqueness is no longer guaranteed, and the problem
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is referred to as the list decoding problem for CRT codes. The first efficient algorithm
for list decoding of CRT codes was provided by Goldreich, Ron and Sudan [11].
Their algorithm runs in polynomial time and solves the problem whenever

t ≥
(

1 +
2

k

)
·

√
2kn

log pn
log p1

+
k + 6

2
.

Subsequently, Boneh [3] provided a polynomial time algorithm that solves the prob-
lem whenever t ≥

√
kn log pn/ log p1.

A problem common to these algorithms is the decline in their decoding perfor-
mance whenever p1 � pn. In particular, Mandelbaum’s algorithm may cease to run
in polynomial time for such parameters (see [11]). Roughly speaking, the problem
occurs since the amount of information provided by an integer’s residue modulo pi
is determined by the size of pi. This problem was overcome for unique and list de-
coding by Guruswami, Sahai and Sudan [14]. For unique decoding, they used the
algorithm of Goldreich, Ron and Sudan in a generalised minimum distance style al-
gorithm similar to Forney [9] to correct the natural bias in the contributions of the
residues. Consequently, they obtained the first polynomial time algorithm for unique
decoding. For list decoding, Guruswami et al. gave an efficient algorithm for solving
the more general problem of weighted list decoding of CRT codes. Given positive
weights β1, . . . , βn, the weighted list decoding problem for CRT codes asks to find
all m ∈ Z with 0 ≤ m <

∏k
i=1 pi such that

∑
i βi ≥ t, where the sum is over all i

such thatm ≡ ri (mod pi). The (uniform) list decoding problem for CRT codes then
corresponds to the case where βi = 1, for 1 ≤ i ≤ n. By carefully selecting weights
for their weighted list decoding algorithm, Guruswami et al. are able to solve the list
decoding problem for CRT codes whenever t ≥

√
k(n+ ε), for all ε > 0, in time

polynomial in n, log pn and 1/ε. This decoding performance essentially matches that
of the celebrated list decoding algorithms for Reed-Solomon and algebraic geometry
codes [42,15].

It is natural to ask whether decoding algorithms exist for codes constructed from
arbitrary number fields. The construction of NF-codes lies within the general frame-
work of “ideal-based” codes [14,43]. Thus, the construction lends itself to decod-
ing by an algorithm based on the framework for list decoding of algebraic error-
correcting described by Guruswami et al. [14, Appendix A]. This observation is used
in this paper to generalise the results of Guruswami et al. on list decoding of CRT
codes to number fields.

The paper is organised as follows. In Section 2, relevant background on NF-codes
is provided, and notation established. In Section 3, a generic coding bound is used to
establish a condition under which decoding of NF-codes is combinatorially feasi-
ble. Necessary algorithmic preliminaries are provided in Section 4. In Section 5 and
Section 6, an algorithm for decoding of NF-codes is proposed. The algorithm’s per-
formance is analysed in Section 7. In Section 8, parameter selection for the decoding
algorithm is considered, with attention given to the weighted and uniform list decod-
ing problems. Finally, conclusions given in Section 9 end the paper.

While this paper was in preparation, another paper [6] containing an algorithm
for solving polynomial equations over number fields came to the author’s attention.
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The algorithm presented there shares much in common with ours and leads to an al-
ternative approach to list decoding of NF-codes (see Remark 7.1). In this application,
both algorithms yield similar results.

2 Review of number field codes

Introduced by Guruswami [12], NF-codes serve as a natural generalisation of CRT
codes to number fields. In this section, their construction is briefly reviewed. For
further background and motivation behind the construction of NF-codes, the reader
is referred to Guruswami’s original description. First, some notation and generalities
on number fields are introduced.

Throughout, K denotes an (algebraic) number field of degree d and signature
(r1, r2). The ring of algebraic integers in K is denoted by OK and the discriminant
of K by DK . The field embeddings of K in the field C are denoted by σ1, . . . , σd
and assumed to be ordered such that σ1, . . . , σr1 are the real embeddings of K. The
remaining 2r2 = d − r1 complex embeddings are assumed to be ordered such that
σr1+i = σr1+r2+i, for 1 ≤ i ≤ r2. For all x ∈ K, the (field) norm of x, denoted
NK(x), is defined as the product NK(x) =

∏d
i=1 σi(x). For any nonzero ideal a ⊆

OK , the quotient OK/a is finite. The norm of a nonzero integral ideal a ⊆ OK ,
denoted Na, is defined as Na = |OK/a|. For all x ∈ OK , the relationship |NK(x)| =
N(x) holds, where (x) denotes the principal ideal generated by x in OK . Given a
nonzero integral ideal a ⊆ OK , it follows that Na divides NK(x), for all x ∈ a.
The reader is referred to the texts of Marcus [31] and Narkiewicz [34] for further
background on algebraic number theory.

Given a vector s = (s1, . . . , sr1+r2) ∈ Rr1×Cr2 , the s-shifted size of an element
x ∈ K is defined to be

sizes(x) =

r1∑
i=1

|σi(x)− si|+ 2

r2∑
i=1

|σr1+i(x)− sr1+i|.

The 0-shifted size of an element x ∈ K is simply denoted size(x). With this notion
of size, NF-codes are defined as follows:

Definition 2.1 (NF-codes) For pairwise comaximal nonzero ideals a1, . . . , an ⊂
OK , a positive real number M and a vector s ∈ Rr1 × Cr2 , the NF-code C = CK
based on the number field K with parameters (n, a1, . . . , an;M, s) is defined as fol-
lows: the message set of C isMC = {m ∈ OK | sizes(m) ≤ M} and a message
m ∈MC is encoded as the vector (m+ a1, . . . ,m+ an) ∈ OK/a1× . . .×OK/an.

It is assumed throughout, without loss of generality, that the ideals a1, . . . , an of an
NF-code are ordered so that Na1 ≤ Na2 ≤ . . . ≤ Nan.

Let C = CK be an NF-code with parameters (n, a1, . . . , an;M, s). To each ideal
ai, 1 ≤ i ≤ n, an indicator function χi : OK → {0, 1} is assigned such that
χi(x) = 1 if and only if x ∈ ai. Then the minimum (Hamming) distance of C,
denoted d(C), is defined to be the minimum of the sum

∑n
i=1(1 − χi(x − y)) over
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all pairs of distinct elements x, y ∈ MC . To obtain a lower bound on d(C), consider
distinct elements x, y ∈MC . Then, on one hand,

n∏
i=1

Na
χi(x−y)
i ≤ |NK(x− y)| ≤ 1

dd
size(x− y)d,

where the final inequality follows from the observation that |NK(z)| ≤ (size(z)/d)d

for all z ∈ K, which is obtained by applying the inequality of arithmetic and geo-
metric means (AM–GM). On the other hand, it is readily verified that

size(x− y) ≤ sizes(x) + sizes(y) ≤ 2M.

On combining the inequalities it follows that
n∏
i=1

Na
χi(x−y)
i ≤ (2M/d)

d
. (2.1)

Consequently, as x and y were arbitrary distinct elements of MC , the lower bound
d(C) ≥ n− k holds for any value of k ≤ n such that (2M/d)d ≤

∏k
i=1 Nai.

The rate of an NF-code C = CK with parameters (n, a1, . . . , an;M, s) is de-
fined to be the quotient R(C) = log |MC |/

∑n
i=1 logNai (see [39, Section II]). Gu-

ruswami [12, Section E] notes that a standard argument from the geometry of num-
bers suggests that |MC | ≈ (2r1πr2Md)/(d!

√
|DK |). However, this estimate can-

not be used in general, since the error term may dominate. Instead, Guruswami [12,
Proposition 19] uses an averaging argument due to Lenstra [28] to prove the existence
of a shift s ∈ Rr1 × Cr2 such that∣∣∣ {x ∈ OK | sizes(x) ≤M}

∣∣∣ ≥ 2r1πr2√
|DK |

Md

d!
. (2.2)

For any such shift s, an NF-code C = CK with parameters (n, a1, . . . , an;M ; s) has
rate R(C) satisfying

R(C) ≥
log(2r1πr2Md)− log d!− log

√
|DK |

n logNan
.

The existence proof is nonconstructive, and it remains an open problem as to how to
find a vector s satisfying (2.2).

3 A combinatorial result on list decoding

For a list decoding algorithm to run in polynomial time, it is necessary that the algo-
rithm only returns polynomially many codewords. The classical Johnson bound [20,
21] provides an upper bound on the number of codewords in a binary code at Ham-
ming distance exactly e from an arbitrary word. This bound was later generalised
by Guruswami and Sudan [16] who derived a “Johnson-type” bound for the number
of codewords at distance at most e from an arbitrary word in a q-ary code. In addi-
tion, Guruswami and Sudan extended their result to provide bounds on the number of
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codewords with sufficiently large weighted agreement. The following combinatorial
result due to Guruswami [13, Theorem 7.10] provides an analogous bound, which
may be applied to polyalphabetic codes such as NF-codes:

Theorem 3.1 Let Σ1, . . . , Σn be finite nonempty sets and Σ ⊆ Σ1 × . . . × Σn be
nonempty. Let vectors (α1, . . . , αn) and (β1, . . . , βn) contain positive real entries.
Define d(Σ)α to be the minimum of

∑
i:xi 6=yi αi over all pairs of distinct vectors

(x1, . . . , xn), (y1, . . . , yn) ∈ Σ. Then, for any vector (t1, . . . , tn) ∈ Σ1 × . . .×Σn
and ` > 0, there exist at most ` vectors (x1, . . . , xn) ∈ Σ such that

∑
i:xi=ti

βi ≥

√√√√( n∑
i=1

αi −
(

1− 1

`

)
d(Σ)α

)
n∑
i=1

β2
i

αi
.

Theorem 3.1 is now used to derived a condition under which decoding of NF-
codes is combinatorially feasible. In Section 8, the condition is used to evaluate the
performance of the algorithm for decoding of NF-codes developed in Section 5.

Corollary 3.1 Let C be an NF-code based on a number field K with parameters
(n, a1, . . . , an;M, s) such that M > d/2, and β1, . . . , βn be positive real numbers.
Then given a vector (r1+a1, . . . , rn+an) ∈ OK/a1×· · ·×OK/an and any tolerance
parameter ε > 0, there are at most polynomially many (in 1/ε and

∑n
i=1 logNai)

elements m ∈MC such that

n∑
i=1

χi(m− ri)βi ≥

√√√√d log(2M/d)

(
n∑
i=1

β2
i

logNai
+ ε max

1≤i≤n

β2
i

log2 Nai

)
. (3.1)

Proof Define

` =
1

ε

(∑n
i=1 logNai

d log(2M/d)
− 1

) n∑
i=1

logNai.

If ` < 1, then an application of the Cauchy-Schwarz inequality shows that the right
hand side of (3.1) is greater than

∑n
i=1 βi and thus (3.1) is never satisfied. Therefore,

assume that ` ≥ 1. Then it is sufficient to show that there exist at most ` elements
m ∈MC such that (3.1) holds.

Define Σi = OK/ai, αi = logNai and ti = ri + ai, for 1 ≤ i ≤ n. Then
applying Theorem 3.1 with Σ = C implies that there exist at most ` elements m ∈
MC such that

n∑
i=1

χi(m− ri)βi ≥

√√√√( n∑
i=1

logNai −
(

1− 1

`

)
d(C)α

)
n∑
i=1

β2
i

logNai
, (3.2)

where d(C)α is the minimum value of the sum
∑n
i=1 (1− χi(x− y))αi over all

pairs of distinct elements x, y ∈ MC . As the inequality (2.1) holds for any pair of
distinct elements x, y ∈MC , it follows that

d(C)α ≥
n∑
i=1

logNai − d log(2M/d).
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This lower bound and the assumption that ` ≥ 1 imply that the right had side of (3.2)
is less than or equal to the right hand side of (3.1). Therefore, any element m ∈ MC
that satisfies (3.1) must also satisfy (3.2). Hence, there are at most ` elements m ∈
MC such that (3.1) holds. ut

4 Algorithmic preliminaries

In this section, mathematical concepts and procedures which are used in the develop-
ment of the weighted list decoding algorithm are summarised. These include lattices
and reduced bases (Section 4.1), and methods for computing products of algebraic
integers and ideals in a number field (Section 4.2). First, some notation is introduced.

For a matrix or vector (ai,j) ∈ Cn×m, define norms ‖(ai,j)‖2 = (
∑
i,j |ai,j |2)1/2

and ‖(ai,j)‖∞ = maxi,j |ai,j |. For f ∈ C[x], define ‖f‖p, for p = 2,∞, to be the
respective vector norms of the corresponding (1 + deg f)-dimensional vector having
the coefficients of the polynomial as coordinates. Denote by bxe := bx+ 1/2c the
integer nearest to x ∈ R.

4.1 Generalities on lattices

A lattice is a pair (L, q), where L is a free Z-module of finite rank and q is a positive
definite quadratic form on L ⊗ R. If q is clear from the context, then L is referred
to as a lattice. In the following, if (L, q) is a lattice, then b denotes the symmetric
bilinear form on L× L defined by b(x, y) = (q(x+ y)− q(x)− q(y)) /2. A lattice
is called integral if b(x, y) ∈ Z, for all x, y ∈ L.

There are two important numerical invariants associated with a lattice (L, q): its
rank and determinant. The rank (or dimension) of (L, q) is simply the rank of L as a
free Z-module. If (bi)1≤i≤n is an integral basis of L, then the determinant of (L, q) is
defined to be det(L, q) = (detQ)1/2, where Q = (b(bi, bj))1≤i,j≤n is a symmetric
positive definite matrix called the Gram matrix of the basis. If (b′i)1≤i≤n is another
basis of L, then there exists a unimodular matrix (ui,j)1≤i,j≤n ∈ Zn×n such that
b′i =

∑n
j=1 ui,jbj . The Gram matrix of (b′i)1≤i≤n is then UQU t. It follows that

det(L, q) is independent of the choice of basis. If (b∗i )1≤i≤n is the result of applying
Gram-Schmidt orthogonalisation to (bi)1≤i≤n, then det(L, q) =

∏n
i=1 q(b

∗
i )

1/2.
A sublattice of (L, q) is a lattice (M, q) such that M is a subgroup of L. If M is

a finite index subgroup of L, then the determinant of (M, q) is

det(M, q) = [L : M ] · det(L, q).

A nonzero element y ∈ L with q(y) approximating the minimum of q(x) over all
nonzero x ∈ L, denoted λ(L, q), may be found by computing an LLL-reduced basis:

Theorem 4.1 Let (bi)1≤i≤n be an LLL-reduced basis of a rank n lattice (L, q) and
(b∗i )1≤i≤n be the associated orthogonalised Gram–Schmidt basis. Then

1. q(b1) ≤ 2n−1λ(L, q);
2. q(b1) ≤ 2(n−1)/2 det(L, q)2/n;
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3. q(bi) ≤ 2i−1q(b∗i ), for 1 ≤ i ≤ n; and
4. µi,j := b(bi, b

∗
j )/b(b

∗
j , b
∗
j ) satisfies |µi,j | ≤ 1/2, for 1 ≤ j < i ≤ n.

Proofs of properties 1–3 of Theorem 4.1 are provided by Cohen [4, Theorem 2.6.2].
Property 4 of the theorem is required to be satisfied by the definition of an LLL-
reduced basis (see [4, Definition 2.6.1]). Given an integral basis (bi)1≤i≤n of a rank n
subgroup L ⊆ Zn, the L2 algorithm [36,35] returns an LLL-reduced basis of the lat-
tice (L, ‖.‖22) inO(n5(n+logB) logB) bit operations, whereB = max1≤i≤n ‖bi‖2.

4.2 Multiplication in OK

In this section, algorithms for multiplying elements and ideals in OK are discussed.
What follows is described in greater detail by Belabas [2] and the reader is referred
there and to references [4,29] for further details on arithmetic in number fields. In this
section and the remainder of the paper, M(n) denotes a function such that O(M(n))
bit operations are sufficient to multiply two n-bit integers: M(n) = n2 with classical
algorithms and M(n) = n log n log log n with the Schönhage–Strassen algorithm. A
matrix is in Hermite normal form (HNF) if it satisfies the definition given by Co-
hen [4, Definition 2.4.2]. In particular, a nonsingular matrix A = (ai,j) ∈ Zn×n is
in HNF if A is upper triangular; ai,i > 0, for 1 ≤ i ≤ n; and 0 ≤ ai,j < ai,i, for
1 ≤ i < j ≤ n. In the following, it is assumed that the HNF computation of a matrix
A ∈ Zm×n is performed with the algorithm of Storjohann [41, Chapter 6] in

Õ
(
mnr2 log ‖A‖∞ +mnM (r log ‖A‖∞)

)
bit operations, where r is the rank of A and Õ is the “soft-O” notation, which ignores
polylogarithmic factors.

Let ω1, . . . , ωd be an integral basis of OK . Then computing the coefficients of
the product xy, for x, y ∈ OK , with respect to ω1, . . . , ωd reduces by linearity
to computing the coefficients of each of the products ωiωj . For 1 ≤ i, j, k ≤ d,
define mi,j,k ∈ Z such that ωiωj =

∑d
k=1mi,j,kωk. Then (mi,j,k)1≤i,j,k≤d is

called the multiplication table of OK with respect to the basis ω1, . . . , ωd. Given
elements x =

∑d
k=1 xkωk and y =

∑d
k=1 ykωk such that the coefficients xk and

yk are B-bit integers, the product xy is computed using the multiplication table
in O

(
d3M

(
B + log d+ log ‖(mi,j,k)‖∞

))
bit operations, where ‖(mi,j,k)‖∞ :=

max1≤i,j,k≤d |mi,j,k|.
In situations where it is necessary to compute several products involving an el-

ement x ∈ OK , it may be more efficient to compute the matrix Mx represent-
ing multiplication by x: if x =

∑d
k=1 xkωk for integers x1, . . . , xd, then Mx =

(Mk,j)1≤k,j≤d, where Mk,j =
∑d
i=1 ximi,j,k, for 1 ≤ k, j ≤ d. If y =

∑d
k=1 ykωk

and xy =
∑d
k=1 zkωk for integers y1, . . . , yd and z1, . . . , zd, then the column vectors

y = (y1, . . . , yd) and z = (z1, . . . , zd) satisfy z = Mxy. Therefore, if the coeffi-
cients xk and yk areB-bit integers for 1 ≤ k ≤ d, then the matrixMx is computed in
O
(
d3M

(
B + log d+ log ‖(mi,j,k)‖∞

))
bit operations and the product xy (i.e., the

vector Mxy) in O
(
d2M

(
B + log d+ log ‖(mi,j,k)‖∞

))
bit operations.
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There are two commonly used representations of an integral ideal a ⊆ OK . The
first, is by a matrix A = (ai,j) ∈ Zd×d such that the elements

∑d
i=1 ai,jωi ∈ OK ,

for 1 ≤ j ≤ n, form an integral basis for a. If A is in HNF, then A is unique and
called the HNF of a with respect to the basis ω1, . . . , ωd. The second representa-
tion, is by generators α, β ∈ OK such that a = (α, β), which always exists [4,
Proposition 4.7.7] and is called a two-element representation. Given a two element
representation a = (α, β), the HNF of a is computed as the HNF of the matrix
(Mα | Mβ) ∈ Zd×2d. Using a matrix representation to compute a two-element rep-
resentation is more difficult, and is not considered here (instead, see [2, Section 6.3]).

If nonzero integral ideals a, a′ ⊆ OK are given by HNF matrices A,A′ ∈ Zd×d
respectively, then their product aa′ is computed as follows: let α1, . . . , αd ∈ OK
(resp. α′1, . . . , α

′
d ∈ OK) be the integral basis described by A (resp. A′), then com-

pute the HNF of the d × d2 matrix whose column vectors are the coordinate vectors
of the products αiα′j , for 1 ≤ i, j,≤ d. If ‖A‖∞ and ‖A′‖∞ are B-bit integers, then
the d2 products αiα′j are computed in O

(
d5M

(
B + log d+ log ‖(mi,j,k)‖∞

))
bit

operations and the HNF computation performs

Õ
(
d5
(
2B + log ‖(mi,j,k)‖∞

)
+ d3M

(
d
(
2B + log ‖(mi,j,k)‖∞

)))
bit operations. As the matrix A is in HNF, the product of its diagonal elements (i.e.,
the determinant of A) is equal to [OK : a] = Na (see [4, Proposition 4.7.4]). It fol-
lows that ‖A‖∞ ≤ Na and, similarly, that ‖A′‖∞ ≤ Na′. Hence, the HNF of the
product aa′ is computed in O(poly(d, logNa, logNa′, log ‖(mi,j,k)‖∞)) bit opera-
tions.

5 Weighted list decoding of NF-codes

In this section, a weighted list decoding algorithm for NF-codes is developed. For
an NF-code C = CK with parameters (n, a1, . . . , an;M, s), weighted list decoding
reduces to the following problem: given a vector (r1 + a1, . . . , rn + an) ∈ OK/a1×
. . . × OK/an, called a received word, positive real weights β1, . . . , βn and a real
number t ≥ 0, find all m ∈ MC such that

∑n
i=1 χi(m − ri)βi ≥ t. List decoding

is captured by the special case in which the weights are equal. Currently, no method
is known for determining shift parameters s ∈ Rr1 × Cr2 such that (2.2) holds.
Consequently, attention is limited in this section to decoding with the shift s = 0.

The decoding algorithm’s development is based on implementing the unified
framework for list decoding of algebraic error-correcting codes of Guruswami, Sa-
hai and Sudan [14, Appendix A], specialised for NF-codes. A full description and
analysis of the framework for list decoding of algebraic error-correcting codes is pro-
vided by Guruswami [13, Section 7]. At a high level, the framework suggests the
following approach to decoding when given an NF-code C = CK with parameters
(n, a1, . . . , an;M,0), weights β1, . . . , βn and a received word (r1+a1, . . . , rn+an):

1. Define ideals A1, . . . ,An ⊆ OK [x] as follows:

Ai = (x− ri)OK [x] + aiOK [x], for 1 ≤ i ≤ n.

To each ideal Ai, assign a positive integer parameter zi, for 1 ≤ i ≤ n.
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2. Find a nonzero polynomial h ∈
⋂n
i=1 A

zi
i of degree at most ` and with small

coefficients.
3. Find the roots of h over K, and return all roots m ∈ MC such that the sum∑n

i=1 χi(m− ri)βi is sufficiently large.

The definition of the ideals A1, . . . ,An and the Chinese remainder theorem imply that
any polynomial h ∈

⋂n
i=1 A

zi
i satisfies h(m) ∈

∏n
i=1 a

χi(m−ri)zi
i , for all m ∈ OK .

The requirement that h has “small coefficients” is used to guarantee that allm ∈MC
for which

∏n
i=1 Na

χi(m−ri)zi
i is sufficiently large are not only modular roots of h but

are also roots of h over K. Thus, all such m ∈MC are found in the root finding step.
For K = Q, repeating arguments of Howgrave-Graham [19, Section 2] provides the
following sufficient condition for the modular root to additionally be an integer root:
if m ∈MC and a polynomial h ∈

⋂n
i=1 A

zi
i of degree at most ` satisfy

n∏
i=1

Na
χi(m−ri)zi
i >

√
`+ 1 · ‖h(xM)‖2 , (5.1)

then h(m) = 0. Thus, in the special case where K = Q, the result of Howgrave-
Graham provides motivation for the following notion of a polynomial h ∈

⋂n
i=1 A

zi
i

with small coefficients: h has small coefficients whenever ‖h(xM)‖2 is small. This
notion of size is used by Guruswami et al. in their weighted list decoding algorithm
for CRT codes, where a lattice-based approach is used to find a small polynomial. To
obtain a decoding algorithm for NF-codes based on fields other than Q, the result of
Howgrave-Graham and the lattice-based approach to finding a small polynomial are
generalised to arbitrary number fields.

The ring of integer OK carries a natural lattice structure defined by the positive
definite quadratic form T2(x) := TrKR/R(xx̄) on the R-algebra KR := K ⊗Q R,
where TrKR/R denotes the trace of KR and ¯ : KR → KR is the involution induced
by complex conjugation. For x ∈ K, the quadratic form is given explicitly by the sum
T2(x) =

∑d
i=1 |σi(x)|2. Consequently, the determinant det(OK , T2) =

√
|DK |.

Define the norm associated with T2 by ‖x‖ =
√
T2(x), for all x ∈ KR. For polyno-

mials in OK [x], the following lemma provides a sufficient condition for a modular
root to also be a root over K, which, in addition, provides a notion of a polynomial
with “small coefficients” which is compatible with a lattice-based approach:

Lemma 5.1 Let K be a degree d number field, h =
∑`
i=0 hix

i ∈ OK [x] be a
polynomial of degree at most `, a be a nonzero ideal of OK and M be a positive real
number. Suppose that

1. h(m) ∈ a, for some m ∈ OK with size(m) ≤M ; and

2.
(∑`

i=0 T2(hi)M
2i
)1/2

< d (Na)
1/d

/
√
`+ 1.

Then h(m) = 0 over K.

Proof Applying the AM–GM inequality yields

|NK(h(m))|1/d ≤ 1

d
size (h(m)) ≤ 1

d

∑̀
i=0

size
(
him

i
)
.
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Furthermore, applying the Cauchy–Schwarz inequality shows that

size(him
i) ≤

√
T2(hi) · T2(mi) ≤

√
T2(hi) · T2(m)i ≤

√
T2(hi) · size(m)i,

for 0 ≤ i ≤ `. Thus,

|NK(h(m))| ≤ 1

dd

(
(`+ 1) ·

∑̀
i=0

T2(hi)M
2i

) d
2

< Na.

However, Na divides NK(h(m)), since h(m) ∈ a. Therefore, if h(m) 6= 0, then
Na ≤ |NK(h(m))| < Na, which is absurd. Hence, h(m) = 0 over K. ut

Lemma 5.1 provides a natural generalisation of condition (5.1): the lemma implies
that a polynomial h ∈

⋂n
i=1 A

zi
i of degree at most ` will have amongst its roots all

m ∈MC such that

n∏
i=1

Na
χi(m−ri)zi
i >

(
1

d
·
√
`+ 1 · ‖h‖2,M

)d
, (5.2)

where
∥∥∑

i aix
i
∥∥
2,M

:=
(∑

i T2(ai)M
2i
)1/2

, for all
∑
i aix

i ∈ K[x] and any posi-
tive real number M . Based on this observation, a polynomial h ∈ OK is said to have
small coefficients whenever ‖h‖2,M is small. With this notion of size, there are three
main tasks that arise from the approach to decoding of NF-codes suggested by the
general framework: the first, is the selection of the parameters z1, . . . , zn and `; the
second, is to find a nonzero polynomial h ∈

⋂n
i=1 A

zi
i of degree at most ` such that

‖h‖2,M is small; and the third, is to determine the roots of h inMC . Selection of the
parameters z1, . . . , zn and ` is considered in Section 8, with the parameters consid-
ered as free in the meantime. For the third task, one of several efficient algorithms for
factoring polynomials over number fields may be applied (see [26,25] and references
therein). However, a specialised algorithm is developed in Section 6, which is used to
establish the complexity of the decoding algorithm. For the second task, as suggested
above, a lattice-based approach is employed.

For nonnegative ` ∈ Z, let OK [x]` ' O`+1
K (resp. A`) denote the free Z-module

of polynomials of degree at most ` in OK [x] (resp.
⋂n
i=1 A

zi
i ). Then OK [x]` to-

gether with the quadratic form ‖.‖22,M forms a lattice. Thus, a polynomial h ∈ A`
with small coefficients is found by computing an LLL-reduced basis of the sublattice
(A`, ‖.‖22,M ). However, the Gram matrix of the sublattice does not contain integral
entries in general. As more is known about the complexity of the LLL-algorithm for
integral lattices, an approach of Belabas [2, Section 4.2], which uses integral reduc-
tion to produce a (not necessarily LLL-reduced) basis containing a short vector, is
used in the decoding algorithm.

Let ω1, . . . , ωd be an integral basis of OK and RtR be the Cholesky decomposi-
tion of the corresponding Gram matrix of the lattice (OK , T2). Then

R = diag(‖ω∗1‖ , . . . , ‖ω∗d‖) · (µj,i)1≤i,j≤d ,
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where µi,j is defined as in Theorem 4.1, for 1 ≤ j < i ≤ d; µi,i := 1, for 1 ≤ i ≤ d;
and µi,j := 0, for 1 ≤ i < j ≤ d. If x =

∑d
i=1 xiωi ∈ K[x] is represented by the

column vector δ(x) := (x1, . . . , xd) ∈ Qd, then T2(x) = ‖Rδ(x)‖22. Belabas [2,
Section 4.2] observes that for e ∈ Z such that

2e · min
1≤i≤d

‖ω∗i ‖ > 1/2, (5.3)

the matrix Re := b2eRe has maximal rank and ‖Reδ(x)‖22 provides a “convenient”
integral approximation to 22eT2(x), which may be substituted for T2 whenever reduc-
tion is performed on a sublattice of (OK , T2). If the integral basis is LLL-reduced,
then property 3 of Theorem 4.1 and the observation that λ(OK , T2) = d imply that

ρ := min
1≤i≤d

‖ω∗i ‖ ≥ min
1≤i≤d

2(1−i)/2 ‖ωi‖ ≥ 2(1−d)/2
√
d, (5.4)

so that e need only satisfy e > (d − 3 − log d)/2. This idea extended for use in the
decoding algorithm by defining the block diagonal matrix

Re,`,M := diag
(⌊

2eR
⌉
,
⌊
2eMR

⌉
, . . . ,

⌊
2eM `R

⌉)
∈ Zd(`+1)×d(`+1),

for nonnegative ` ∈ Z, nonnegative e ∈ Z such that (5.3) holds, and real M ≥ 1.
To each polynomial a =

∑`
i=0 aix

i ∈ OK [x]`, assign the column vector δ`(a) ∈
Zd(`+1), which is viewed as having `+ 1 blocks, with the ith block equal to δ(ai−1).
Then

∥∥Re,`,Mδ`(a)
∥∥2
2

provides an integral approximation of 22e ‖a‖22,M , for all a ∈
OK [x]`, which is substituted for ‖.‖22,M in the decoding algorithm.

In order to perform lattice reduction, an initial basis of A` is required. To address
this problem for CRT codes (i.e., forK = Q), Guruswami et al. begin by computing a
basis (provided by [14, Lemma 2]) for the free Z-module of polynomials of degree at
most ` in Azii , for 1 ≤ i ≤ n. Then a general method for computing the intersection
of two real full-rank lattices [14, Appendix B] is used to compute a basis of the
lattice δ`(A`). Applying this approach to general number fields requires performing
operations on potentially large matrices: computing the intersection requires 2(n−1)
inversions of d(`+ 1)×d(`+ 1) upper triangular matrices and n−1 Hermite normal
form computations of d(`+ 1)× 2d(`+ 1) matrices. The following lemma provides
an explicit basis of A` and a means to circumvent operations on large matrices:

Lemma 5.2 With notation as above, let αj,1, . . . , αj,d ∈ OK be an integral basis
of the ideal

∏n
i=1 a

max{zi−j,0}
i , for 0 ≤ j ≤ `. Suppose that r ∈ OK satisfies

r − ri ∈ ai, for 1 ≤ i ≤ n. (Such an element exists by the Chinese remainder
theorem.) Then the polynomials

udj+k(x) = xmax{0,j−zmax}αj,k(x− r)min{j,zmax}, for 0 ≤ j ≤ `, 1 ≤ k ≤ d,

where zmax = max1≤i≤n zi, form an integral basis of A`.
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Proof Each polynomial h ∈ OK [x]` may be expressed in the form

h(x) = hzmax
(x) · (x− r)zmax +

zmax−1∑
j=0

hj(x− r)j , (5.5)

such that h0, . . . , hzmax−1 ∈ OK and hzmax
∈ OK [x]. The coefficients h0, . . . , hzmax

are then uniquely determined. From the definition of r, it follows that

Ai = ((x− r) + (r − ri))OK [x] + aiOK [x] = (x− r)OK [x] + aiOK [x],

for 1 ≤ i ≤ n. Therefore, if h ∈ OK [x]`, when expressed in the form (5.5), has
coefficients satisfying hj ∈

∏n
i=1 a

max{zi−j,0}
i , for 0 ≤ j < zmax, then h ∈ A`

since the ideals a1, . . . , an are pairwise comaximal. In particular, the polynomials
u1, . . . , ud(`+1) ∈ A`. It is shown that the converse also holds. Then it is clear that
any polynomial h ∈ A` may be expressed as a Z-linear combination of the poly-
nomials u1, . . . , ud(`+1). Linear independence of the polynomials follows from that
of the bases (αj,k)1≤k≤d, for 0 ≤ j ≤ `. Therefore, if the converse holds, then the
polynomials u1, . . . , ud(`+1) form an integral basis of A`.

To prove the converse, assume now that h ∈ A`. Then h may be expressed in the
form (5.5) and, since h ∈ Az11 , may also be expressed in the form

h(x) = λzmax
(x) · (x− r)zmax +

zmax−1∑
j=0

λj(x) · aj(x− r)j ,

where aj ∈ a
max{z1−j,0}
1 , for 0 ≤ j < zmax, and λ0, . . . , λzmax

∈ OK [x]. Moreover,
since

(x− r) · aj(x− r)j = aj · (x− r)j+1 and a
max{z1−j,0}
1 ⊆ a

max{z1−j−1,0}
1 ,

for 0 ≤ j < zmax, it is assumed that λ0, . . . , λzmax−1 ∈ OK . However, uniqueness
of the coefficients h0, . . . , hzmax

then implies that hj = λjaj ∈ a
max{z1−j,0}
1 , for

0 ≤ j < zmax. Repeating this argument for i = 2, . . . , n, shows that

hj ∈
n⋂
i=1

a
max{zi−j,0}
i =

n∏
i=1

a
max{zi−j,0}
i , for 0 ≤ j < zmax.

Hence, the converse holds. ut

Lemma 5.2 permits an integral basis for A` to be computed with operations per-
formed on matrices which have dimensions dependent on d and not on `. The result-
ing CRT problem may be solved by means of the polynomial time extended Euclidean
algorithm for number fields of Cohen [5, Algorithm 1.3.2, Proposition 1.3.7], or the
improved variant of Belabas [2, Algorithm 5.4]. In particular, the CRT problem may
be solved by the method described by Belabas [2, Algorithm 6.10], which is used
with minor modifications in the decoding algorithm.

Based on the above discussion, the following algorithm is proposed for weighted
list decoding of NF-codes:
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Algorithm 5.1 (Weighted List Decoding of NF-codes)
INPUT: A code C based on a number field K with parameters (n, a1, . . . , an;M,0)
such that M ≥ 1 and the ideal ai is provided by its HNF Ai ∈ Zd×d, for 1 ≤ i ≤ n;
a vector (r1, . . . , rn) ∈ OnK such that ‖δ(ri)‖∞ ≤ Nai, for 1 ≤ i ≤ n; an LLL-
reduced basis ω1, . . . , ωd of the lattice (OK , T2) such that ω1 = 1, the corresponding
multiplication table (mi,j,k)1≤i,j,k≤d and Cholesky factor R; a nonnegative integer e
that satisfies (5.3); and positive integers t, z1, . . . , zn and `.
OUTPUT: A set containing elements m ∈ OK such that size(m) ≤M + 2−t.

1. [Solve the CRT problem] Set r = 0. For j = 1, . . . , n, construct an element
r ∈ OK such that r − ri ∈ ai, for 1 ≤ i ≤ j, by performing the following steps:
(a) Use the methods discussed in Section 4.2 to compute the HNF Bj ∈ Zd×d of

the ideal bj :=
∏
i6=j ai.

(b) Use the extended gcd algorithm for number fields [2, Algorithm 5.4] to find
an element βj ∈ bj such that 1− βj ∈ aj .

(c) Set r ← r + rjβj (mod a) such that ‖δ(r)‖∞ < a, where a is the positive
generator of (

∏n
i=1 ai) ∩ Z. (Note that a is computed as the lcm of the upper

left most entries of A1 and B1, since ω1 = 1.)
2. Define zmax = max1≤i≤n zi. For j = min{zmax, `}, . . . , 0, use the methods

discussed in Section 4.2 to compute the HNF Vj ∈ Zd×d of
∏n
i=1 a

max{zi−j,0}
i .

(Note that Vzmax
= Id.)

3. [Compute an integral basis of A`] Let Mr ∈ Zd×d be the matrix representing
multiplication by r and az be the upper left most entry of V0. Compute the d(`+
1)× d(`+ 1) block matrix U := (Us,t)1≤s,t≤`+1, with blocks Us,t ∈ Zd×d such
that ‖Us,t‖∞ ≤

∏n
i=1 Nazii , defined as follows:

Um+1,j+1 =


(−1)j−m

(
j
m

)
M j−m
r Vj (mod az) if m < j,

Vj if m = j,

0 if m > j,

for 0 ≤ m ≤ `, 0 ≤ j ≤ min{zmax, `}; and, if ` > zmax,

Um+1,j+1 =

{
0 if m < j − zmax or m > j,

Um−j+zmax+1,zmax+1 if j − zmax ≤ m ≤ j,

for 0 ≤ m ≤ `, zmax < j ≤ `.
4. [Perform lattice reduction] Compute Q := Re,`,MU . Use the L2 algorithm [36]

to find an LLL-reduced basis b1, . . . ,bd(`+1) of the lattice (Λ, ‖.‖22) with basis
given by the column vectors of Q.

5. [Compute roots of h] Compute h := δ−1` ((Re,`,M )−1b1). If h is constant, then
return the empty set and stop. Otherwise, perform Sub-Algorithm 6.1.

6. [Remove spurious roots] Return the set of all m ∈ OK such that δ(m) belongs
to the setR returned by Sub-Algorithm 6.1 and (5.2) holds.

Remarks 5.1
1. There is little loss of generality resulting from the input requirement on M : if

0 ≤M < d, thenMC = {0} and decoding is a greatly simplified problem.
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2. A suitable input basis ω1, . . . , ωd (i.e., LLL-reduced, with ω1 = 1) is found with
the method described by Belabas [2, Section 4.3]. As noted by Belabas [1, Sec-
tion 4.2], the entries of R are obtained as by-products of the reduction used to
obtain the input basis. It is assumed above (and in the analysis of the decoding
algorithm) that the integral basis and R are provided with the precision required
by Algorithm 5.1 and Sub-Algorithm 6.1.

3. The computation of the ideal products in Step 1 and Step 2 may be greatly aided
by the knowledge of two-element representations for some or all of the ideals
a1, . . . , an (see [4, Section 4.7.1] or [1, Section 5.3.2]).

4. For an NF-code C with parameters (n, a1, . . . , an;M, s) such that s 6= 0, decod-
ing may be performed as follows: use an algorithm for finding an approximate
closest vector in a lattice [17], applied to (OK , T2), to find an element y ∈ OK
such that sizes(y) is small; apply Algorithm 5.1 to the code C′ with parameters
(n, a1, . . . , an;M + sizes(y),0) and received word ((r1 − y) + a1, . . . , (rn −
y) + an); for each output m′ of Algorithm 5.1, return m = m′ + y if m ∈MC .

6 The root finding sub-algorithm

In this section, the sub-algorithm used in Step 5 of Algorithm 5.1 to determine the
roots of the polynomial h is described. As noted in Section 5, the computation of
the roots of h can be performed by applying existing algorithms for factoring over
number fields. However, the full factorisation of h is not required in the context of
Algorithm 5.1 and only those roots of h inMC are of interest. By specialising exist-
ing algorithms, namely those based on the norm-based approach proposed by Kro-
necker [24] (see also [25,8] and references therein), this problem is addressed more
efficiently. Moreover, the specialised algorithm is designed to exploit the fact that h
belongs to the special subring OK [x] of K[x] and that an integral basis of OK is
known.

For a polynomial f ∈ K[x], defineMf = (mi,j)1≤i,j≤d by fωj =
∑d
i=1mi,jωi,

for 1 ≤ j ≤ d. The norm of f ∈ K[x] is then defined to be the determinant
NK(f) := detMf . When f ∈ OK , this definition is consistent with the previous
definition from Section 4.2. For all f, g ∈ K[x], the definition of matrix multiplica-
tion implies that Mfg = MfMg . Consequently, the norm map is multiplicative. It
follows immediately that if a ∈ K is a root of f ∈ K[x], then NK(x − a) divides
NK(f) in Q[x]. If φa(x) ∈ Q[x] denotes the minimal polynomial of a ∈ K, then

NK(x− a) = det(xId −Ma) = φa(x)[K:Q(a)].

Therefore, the minimal polynomial of any root of f ∈ K[x] is an irreducible factor
of NK(f) in Q[x].

To determine the roots of the polynomial h in Step 5 of Algorithm 5.1, the norm
NK(h) ∈ Z[x] is factored into irreducible factors in Z[x], then the roots (in C) of
each monic irreducible factor of degree at most d are computed. Amongst the roots
are all roots of h in MC . The norm NK(h) can be computed using the modular
evaluation-interpolation approach of McClellan [32] (see also [18]). The following
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lemma provides an alternative method for computing the norm, which is used to
establish the polynomial bit complexity of the root finding sub-algorithm:

Lemma 6.1 Suppose that the polynomial h ∈ OK [x] from Step 5 of Algorithm 5.1 is
non-constant. Then NK(h) is computed in O(poly(d, log |DK |, `, log ‖h‖2,M )) bit
operations. Furthermore, log ‖NK(h)‖∞ is O(poly(d, log |DK |, `, log ‖h‖2,M )).

Proof Suppose that h =
∑λ
k=0 hkx

k is non-constant, with h0, . . . , hλ ∈ OK and
hλ 6= 0. Then the matrix Mh =

∑λ
k=0Mhkx

k, where detMhλ = NK(hλ) is
nonzero. Thus, NK(h) and the determinant of the matrix M−1hλ Mh have precisely
the same roots. It follows from a result of Gohberg, Lancaster and Rodman [10,
Theorem 1.1] that the roots of det(M−1hλ Mh), and thus NK(h), are precisely the
eigenvalues of the matrix NK(hλ)−1C, where C is the dλ× dλ block matrix

C = NK(hλ) ·


0 Id 0 . . . 0
0 0 Id . . . 0
...

...
...

. . .
...

0 0 0 . . . Id
−M−1hλ Mh0

−M−1hλ Mh1
−M−1hλ Mh2

. . . −M−1hλ Mhλ−1

 .

Let χC(x) denote the characteristic polynomial of C. Then the characteristic polyno-
mial of the matrixNK(hλ)−1C is χC(NK (hλ)x) ·NK(hλ)−dλ. Therefore, the roots
of NK(h) coincide with the roots of the polynomial χC(NK (hλ)x) ·NK(hλ)1−dλ.
However, the leading coefficient of the latter polynomial is equal to NK(hλ) and

NK(h)(x) = NK(hλ)xdλ + terms of degree less than dλ.

Hence, the two polynomials are in fact equal.
The matrix C has integer entries, thus its characteristic polynomial χC is com-

puted in O(poly(d, λ, log ‖C‖∞)) bit operations (see [7] and references therein).
Applying the AM–GM inequality provides the bound

|NK(hλ)| ≤ d−d/2T2(hλ)d/2 ≤ d−d/2 ‖h‖d2,M . (6.1)

The Cauchy-Schwarz inequality and the bound on the norm of the adjoint matrix
obtained by Richter [38] imply that∥∥Madj

hλ
Mhk

∥∥
∞ ≤

∥∥Madj
hλ

∥∥
2

∥∥Mhk

∥∥
2
≤ d−(d−2)/2

∥∥Mhλ

∥∥d−1
2

∥∥Mhk

∥∥
2
, (6.2)

for 0 ≤ k < λ, where Madj
hλ

= NK(hλ)M−1hλ is the adjoint matrix of Mhλ . Finally,
since ω1, . . . , ωd is an LLL-reduced basis for (OK , T2), Belabas [2, Proposition 5.1]
provides the following “pessimistic” bound on the entires of the multiplication table
(mi,j,k)1≤i,j,k≤d:

|mi,j,k| ≤ 23d(d−1)/4d(1−2d)/2 |DK | , for 1 ≤ i, j, k ≤ d. (6.3)
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Therefore, combining (6.1), (6.2) and (6.3) implies that the matrixC, its characteristic
polynomial χC and NK(h) are each computed in

O

(
poly

(
d, log |DK |, `, log ‖h‖2,M , log max

0≤k≤λ
‖δ(hk)‖∞

))
bit operations. The coefficients of NK(h) satisfy

‖NK(h)‖∞ ≤ |NK(hλ)| · ‖χC‖∞ ≤ |NK(hλ)| · max
0≤k≤dλ

(
dλ

k

)
kk/2 ‖C‖k∞ ,

where the final inequality is obtained by applying a bound of Cohen [4, Proposi-
tion 2.2.10]. It follows that log ‖NK(h)‖∞ is

O

(
poly

(
d, log |DK |, `, log ‖h‖2,M , log max

0≤k≤λ
‖δ(hk)‖∞

))
Arguments due to Belabas [2, p. 28] are now used to establish the following claim:

‖δ(a)‖2 ≤ 2(1−d)/2dd+1/2 ‖a‖ , for all a ∈ OK . (6.4)

Given the claim, it follows that

‖δ(hk)‖∞ ≤ ‖δ(hk)‖2 ≤ 2(1−d)/2dd+1/2 ‖hk‖ ≤ 2(1−d)/2dd+1/2 ‖h‖2,M , (6.5)

for 0 ≤ k ≤ λ, thus completing the proof of the lemma.
An application of the Cauchy-Schwarz inequality shows that

‖δ(a)‖2 ≤
∥∥R−1∥∥

2
‖Rδ(a)‖2 =

∥∥R−1∥∥
2
‖a‖ , for all a ∈ OK . (6.6)

Write R = D + N , where D = diag(‖ω∗1‖ , . . . , ‖ω∗d‖) and N is upper triangular
nilpotent. Setting Z = D−1N , it follows that

R−1 = (Id + Z)−1D−1 =

(
d−1∑
i=0

(−1)i−1Zi

)
D−1.

A nonzero entry of Z is a Gram-Schmidt coefficient µi,j , such that j < i, of the
reduced basis ω1, . . . , ωd. Therefore, property 4 of Theorem 4.1 implies that ‖Z‖∞ ≤
1/2. Consequently,

∥∥R−1∥∥
2
≤ d

∥∥R−1∥∥∞ ≤ d

ρ

d−1∑
i=0

∥∥Zi∥∥∞ ≤ d

ρ

d−1∑
i=0

di ‖Z‖i∞ ≤
dd+1

2d−1ρ
, (6.7)

where ρ = min1≤i≤d ‖ω∗i ‖. Combining (6.6) and (6.7) with the lower bound (5.4)
then completes the proof of (6.4). ut

The norm NK(h) ∈ Z[x] is factored into irreducible factors in Z[x] by the algo-
rithm of Lenstra, Lenstra and Lovász [27] in O(poly(degNK(h), log ‖NK(h)‖∞))
bit operations. The roots of the irreducible factors are computed, with guaranteed
error terms, by the polynomial time algorithm of Pan [37]:
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Theorem 6.1 Let φ ∈ Z[x] be a degree d polynomial with roots α1, . . . , αd ∈ C and
t be a positive integer. Then O(poly(d, t, log ‖φ‖∞)) bit operations are sufficient to
find numbers ᾱ1, . . . , ᾱd ∈ Q + iQ such that max1≤i≤d |αi − ᾱi| ≤ 2−t.

If φ ∈ Z[x] is a monic irreducible factor of NK(h) such that deg φ ≤ d, and
a ∈ C is a root of φ, then there is no guarantee that a belongs toMC , much less that
a is a root of h over K. If a ∈ MC and φa ∈ Z[x] is its minimal polynomial, then∏d
i=1(x − σi(a)) = φa(x)d/ deg φa , where the conjugates σ1(a), . . . , σd(a) satisfy
|σi(a)| ≤ size(a), for 1 ≤ i ≤ d. By expressing the coefficients of φa as symmetric
polynomials in its roots, it follows that

‖φa‖∞ ≤ max
0≤j≤deg φa

⌊(
deg φa
j

)
Mdeg φa−j

⌋
.

Moreover, if φa =
∏deg φa
j=1 (x− σij (a)), then

size(a) =
d

deg φa

deg φa∑
j=1

|σij (a)| ≤M.

To determine if a ∈ C\Z belongs toOK , the algorithm of Just [22,23] is used to find
a nonzero vector (y1, . . . , yd, q) ∈ Zd+1 such that y1ω1 + . . .+ ydωd = qa, or show
that no such vector exists. If such a vector is found, then the linear independence
of the integral basis implies that a ∈ OK if and only if (y1/q, . . . , yd/q) ∈ Zd.
Moreover, if a ∈ OK , then δ(a) = (y1/q, . . . , yd/q). The algorithm of Just for
determining an integer relation, or proving that one does not exist, has complexity
summarised by the following theorem:

Theorem 6.2 Let algebraic numbers α1, . . . , αn ∈ C be given by approximations
ᾱ1, . . . , ᾱn ∈ Q + iQ such that max1≤i≤n |αi − ᾱi| ≤ 2−t, for

t =

⌈
log

(
4n

(√
2 · Y 1/n · max

1≤i≤n
M(αi)

1/[Q(αi):Q]

)n[Q(α1,...,αn):Q]
)⌉

,

where Y > 1 and M(αi) is the Mahler measure of αi, for 1 ≤ i ≤ n. Then

O

(
poly

(
n, log Y, max

1≤i≤n
logM(αi), [Q(α1, . . . , αn) : Q]

))
bit operations are sufficient to either find a nonzero integer vector y = (y1, . . . , yn)
such that ‖y‖2 ≤ 2n/2Y and

∑n
i=1 aiαi = 0, or prove that there is no nonzero

integer vector x = (x1, . . . , xn) such that ‖x‖2 ≤ Y and
∑n
i=1 xiαi = 0.

The Mahler measure of an algebraic number α ∈ C, with minimal polynomial
φα(x) = ϕ · (x − α1) · · · (x − αn) over Z, is defined to be the product M(α) =
|ϕ| ·

∏n
i=1 max {1, |αi|}. Mignotte [33, Theorem 1] showed that the Mahler measure

of α satisfies M(α) ≤ ‖φα‖2. For a ∈ K,

M(a)1/[Q(a):Q] =

(
d∏
i=1

max{1, |σi(a)|}

)1/d

≤ 1

d

n∑
i=1

max {1, |αi|} ≤
‖a‖√
d

+ 1,
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where the first inequality is obtained by applying the AM–GM inequality.
Based on the above discussion, the following sub-algorithm is proposed for de-

termining the roots of h in Step 5 of Algorithm 5.1:

Sub-Algorithm 6.1 (Root finding step)

1. Use the method described in the proof of Lemma 6.1 to compute NK(h).
2. Use the algorithm of Lenstra, Lenstra and Lovász [27] to compute the set Φ of

monic non-constant irreducible factors of NK(h) in Z[x].
3. SetR ← {δ(a) | (x− a) ∈ Φ, size(a) ≤M and h(a) = 0 over K}.
4. For each polynomial φ ∈ Φ that satisfies 2 ≤ deg φ ≤ d and

‖φ‖∞ ≤ max
0≤j≤deg φ

⌊(
deg φ

j

)
Mdeg φ−j

⌋
, (6.8)

perform the following steps:
(a) Set

τ ←
⌈

log

(
4(d+ 1)

(√
2 · Y 1/(d+1) ·max

{
X, ‖φ‖1/ deg φ2

})d2(d+1)
)⌉

,

where

Y =
(

21−dd2d+1
(
M + 2−t

)2
+ 1
)1/2

and X = 1 +
1√
d

max
1≤i≤d

‖ωi‖ .

(b) Let a1, . . . , adeg φ ∈ C denote the roots of φ. Use the algorithm of Pan [37]
to compute approximations ā1, . . . , ādeg φ ∈ Q + iQ such that

max
1≤j≤deg φ

|aj − āj | ≤ min
{

2−τ , (2−(t+1) · deg φ)/d2
}
.

(c) If the inequality

(d/deg φ) ·
deg φ∑
j=1

|āj | ≤M + 2−(t+1) (6.9)

is satisfied, then perform the following steps for k = 1, . . . ,deg φ:
i. Use the algorithm of Just [22] to search for a nonzero integer vector

y = (y1, . . . , yd, q) such that ‖y‖2 ≤ 2(d+1)/2Y and
∑d
i=1 yiωi = qak.

ii. If such a vector (y1, . . . , yd, q) ∈ Zd+1 is found and (y1/q, . . . , yd/q)
has integral entries, then compute h(ak) ∈ OK . If h(ak) = 0 over K,
then setR ← R∪ {(y1/q, . . . , yd/q)}.

5. ReturnR.

Lemma 6.2 The set R returned by Sub-Algorithm 6.1 contains the vector δ(m) for
all rootsm ∈MC of h overK, plus finitely many vectors δ(a) such that a ∈ OK is a
root of h (over K) and M < size(a) ≤M + 2−t. Moreover, the algorithm performs
O(poly(d, log |DK |, `, logM, t, log ‖h‖2,M )) bit operations.
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Proof The minimal polynomial of any root of h in OK is a monic irreducible factor
of NK(h) in Z[x]. Therefore, if a ∈ Z is a root of h over K, then it is clear from the
construction ofR that δ(a) ∈ R if and only if size(a) ≤M . Moreover, if a ∈ OK\Z
is a root of h over K, then the minimal polynomial of a belongs to the set Φ.

Let φ ∈ Φ and a1, . . . , adeg φ be the roots of φ in C. Fix an index k such that
1 ≤ k ≤ deg φ. If ak ∈MC , then the approximate roots ā1, . . . , ādeg φ satisfy (6.9):

d

deg φ

deg φ∑
j=1

|āj | ≤ size(ak) +
d

deg φ

deg φ∑
j=1

|aj − āj | ≤M + 2−(t+1).

The converse may not hold. However, if ak ∈ OK and (6.9) is satisfied, then

size(ak) ≤
(
M + 2−(t+1)

)
+

d

deg φ

deg φ∑
j=1

|aj − āj | ≤M + 2−t.

Consequently, (6.4) implies that

‖δ(ak)‖2 ≤ 2(1−d)/2dd+1/2 ‖ak‖ ≤ 2(1−d)/2dd+1/2
(
M + 2−t

)
.

Therefore, if the approximate roots ā1, . . . , ādeg φ satisfy (6.9), then ak ∈ OK if
and only if there exists a nonzero vector x = (x1, . . . , xd,−1) ∈ Zd+1 such that
‖x‖2 ≤ Y and

∑d
i=1 xiωi = ak. As [Q(ω1, . . . , ωd, ak) : Q] ≤ d2,

max
1≤i≤d

M(ωi)
1/[Q(ωi):Q] ≤ X and M(ak)1/[Q(ak):Q] ≤ ‖φ‖1/ deg φ2 ,

it follows from Theorem 6.2 that the algorithm of Just either proves such a vec-
tor x does not exist, or finds a nonzero vector (y1, . . . , yd, q) ∈ Zd+1 such that∑d
i=1 yiωi = qak. In the latter case, ak ∈ OK if and only if (y1/q, . . . , yd/q) has

integral entries. Moreover, if ak ∈ OK , then δ(ak) = (y1/q, . . . , yd/q). Therefore,
if the approximate roots ā1, . . . , ādeg φ satisfy (6.9) and ak ∈ OK , then δ(ak) is
added to R if h(ak) = 0 over K. Hence, if ak ∈ MC and h(ak) = 0 over K, then
δ(ak) ∈ R. Furthermore, if ak ∈ OK and δ(ak) ∈ R, then ak is a root of h over K,
and size(ak) ≤ M + 2−t. The proof of the first assertion of the lemma is completed
by noting that the cardinality ofR is bounded by degNK(h) ≤ d`.

The factorisation of NK(h) is performed in O(poly(d, `, log ‖NK(h)‖∞)) bit
operations. Consequently, it follows from Lemma 6.1 that Step 1 and Step 2 per-
formO(poly(d, log |DK |, `, log ‖h‖2,M )) bit operations. The inequalities (6.3), (6.4)
and (6.5) imply that the evaluation of h(a), for an element a ∈ OK such that
size(a) ≤ M + 2−t, performs O(poly(d, log |DK |, `, logM, log ‖h‖2,M )) bit op-
erations, using the methods described in Section 4.2. As the number of linear fac-
tors of NK(h) is bounded by degNK(h) ≤ d`, it follows that Step 3 performs
O(poly(d, log |DK |, `, logM, log ‖h‖2,M )) bit operations. Similarly, the number of
iterations of the outer loop in Step 4 is bounded by d`/2. For each iteration, the condi-
tion (6.8) and Theorem 6.1 imply that O(poly(d, log |DK |, `, logM, t, log ‖h‖2,M ))
bit operations are performed in Step 4b. For each iteration of the outer loop, there are
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at most d iterations of the inner loop in Step 4c. As ω1, . . . , ωd is a reduced basis for
(OK , T2), property 3 of Theorem 4.1 implies that

max
1≤i≤d

‖ωi‖ ≤
∏d
i=1 2(i−1)/2 ‖ω∗i ‖

(minx∈Ok\{0} ‖x‖)d−1
=

2d(d−1)/4
√
|DK |

d(d−1)/2
.

since det(OK , T2) =
∏d
i=1 ‖ω∗i ‖ (see [4, Proposition 2.5.4]). Using this inequality

to bound the constant X and applying Theorem 6.2, shows that Step 4(c)i performs
O(poly(d, log |DK |, `, logM, log ‖h‖2,M )) bit operations for each iteration of the
inner loop. In Step 4(c)ii, O(d(d + log Y )2) bit operations are performed to deter-
mine if the vector (y1/q, . . . , yd/q) has integral entries. Thus, for each iteration of
the inner loop, Step 4(c)ii performs O(poly(d, log |DK |, `, logM, log ‖h‖2,M )) bit
operations. Hence, Step 4 performsO(poly(d, log |DK |, `, logM, t, log ‖h‖2,M )) bit
operations. ut

7 Analysis of the decoding algorithm

In this section, the decoding performance and complexity of Algorithm 5.1 is eval-
uated. The following two lemmas are used to establish a bound on ‖h‖2,M , which,
when combined with Lemma 5.1, determines the decoding performance of the algo-
rithm:

Lemma 7.1 Let h ∈ OK [x] be the polynomial found in Step 5 of Algorithm 5.1. Then

‖h‖2,M ≤ 2−e ·

(
1 +

d

2

√
d(d+ 1)

2

(
2eρ− 1

2

)−1)
· ‖Re,l,Mδ`(h)‖2 ,

where ρ = min1≤i≤d ‖ω∗i ‖.

Proof Write h =
∑`
j=0 hjx

j , where h0, . . . , h` ∈ OK . Define matrices Ej =⌊
2eM jR

⌉
− 2eM jR, for 0 ≤ j ≤ `. Then

22e ‖h‖22,M =
∑̀
j=0

22eM2j ‖Rδ(hj)‖22 =
∑̀
j=0

∥∥(⌊2eM jR
⌉
− Ej

)
δ(hj)

∥∥2
2

≤
∑̀
j=0

(
1 +

∥∥∥Ej ⌊2eM jR
⌉−1∥∥∥

2

)2 ∥∥⌊2eM jR
⌉
δ(hj)

∥∥2
2
,

(7.1)

where the inequality is obtained by applying the Cauchy–Schwarz inequality to each
term of the sum and

⌈
2eM jR

⌋−1
exists, for 0 ≤ j ≤ `, as a result of the inequalities

M ≥ 1 and (5.3). The matrixEj
⌊
2eM jR

⌉−1
is upper triangular and ‖Ej‖∞ ≤ 1/2,

for 0 ≤ j ≤ `. Thus,∥∥∥Ej ⌊2eM jR
⌉−1∥∥∥

2
≤ d

2

√
d(d+ 1)

2

∥∥∥⌊2eM jR
⌉−1∥∥∥

∞
, for 0 ≤ j ≤ `. (7.2)
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For each value of j, 0 ≤ j ≤ `, if Ej =
(
ε
(j)
s,t

)
1≤s,t≤d, then⌊

2eM jR
⌉

= 2eM jR+ Ej = 2e+1M j · diag (‖ω∗1‖ , . . . , ‖ω∗d‖) · (Id + Fj) ,

where

Fj :=

(
µt,s
2

+
ε
(j)
s,t

2e+1M j ‖ω∗s‖

)
1≤s,t≤d

− Id.

For 0 ≤ j ≤ `, the inequalities M ≥ 1 and (5.3) imply that

1− ‖Fj‖∞ ≥ 1−
(

1

2
+

1

2e+2M jρ

)
≥ 1

2

(
1− 1

2e+1ρ

)
> 0.

Therefore,
∥∥(Id + Fj)

−1
∥∥
∞ ≤ (1− ‖Fj‖∞)−1 (see [40, Lemma 4.4.14]) and∥∥∥⌊2eM jR

⌉−1∥∥∥
∞
≤ 1

2e+1ρ
(
1− ‖Fj‖∞

) ≤ 1

2eρ− 1/2
, for 0 ≤ j ≤ `. (7.3)

Hence, combining inequalities (7.1), (7.2) and (7.3) shows that

2e ‖h‖2,M ≤

(
1 +

d

2

√
d(d+ 1)

2

(
2eρ− 1

2

)−1)∑̀
j=0

∥∥⌊2eM jR
⌉
δ(hj)

∥∥2
2

 1
2

,

where the second factor on the right-hand side is equal to ‖Re,`,Mδ`(h)‖2. ut

Lemma 7.2 The lattice (Λ, ‖.‖22) from Step 4 of Algorithm 5.1 has rank d(`+ 1) and

det(Λ, ‖.‖22) ≤

(
n∏
i=1

Na
(zi+1

2 )
i

)(
2eM

`
2 |DK |

1
2d

(
1 +

1

2e+1ρ

))d(`+1)

. (7.4)

Proof The rank of (Λ, ‖.‖22) is equal to the rank of the matrix Q and its determinant
det(Λ, ‖.‖22) = det(QtQ)1/2. The inequalitiesM ≥ 1 and (5.3) imply that the matrix⌊
2eM jR

⌉
has maximal rank, for 0 ≤ j ≤ `. Thus, Re,`,M has maximal rank and

detRe,`,M =
∏̀
j=0

d∏
i=1

⌊
2eM j ‖ω∗i ‖

⌉
≤
∏̀
j=0

d∏
i=1

(
2eM j ‖ω∗i ‖+

1

2

)

≤
(

2eM
`
2 |DK |

1
2d

(
1 +

1

2e+1ρ

))d(`+1)

.

(7.5)

The matrix U = (Us,t)1≤s,t≤`+1 is block upper triangular, with Uj+1,j+1 = Vj for
0 ≤ j ≤ min{zmax, `}, and all remaining blocks along the leading diagonal (if any)
equal to the d × d identity matrix. By construction, the matrix Vj is the HNF of the
ideal

∏n
i=1 a

max{zi−j,0}
i , for 0 ≤ j ≤ min{zmax, `}. It follows that

|detVj | =

[
OK :

n∏
i=1

a
max{zi−j,0}
i

]
=

n∏
i=1

Na
max{zi−j,0}
i 6= 0,
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for 0 ≤ j ≤ min{zmax, `} (see [4, Section 4.7.1]). Hence, U has maximal rank and

|detU | =
min{zmax,`}∏

j=0

|detVj | =
n∏
i=1

min{zi,`}∏
j=0

Nazi−ji ≤
n∏
i=1

Na
(zi+1

2 )
i . (7.6)

Consequently, Q = Re,`,MU has maximal rank and

det(Λ, ‖.‖22) =
√

det(QtQ) = |detRe,`,M | · |detU | . (7.7)

Combining (7.5), (7.6) and (7.7) then yields (7.4). ut

The following theorem, the main algorithmic result of the paper, describes the
decoding performance and computational complexity of Algorithm 5.1:

Theorem 7.1 Algorithm 5.1 returns all m ∈MC such that

n∏
i=1

Na
χi(m−ri)zi
i >

(
2
d`
4 ∆

(ρ,e)
K M

`
2

√
`+ 1

)d( n∏
i=1

Na
(zi+1

2 )
i

) 1
`+1

, (7.8)

where

∆
(ρ,e)
K :=

2
d−1
4 |DK |

1
2d

d

(
1 +

d

2

√
d(d+ 1)

2

(
2eρ− 1

2

)−1)(
1 +

1

2e+1ρ

)
.

Moreover, the algorithm performs

O

(
poly

(
d, log |DK |, n, zmax, `, logM,

n∑
i=1

logNai, e, t

))
bit operations.

Proof Let αj,k ∈
∏n
i=1 a

max{zi−j,0}
i be the element such that δ(αj,k) is the kth

column vector of Vj , for 0 ≤ j ≤ min{zmax, `}, 1 ≤ k ≤ d. Let uj ∈ OK [x] be the
polynomial such that δ`(uj) is the jth column vector of U , for 1 ≤ j ≤ d(` + 1).
Then there exist polynomials u∗1, . . . , u

∗
d(`+1) ∈ OK [x] such that deg u∗dj+k < j and

udj+k(x) = u∗dj+k(x) · az +

{
αj,k(x− r)j if j ≤ zmax,

xj−zmaxωk(x− r)zmax if j > zmax,

for 0 ≤ j ≤ `, 1 ≤ k ≤ d. By construction r − ri ∈ ai, for 1 ≤ i ≤ n, and az
is the positive generator of (

∏n
i=1 a

zi
i ) ∩ Z. It follows that u1, . . . , ud(`+1) ∈ A` (in

fact, the polynomials form an integral basis of A` as a consequence of Lemma 5.2).
Therefore, the polynomial h, which by construction is a Z-linear combination of the
polynomials u1, . . . , ud(`+1), also belongs to A`.

From Lemma 7.2, it is known that (Λ, ‖.‖22) is a rank d(`+ 1) lattice. Therefore,
property 2 of Theorem 4.1 implies that

‖b1‖2 ≤ 2
d(`+1)−1

4 det(Λ, ‖.‖22)
1

d(`+1) .



List decoding of number field codes 23

Combining this inequality with Lemma 7.1 and Lemma 7.2 implies that

‖h‖2,M ≤ 2
d`
4 d∆

(ρ,e)
K M

`
2

(
n∏
i=1

Na
(zi+1

2 )
i

) 1
d(`+1)

.

Therefore, given m ∈ MC such that (7.8) holds, (5.2) is satisfied and applying
Lemma 5.1 with a =

∏n
i=1 a

χi(m−ri)zi
i shows that h(m) = 0 over K. Hence, it

follows from Lemma 6.2 that for all such m ∈ MC , the vector δ(m) is found by
Sub-Algorithm 6.1 and, thus, m is returned by Algorithm 5.1.

If computations from previous iterations are reused on each pass of the loop in
Step 1, then the matrices B1, . . . , Bn are computed by performing O(n) multiplica-
tions of ideals, given by their HNF, with norms bounded by

∏n
i=1 Nai. For each iter-

ation, the extended gcd computation in Step 1b performs O(poly(d,
∑n
i=1 logNai))

bit operations, with each βi satisfying ‖δ(βi)‖∞ ≤
∏n
i=1 Nai. By definition, the

generator a satisfies a ≤
∏n
i=1 Nai. Furthermore, ‖δ(ri)‖∞ ≤ Nai, for 1 ≤ i ≤ n.

As a result, for each iteration of the loop, the sum in Step 1c is computed by perform-
ing O(poly(d,

∑n
i=1 logNai, log ‖(mi,j,k)‖∞)) bit operations, using the methods

described in Section 4.2. Therefore, using (6.3) to bound the entries of the multi-
plication table shows that O(poly(d, log |DK |, n,

∑n
i=1 logNai)) bit operations are

performed in Step 1.
If computations from previous iterations are reused on each pass of the loop in

Step 2, then the matrices V0, . . . , Vmin{zmax,`} are computed by performingO(zmax+
n) multiplications of ideals, given by their HNF, with norms bounded by

∏n
i=1 Nazii .

Therefore, the bound (6.3) on the entries of the multiplication table implies that
Step 2 performs O(poly(d, log |DK |, n, zmax,

∑n
i=1 logNai)) bit operations, using

the methods described in Section 4.2.
Computing the matrix U in Step 3 reduces to computing the blocks Um+1,j+1,

for 0 ≤ m < j ≤ min{zmax, `}: all remaining blocks are either equal to one of these
blocks, equal to the d× d zero matrix, or equal to one of the matrices Vj . The bound
(6.3) on the entries of the multiplication table implies that Mr is computed modulo
az ≤

∏n
i=1 Nazii in O(poly(d, log |DK |, zmax,

∑n
i=1 logNai)) bit operations. The

matrix Vj is the HNF of the ideal
∏n
i=1 a

max{zi−j,0}
i , thus ‖Vj‖∞ ≤

∏n
i=1 Nazii ,

for 0 ≤ j ≤ min{zmax, `}. Therefore, by performing arithmetic modulo az when
computing the blocks Um+1,j+1, for 0 ≤ m < j ≤ min{zmax, `}, Step 3 performs
O(poly(d, log |DK |, zmax,

∑n
i=1 logNai)) bit operations.

The matrix R satisfies

‖R‖∞ ≤
1

2
· max
1≤i≤d

‖ω∗i ‖ ≤
∏d
i=1 ‖ω∗i ‖

2 (min1≤i≤d ‖ω∗i ‖)
d−1 ≤

2(d−1)
2/2

2d(d−1)/2

√
|DK |,

where the final inequality follows from (5.4). Consequently, the matrix Re,`,M is
computed in O(poly(d, log |DK |, `, logM, e)) bit operations. The matrix Re,`,M is
block diagonal and U is block upper triangular, with each matrix having d × d
blocks. Therefore, O(d3`2M(log ‖Re,`,M‖∞ + log ‖U‖∞)) bit operations are per-
formed when computing their product Q = Re,`,MU . The L2 algorithm performs

O
(
d5(`+ 1)5 (d(`+ 1) + log ‖Q‖∞) log ‖Q‖∞

)
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bit operations. As the matrix Re,`,M is block diagonal, it follows that ‖Q‖∞ ≤
d ‖Re,`,M‖∞ ‖U‖∞, where ‖U‖∞ ≤

∏n
i=1 Nazii and

‖Re,`,M‖∞ ≤ 2eM ` ‖R‖∞ +
1

2
≤ 2(d−1)

2/2

2d(d−1)/2
2eM `

√
|DK |+

1

2
. (7.9)

Therefore, Step 4 performs O(poly(d, log |DK |, zmax, `, logM,
∑n
i=1 logNai, e))

bit operations.
The matrix Re,`,M is block diagonal, with upper triangular blocks on the diag-

onal. Therefore, using backward substitution to compute each coefficient of h, the
polynomial is computed in O(d2`M(log ‖Re,`,M‖∞ + log ‖b1‖∞)) bit operations.
Sub-Algorithm 6.1 performs O(poly(d, log |DK |, `, logM, t, log ‖h‖2,M )) bit oper-
ations (see Lemma 6.2). Therefore, Step 5 performs

O

(
poly

(
d, log |DK |, zmax, `, logM,

n∑
i=1

logNai, e, t

))

bit operations.
For a ∈ OK such that δ(a) ∈ R, the value of χi(a − ri), 1 ≤ i ≤ n, is

determined by using backward substitution to successively compute the entries of the
vector A−1i δ(a − ri) and check that they are integers. Lemma 6.2 and (6.4) imply
that ‖δ(a)‖∞ ≤ 2(1−d)/2dd+1/2(M + 2−t), for all δ(a) ∈ R. Moreover, the set R
contains at most d` vectors. Therefore, computing the left hand side of (5.2), for all
a ∈ OK such that δ(a) ∈ R, is performed in

O

(
poly

(
d, n, zmax, `, logM,

n∑
i=1

logNai

))

bit operations. ut

Remark 7.1 Given a monic polynomial f ∈ OK [x], a nonzero ideal a ⊂ OK , a
positive real number M and positive integers k and ` such that ` ≥ k deg f , the
polynomial time algorithm described by Cohn and Heninger [6] in the proof of their
Theorem 1.3, when applied with parameters f , I = a, λ1 = . . . = λd = M , k and
t = `+ 1− k deg f , returns all m ∈ OK such that size(m) ≤M and

N gcd ((f(m)), a)
k
>

(
2
d(`+1)−1

4

√
`+ 1

d
|DK |

1
2dM

`
2

)d (
Na(k+1

2 )
) deg f
`+1

.

Given an NF-code C = CK with parameters (n, a1, . . . , an;M,0), positive inte-
ger weights z1, . . . , zn and a received word (r1 + a1, . . . , rn + an), weighted list
decoding is performed with their algorithm by additionally setting a =

∏n
i=1 ai,

k = max1≤i≤n zi and f = x− r, where r ∈ OK satisfies r− ri ∈ ai, for 1 ≤ i ≤ n.
For list decoding, where the weights z1, . . . , zn are equal, this approach performs al-
most identically to Algorithm 5.1, with both methods providing a generalisation of
the list decoding algorithm for CRT codes of Boneh [3].
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8 Parameter selection

Theorem 7.8 shows that Algorithm 5.1 returns all elements of the message space
that satisfy a certain “weighted” condition. In this section, parameter selection for
Algorithm 5.1 is used to evaluate the algorithm’s performance for arbitrarily chosen
weights and for the uniform weighting associated with traditional list decoding. The
results of this section are straightforward generalisations of those obtained by Gu-
ruswami, Sahai and Sudan [14, Section 3.4] for decoding of CRT codes (see also
[13, Section 7.6.3]). Consequently, their proofs are abridged, with details left to the
reader.

Theorem 8.1 Let K be a degree d number field and C = CK be an NF-code with
parameters (n, a1, . . . , an;M,0) such thatM ≥ 1. For positive reals β1, . . . , βn and
any tolerance parameter ε > 0, there exists a choice of parameters z1, . . . , zn, `, e
such that Algorithm 5.1, when given any input vector (r1, . . . , rn) ∈ OnK , performs

O

(
poly

(
d, log |DK |, n, logM,

n∑
i=1

logNai, t, 1/ε

))
bit operations and returns all m ∈MC such that

n∑
i=1

χi(m− ri)βi ≥

√√√√d log
(

2
d
2M

)( n∑
i=1

β2
i

logNai
+ ε max

1≤i≤n

β2
i

log2 Nai

)
. (8.1)

Proof The condition (8.1) is invariant under scaling of the parameters β1, . . . , βn.
Therefore, assume without loss of generality that max1≤i≤n(βi/ logNai) = 1. Let
A be an integer parameter to be determined later and set zi = dAβi/ logNaie, for
1 ≤ i ≤ n. Then Aβi/ logNai ≤ zi < (Aβi/ logNai) + 1, for 1 ≤ i ≤ n.
Therefore, Theorem 7.1 implies that Algorithm 5.1, for parameters z1, . . . , zn, finds
all m ∈MC such that

n∑
i=1

χi(m− ri)βi ≥
1

2A

(
d` log(2

d
2M) + d log(`+ 1)

)
+
d

A
log∆

(ρ,e)
K

+
A

2(`+ 1)

n∑
i=1

(
β2
i

logNai
+

3

A
βi +

2

A2
logNai

)
. (8.2)

To complete the proof, the remaining parameters `, A and e are chosen such that this
inequality holds for all m ∈MC that satisfy condition (8.1).

Define Zi =
β2
i

logNai
+ 3

Aβi + 2
A2 logNai, for 1 ≤ i ≤ n. Set

` =

⌈
A

√ ∑n
i=1 Zi

d log(2
d
2M)

⌉
− 1 and e =

⌈
1

2
(d− 3− log d)

⌉
+ 1.

For this choice of ` and e, the right hand side of (8.2) is bounded by

d

2A
log

(
A

√ ∑n
i=1 Zi

d log(2
d
2M)

+ 1

)
+
d

A
log∆

(ρ,e)
K +

√√√√d log
(

2
d
2M

) n∑
i=1

Zi,
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and (5.4) implies that ∆(ρ,e)
K < 2(d+3)/4|DK |1/2d(d + 1/d). Consequently, there

exists a positive constant A0 = poly(d, log |DK |,
∑n
i=1 logNai, 1/ε) such that, for

all A ≥ A0, ` is positive and the right hand side of (8.2) is less than or equal to√√√√d log
(

2
d
2M

)( n∑
i=1

β2
i

logNai
+ ε

)
.

Therefore, set A = A0. For this choice of A, the parameters z1, . . . , zn and ` cho-
sen above are allO(poly(d, log |DK |,

∑n
i=1 logNai, 1/ε)). Thus, the bit complexity

follows directly from Theorem 7.1. ut

A bound on the performance of Algorithm 5.1 as a traditional (uniform) list
decoding algorithm is obtained directly from Theorem 8.1 by setting βi = 1, for
1 ≤ i ≤ n. A second and generally incomparable bound, is provided by the follow-
ing corollary to Theorem 8.1:

Corollary 8.1 Let K be a degree d number field and C = CK be an NF-code with
parameters (n, a1, . . . , an;M,0) such that M ≥ 1. Suppose there exists an inte-
ger k ≤ n such that

∏k
i=1 Nai ≥ 2d

2/2Md. Then, for any tolerance parameter
ε > 0, there exist parameters for Algorithm 5.1 such that, given any input vector
(r1, . . . , rn) ∈ OnK , the algorithm returns all m ∈MC such that

n∑
i=1

χi(m− ri) ≥
√
k(n+ 1 + ε).

If
∏k
i=1 Nai = 2d

2/2Md, the bound becomes
∑n
i=1 χi(m− ri) ≥

√
k(n+ ε).

Proof By applying Theorem 8.1 with βi = logNai/ logNak, for 1 ≤ i < k, βi = 1,
for k ≤ i ≤ n, and tolerance parameter ε′ = ε logNak, it follows that there exists a
choice of parameters for Algorithm 5.1 with the property that, given any input vector
(r1, . . . , rn) ∈ OnK , the algorithm returns all m ∈MC such that

∑n
i=1 χi(m− ri) is

at least

k −
d log

(
2d/2M

)
logNak

+

√√√√d log
(
2d/2M

)
logNak

(
d log

(
2d/2M

)
logNak

+

n∑
i=k

logNak
logNai

+ ε

)
.

If
∏k
i=1 Nai = 2d

2/2Md, then the lower bound of summation in this expression
may be increased from k to k + 1. In either case, the remainder of the proof follows
arguments of Guruswami et al. [14, Theorem 5]. ut

9 Conclusion

A polynomial time algorithm (Algorithm 5.1) for solving the weighted list decoding
problem for number field codes was presented. The algorithm extends known results
for Chinese remainder codes to number fields and reduces the gap to analogous results
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for Reed-Solomon and algebraic geometry codes [42,15]. Comparing Theorem 8.1
with the combinatorial result Corollary 3.1 suggests that Algorithm 5.1 performs sub-
optimally for number fields other than Q. The difference between conditions (8.1)
and (3.1), which depends on the degree of the number field only, is a consequence
of the loss of structure that results from treating the OK-module A` as a Z-module.
Progress toward an algorithm that attains the combinatorial bound may result from
considering the additional structure.
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